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Abstract

The support vector machine (SVM) is a popular learning method for binary classification.

Standard SVMs treat all the data points equally, but in some practical problems it is more natural

to assign different weights to observations from different classes. This leads to a broader class of

learning, the so-called weighted SVMs (WSVMs), and one of their important applications is to

estimate class probabilities besides learning the classification boundary. There are two parameters

associated with the WSVM optimization problem: one is the regularization parameter and the

other is the weight parameter. In this paper we first establish that the WSVM solutions are jointly

piecewise-linear with respect to both the regularization and weight parameter. We then develop a

state-of-the-art algorithm that can compute the entire trajectory of the WSVM solutions for every

pair of the regularization parameter and the weight parameter, at a feasible computational cost.

The derived two-dimensional solution surface provides theoretical insight on the behavior of the

WSVM solutions. Numerically, the algorithm can greatly facilitate the implementation of the

WSVM and automate the selection process of the optimal regularization parameter. We illustrate

the new algorithm on various examples.
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1 Introduction

Frequently encountered in real applications is binary classification, in which we are given a

training set {(xi, yi), i = 1, ···, n} of size n and the goal is to learn a classification rule. Here

xi ∈ ℝp and yi ∈ {−1, 1} denote a p-dimensional predictor and a binary response (or class

label), respectively, for the ith example. The primary goal of the binary classification is to

construct a classifier which can be used for class prediction of new objects with predictors

given. Among many existing methods for binary classification, the support vector machine

(SVM) (Vapnik; 1996) is one of the most well known classifiers. It has gained much

popularity since its introduction. It originates with the simple idea of finding an optimal

hyperplane to separate two classes. The hyperplane is optimal in the sense that the geometric

margin between these two classes is maximized. Later it was shown by Wahba (1999) that

the SVM can be fit in the general regularization framework by solving

(1)

where H1(u) = max(1 −u, 0) is the hinge loss function, J(f) denotes the roughness penalty of

a function f(·) in a function space , and the sign of f(x) for a given predictor x will be used

for class prediction. Here λ > 0 is a regularization parameter which balances data fitting

measured by the hinge loss and model complexity measured by the roughness penalty. Lin

(2002) shows that the Hinge loss is Fisher consistent. See Liu (2007) for a more detailed

discussion on Fisher consistency of different loss functions. A common choice of the

penalty is . Other choices include the l1-norm penalty (Zhu et al.; 2003; Wang

and Shen; 2007) and the SCAD penalty (Zhang et al.; 2006). In general, we set  to be the

Reproducing Kernel Hilbert Space (RKHS, Wahba; 1990) , generated by a non-negative

definite kernel K(·,·). By the Representer Theorem (Kimeldorf and Wahba; 1971), the

optimizer of (1) has a finite dimensional representation given by

(2)

Using (2), it can be shown that the roughness penalty of f in  is

. Then the SVM estimates f(x) by solving

(3)

For the SVM (3), Hastie et al. (2004) showed that the optimizers b, θ1, ···, θn change

piecewise-linearly when the regularization parameter λ changes and proposed an efficient

solution path algorithm. From now on, we refer to this path as a λ-path.
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Note that, in the standard SVM, each observation is treated equally no matter which class it

belongs to. Yet this may not be always optimal. In some situations, it is desired to assign

different weights to the observations from different classes; one such example is when one

type of misclassification induces a larger cost than the other type of misclassification.

Motivated by this, Lin et al. (2004) considered the weighted SVM (WSVM) by solving

(4)

where the weight πi’s are given by

with π ∈ (0, 1). Each point (xi, yi) is associated with one weight parameter πi, the value of

which depends on the label yi. According to Lin et al. (2004), the WSVM classifier provides

a consistent estimate of sign(p(x) −π) for any x, where p(x) is the conditional class

probability p(x) = P (Y = 1|X = x). Using this fact, Wang et al. (2008) proposed the

weighted SVM for probability estimation. The basic idea is to divide and conquer by

converting a probability estimation problem into many classification sub-problems. Each

classification sub-problem is assigned with a different weight parameter π, and these sub-

problems are solved separately. Then the solutions are assembled together to construct the

final probability estimator. A more detailed description is as follows. Consider a sequence of

0 < π(1) < ··· < π(M) < 1. For each m = 1, ···, M, solve the (4) associated with π(m) and denote

the solution by f̂m(·). Finally, for any x, construct the probability estimator as p̂ (x) = {π(m+)

+ π(m−)}/2, where m+ = argmaxm f̂m(x) > 0 and m− = argminm f̂m(x) < 0. Advantages of the

weighted SVM include flexibility and capability of handling large dimensional data.

One main concern about the probability estimation scheme proposed by Wang et al. (2008)

is its computational cost. The cost comes from two sources: there are multiple sub-problems

to solve, since the weight parameter π varies in (0, 1); each sub-problem is associated with

one regularization parameter λ, which needs to be adaptively tuned in the range (0,∞). To

facilitate the computation, the λ-path algorithm of the standard SVM (Hastie et al.; 2004)

can be extended to the WSVM for any fixed π ∈ [0, 1]. In addition, Wang et al. (2008)

developed the π-path algorithm for any fixed λ > 0. Both the λ-path and the π-path are

piecewise-linear. However it is largely unknown how the WSVM solution fλ,π changes when

both the regularization parameter λ and the weight parameter π vary together. The main

purpose of our two-dimensional solution surface is to reduce the computation and tuning

burden by automatically obtaining the solutions for all possible (π, λ) with an efficient

algorithm.

One main motivation of this paper is to study the behaviors of the entire WSVM solutions

and characterize them by a simple representation form through their relationship to π and λ.

Shin et al. Page 3

J Comput Graph Stat. Author manuscript; available in PMC 2014 October 03.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



We use subscripts to emphasize that the WSVM solution f is a function of λ and π and

sometimes omit the subscripts when they are clear from the context. Another motivation for

the need of the solution surface is to automate the selection of the regularization parameter

and improve the efficiency of searching process. Although Wang et al. (2008)’s conditional

class probability estimator performs well as demonstrated by their numerical examples, its

performance depends heavily on λ. They proposed to tune λ by using a grid search in their

numerical illustrations. Yet, it is well known that such a grid search can be computationally

inefficient and, in addition, its performance depends on how fine the grid is. The above

discussions motivate us to develop a two-dimensional solution surface (rather than a one-

dimensional path) as a continuous function of both λ and π in the analogous way that one

resolved the inefficiency of the grid search for selecting the regularization parameter λ of the

SVM by computing the entire λ-regularization path (Hastie et al.; 2004). From now on, we

refer to the new two-dimensional solution surface of the WSVM as the WSVM solution

surface.

In order to show the difficulties in tuning the regularization parameter for the probability

estimation (Wang et al.; 2008) and motivate our new tuning method based on the WSVM

solution surface, we use a univariate toy example generated from a Gaussian mixture: xi is

randomly drawn from the standard normal distribution if yi = 1 and from N (1, 1) otherwise,

with five points from each class. The linear kernel (K(xi, xj) = xixj) is employed for the

WSVM and its solution is then given by f(x) = b + βx with . In order to

describe the behavior of f (x), we plot λβ based on the obtained WSVM solution surface (or

path), since λβ, instead of β, is piecewise-linear in λ due to our parametrization. In Figure 1,

the top two panels depict the solution paths of λβ for the different values of λ fixed at 0.2,

0.4, 0.6, 0.8, 1.0 (left) and the corresponding estimates of p̂ (·) as a function of x (right); the

bottom two panels plot the entire two-dimensional joint solution surface (left) and the

corresponding probability estimate p̂ (·) as a function of λ as well as x (right). We note that,

although all the five π-paths are piecewise-linear in π they have quite different shapes for

different values of λ (see (a)). Thus the corresponding probability estimates can be quite

different even for the same x (see (b)), suggesting the importance of selecting an optimal λ.

By using the proposed WSVM solution surface, we can completely recover the WSVM

solutions on the whole (λ × π)-plane (see (c)), which enables us to produce the

corresponding conditional probability estimators at a given x for every λ with very little

computational expense (see (d)). We will shortly demonstrate that it is computationally

efficient to extract marginal paths (λ-path or π-path) once the WSVM solution surface is

obtained.

In this example, we use a grid of five equally-spaced λs which is very rough. In practice, it is

typically not known a priori how fine the grid should be or what the appropriate range of the

grid is. If the data are very large or complicated, the grid one choose may not be fine enough

to capture the variation of the WSVM solution and will lose efficiency for the subsequent

probability estimation. The proposed WSVM solution surface provides a complete portrait

for the WSVM solution corresponding to any pair of λ and π and therefore naturally

overcomes this kind of practical difficulties, in addition to the gain in computational

efficiency.
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In this article, we show that the WSVM solution is jointly piecewise-linear in both λ and π

and propose an efficient algorithm to construct the entire solution surface on the (λ × π)-

plane by taking advantage of the established joint piecewise-linearity. As a straightforward

application, an adaptive grid for tuning the regularization parameter of the probability

estimation scheme (Wang et al.; 2008) is proposed. We finally remark that the WSVM

solution surface has broad applications in addition to the probability estimation.

The rest of the article is organized as follows. In Section 2, the WSVM problem is

formulated in details to develop the joint solution surface of the WSVM. In Section 3 we

establish the joint piecewise-linearity of the WSVM solution on (λ × π)-plane. An efficient

algorithm is developed to compute the WSVM solution surface by taking advantage of its

piecewise-linearity in Section 4; its computational complexity is explored in Section 5. The

proposed WSVM solution surface algorithm is illustrated by the kyphosis data in Section 6.

It is then applied to the probability estimation problems in several sets of real data in Section

7. Some concluding remarks are given in Section 8.

2 Problem Setup

By introducing nonnegative slack variables ξi, i = 1, ···, n and using inequality constraints,

the WSVM problem (4) can be equivalently rewritten as

The corresponding Lagrangian primal function is constructed as

(5)

where αi ≥ 0 and γi ≥ 0 are the Lagrange multipliers. To derive the corresponding dual

problem, we set the partial derivatives of LP in (5) with respect to the primal variables to

zero, which gives

(6)

(7)
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(8)

along with the Krush-Kuhn-Turker (KKT) conditions

(9)

(10)

Notice from (6) that the function (2) can be rewritten as

(11)

By combining (6–10), the dual problem of the WSVM is given by

(12)

and this can be readily solved via the quadratic programming (QP) for any given λ and π.

However, the two parameters λ and π may not be known in practice. A classical approach is

to repeatedly solve the QP problem (12) for different pairs of (λ, π) in order to select the

desired λ and π. This is very computationally intensive for large data set because the QP

itself is a numerical method whose computational complexity increases polynomially in n.

For the standard SVM (equivalent to a special case of the WSVM with the weight parameter

π = 0.5), Hastie et al. (2004) showed the piecewise-linearity of αi in λ and developed an

efficient algorithm to compute the entire piecewise-linear solution path. The same idea can

be extended straightforwardly to the WSVM with any fixed weight parameter or any fixed

individual weights. In addition, Wang et al. (2008) showed the WSVM solutions αi are

piecewise-linear in the weight parameter π while keeping the regularization parameter λ

fixed. However it is largely unknown how the WSVM solution αi changes with respect to

the two parameters jointly. In this article, we show that the WSVM solutions αis, as a

function of both λ and π, form a continuous piecewise-linear solution surface on the (λ × π)-

plane and propose an efficient algorithm to compute the entire solution surface.

Similar to the idea of Hastie et al. (2004), we categorize all the examples, i = 1, ···, n into the

three disjoint sets as

•  = {i : yif (xi) = 1, 0 ≤ αi ≤ πi} (elbow),

•  = {i : yif (xi) < 1, αi = πi} (left),

•  = {i : yif (xi) > 1, αi = 0} (right).
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It is easy to see that the above three sets are always defined uniquely by the conditions (6)–

(10). The set names come from the particular shape of the hinge loss function (Hastie et al.;

2004). Note that {αi, ∀i ∈ } contains most of the information on how the WSVM solution

changes on the (λ × π)-plane, since the rest solutions {αi, i ∈  ∪ } are trivially

determined by the definition of the sets.

As λ and π change, the sets may change and, as long as this happens, we call it an event. All

the solution surfaces for αi, i = 1, ···, n are continuous and hence no element in  can move

directly to  or vice versa. Therefore there are only three possible events to be considered as

follows. The first event defines when one of αi, i ∈  reaches πi and the corresponding index

i exits from  to  (event 1). Similarly, an αi, i ∈  can reach the other boundary 0 and the

index moves form  to  (event 2). The last event happens when one element i of  ∪ 

satisfies yif (xi) = 1 and enters to  (event 3).

3 Joint piecewise-linearity

In this section, we study the behavior of the WSVM solutions from a theoretical point of

view. One major discovery we have made is that, αi, i ∈ , hence all the αi, i = 1, ···, n

changes in a jointly piecewise-linear manner when λ and π vary. The following theorem

describes how αi moves as λ and π change. For simplicity, we define α0 = λb.

Theorem 1

(Joint Piecewise-Linearity) Suppose we have a point (λℓ, πℓ) in the (λ × π) plane. Let , ,

, , and  denote the associated sets and solutions obtained at (λℓ, πℓ),

respectively. Now, we consider a subset  (of the (λ×π)-plane) which contains (λℓ, πℓ) such

that no event happens within . In other words, for all (λ, π) ∈ , the associated three sets,

, , and  remain the same as , , and , respectively. Then the solution αi, i ∈ {0} ∪ ,

denoted by α0,  in a vector form moves in  as follows:

(13)

where  and Δ = (Δλ, Δπ)T = (λ − λℓ, π − πℓ)T. The gradient matrix,

Gℓ is given by

(14)

where ; yℓ = {yi:i ∈

}T; |A| denotes the cardinality of a set A; and 1 is the one vector of length |  |.

Proof—We can rewrite (11) as:
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(15)

Moreover, in  we have yif (xi) = yifℓ(xi) = 1, i ∈ , which leads to

(16)

where , ∀i ∈ {0}∪  . In addition,  by definitions

of the sets and the condition (7) gives

(17)

Finally, we have (|  |+1) linear equations from (16), (17), which can be expressed in a

matrix form as Aℓν= BℓΔ, where ν = {νi : i ∈ {0} ∪ }T = α0,  − α0, . Finally the desired

result follows by assuming Aℓ to be invertible.

We remark that Aℓ is rarely singular in practice, and related discussions can be found in

Hastie et al. (2004). It is worthwhile to point out that the joint piecewise-linearity of the

solution guarantees the marginal piecewise-linearity as presented in Corollary 2, but not vice

versa. Therefore, Theorem 1 implies the piecewise-linearity of the marginal solution paths as

a function of either λ or π, which were separately explored by Hastie et al. (2004) and Wang

et al. (2008).

Corollary 2

(Marginal Piecewise-Linearity) For a given π0, the solution, α0,  moves linearly in λ ∈ {λ :

(λ, π0) ∈ } as follows.

Similarly, α0,  changes in π ∈ {π : (λ0, π) ∈ } for a given λ0 as follows.

where  and  denote the first and second column vectors of Gℓ in (14), respectively.

The classification function f(x) can be conveniently updated by plugging (13) into (15),

which gives
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(18)

where

and (gi1, gi2) denotes the row of Gℓ where i ∈ {0} ∪ . We observe from (18) that f (x) is

not jointly piecewise-linear in (λ, π) while it is marginally piecewise-linear in λ−1 and π,

respectively.

4 Solution Surface Algorithm

In this section, we propose an efficient algorithm to compute the entire solution surface of

the WSVM on the (λ × π)-plane by using the joint piecewise-linearity established in

Theorem 1.

4.1 Initialization

Denote index sets I+ = {i : yi = 1} and I− = {i : yi = −1}. We initialize the algorithm at π0 = |

I+|/n. Notice that the π0 satisfies the so-called balanced condition that requires Σi∈I+ πi(π0)

= Σi∈I− πi(π0). With π = π0 it is easy to verify that, for a sufficiently large λ, αi = π0 if i ∈ I+

and 1 − π0 otherwise. Following the idea of Hastie et al. (2004), the initial values of λ and

α0 denoted by λ0 and , respectively are given by

where . The indices i+ and i− are defined as

It is possible to initialize the algorithm at any π between 0 and 1 rather than π0, however, we

empirically observe that the initialized λ is the largest when π = π0. Notice that the

corresponding solution is trivial as αi = πi for all i = 1, ···, n for any λ larger than λ0.

Therefore, the proposed algorithm focuses only on the non-trivial solutions obtained at =
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{(λ, π) : 0 ≤ λ ≤ λ0, 0 ≤ π ≤ 1}. Finally, the three sets initialized at (λ0, π0) denoted by , 

and , respectively are given by

where φ denotes the empty set.

4.2 Update

Recall that, for any point (λℓ, πℓ), no event occurs if (λ, π) ∈  and the WSVM solution can

be updated by applying Theorem 1 for any (λ, π) ∈ . Therefore, it is essential to know how

to define  as large as possible for any (λℓ, πℓ). We shall demonstrate next that the set  can

be explicitly determined by some linear constraints.

Note that event 1 happens when αi reaches πi for some i ∈ . Based on (13), we have the

following inequality constraints to prevent event 1 from happening:

(9)

(20)

where  and . In a similar way, we have the

following inequalities to prevent event 2 :

(21)

In order to prevent event 3, we have yif (xi) < 1, ∀i ∈  and yif (xi) > 1, ∀i ∈ . Therefore,

by noting (15), we have

(22)

(23)

where . We remark that the equalities do not need to

be strict since an event is instant transition. Recall that it is enough to consider the solution

on  and hence the additional constraints 0 ≤ λ ≤ λ0 and 0 ≤ π ≤ 1 should be considered as

well by default. In summary  can be defined by a subregion on the (λ × π)-plane that

satisfies all the constraints (19)–(23). Figure 2 illustrates a  generated from the initial point

(λ0, π0) for the toy example in Section 1. We remark that  forms a polygon which can be

uniquely expressed by its vertices, since the constraints are all linear.

We describe next how to determine the vertices of  in an efficient manner. First, compute

all the pairwise intersection points of the boundaries of (19)–(23) then we have 
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intersection points, where nc denotes the number of constraints (19)–(23), n + | |. The left

penal of Figure 2 shows all the intersections of the boundaries of the obtained constraints.

Then, we can define the vertices by identifying the intersections that satisfy all the

constraints (19)–(23) as illustrated in (b) of Figure 2. We denote the vertices of the  as

{ } where , r = 1, … ; nv,.

There are a couple of issues we need to clarify here. First, based on our limited experience,

we observe that nv is small and typically does not exceed eight. Hence it is not efficient to

compute all the  intersections due to the involved computational intensity. Note also

that some constraints are dominated by others on  and are thus automatically satisfied if

other constraints hold. Consequently, we can save a huge amount of computational time by

excluding those constraints which are dominated by others, especially when n is large. We

also need to order the vertices for set-updates which are discussed next. Here the ordering

means that a vertex , r = 1, ···, nv is adjacent to  and , where we set

 (see (b) in Figure 2). The updating of α1, ···, αn as well as α0 at vertices

of  provided is straightforward by Theorem 1.

Figure 3 illustrates how to extend the polygons on  from current  in Figure 2-(b). Notice

that the sides of  are determined by some boundaries of the constraints (19) – (23) and

represent corresponding events. Each middle point of two adjacent vertices can be used as a

new starting point, (λℓ+1, πℓ+1) in Theorem 1 to compute a new polygon . Computing

middle points and corresponding solutions denoted by  and

, respectively where r = 1, ···, nv is

trivial due to the piecewise-linearity of the solutions. The bar sign in  is used to

emphasize the quantities are obtained at middle points, not vertices. At each middle point,

the corresponding three sets denoted by , and  respectively can be updated

based on which line the middle point mr is on. For example as shown in (a) of Figure 3, the

three sets , and  obtained at m1 are updated as

, and . This is because  lies on

the boundary which represents an event that the element 4 moves to the right set from the

elbow set (see (a) in Figure 2). Now we have all the information required to generate a new

polygon, , from the middle point, m1 and  can be accordingly computed by

treating m1 as a new updating point (This is the reason why we use a superscript ℓ + 1 to

denote middle points). Figure 3 shows all the four newly-created polygons, , r = 1, ···, 4

respectively from the four middle points m1, ···, m4 of the sides of  in Figure 2-(b). Notice

that the right vertical line represents λ = λ0 and we do not have any interest beyond it.

Finally, the proposed algorithm can be continued to extend the polygons being searched on

 and is terminated when the complete solution surface is recovered on .
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4.3 Resolving Empty Elbow

Note that either event 1 and or event 2 leads to the possibility that  is empty, named empty

elbow. This may cause a problem in the update described in Section 4.2, because Theorem 1

cannot be applied when  is empty.

We suppose the empty elbow occurs at (λo, πo) and use a superscript ‘o’ to denote any

quantity defined at (λo, πo). In order to resolve the empty elbow, we first notice that the

objective function (4) is differentiable with respect to b and αi, i = 1, ···, n whenever the the

elbow set is empty since in this case there is no example satisfying yif (xi) = 1. Taking

derivative of (4) with respect to b and αi, we get two conditions to be satisfied under the

empty elbow :i) , where  and ii) αi are unique while α0 is not.

Moreover, α0 can be any value in the following interval,

(24)

where ; and , and  are similarly defined as .

Recall that α0 is continuous and hence the empty elbow can be resolved only by α0 touching

one of the two boundaries aL and aU. Notice that the  is regarded as a starting point where

the empty elbow begins and hence it must be one of aL and aU. Without loss of generality,

we suppose  then the empty elbow should be resolved when it becomes the other

boundary aU. Let  and , then the  should

be updated to { }. The  and  are accordingly updated as well since the updated index 

enters to the  from one of the two sets. In case of , we update in a similar way which

leads to .

4.4 Pseudo Algorithm

Combining the previous several subsections, we now summarize our WSVM solution

surface algorithm at Algorithm 1. We denote α = (α0, α1, ···, αn)T for simplicity. We note

that the proposed algorithm computes the complete WSVM solution αs for any (λ, π) ∈ 

without involving any numerical optimization. We have implemented the algorithm in R

language and the wsvmsurf package is available from the authors upon request (and will be

available on CRAN soon).
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5 Computational Complexity

The essential part of the proposed algorithm involves several steps. First, we solve the linear

equation system (14) of size 1 + | |, which involves O((1 + | |)3) computations. We

empirically observe that | |, the number of support vector depends on n but is usually much

less than n during the algorithm. Next, in order to determine the set , we compute

constraints (19) – (23) and h1(xi) and h2(xi), which respectively requires O(n|  |) and O(n2)

computations. Now we have nc = n + | | constraints and need to find their intersection

points which satisfy all the constraints (19)–(23) simultaneously. This is the most

computationally expensive step since it requires to evaluate nc(nc − 1)/2 intersection points

and check nc constraints for each point, which takes at least  computations in total.

Our limited numerical experience suggests that the final vertices of  is of size less than or

equal to eight, which implies that most of the constraints are dominated by others. This leads

us to suggest adding a refining step which removes those constraints dominated by others in

the algorithm as follows. First, since all the constraints have a common linear form of αλ +

bπ ≥ c for different values of a, b and c for different constraints, we can classify the

constraints into two types depending on the sign of b, positive or negative, assuming b ≠ 0

for simplicity. See Figure 4-(a) for an illustration. If b < 0 for a constraint then the region

represented by the constraint is below its boundary (dashed lines), otherwise it is above the

boundary (dotted lines). For each type of constraints with either b > 0 or b < 0, we compute

values of πs at λ = 0 and λ0 (vertical lines), then we can exclude most of, but not all

dominated boundaries by sorting the π values obtained. The refining step requires at most

 computations since it is based on the sorting algorithm, Shellsort variant. After the

refining step, we have only ñc constraints to consider for computing the  and ñc is much

smaller than nc.

In order to demonstrate the benefit of the refining step, we consider the situations where the

data sets from univariate Gaussian mixture for different sample size, n. Data are generated

as xi ~ N (0, 1) if i ∈ I+ and xi ~ N (1, 1) otherwise with |I+| = |I−| = n/2. Employing

Gaussian kernel  with σ = 1, Figure 4-(b) illustrates how

effective the refining step is. We observe that only about 20% of the constraints are used to

compute  for relatively large n, suggesting a dramatic computational saving to evaluate 

(only about 0.23 = .8% computations is required, compared to the case when the refining

step is not employed). The right panel (b) shows  (black dashed-line) versus  (red solid-

line) for different n; the computational saving is substantial when n is large.

In order to obtain the entire solution surface we need to iterate the aforementioned updating

steps. It is quite challenging to rigorously quantify the number of required iterations as a

function of n, since it depends on not only the data but also the kernel function employed

(and hence its parameter). We instead evaluate empirical computing time for different

sample size n based on 100 independent repetitions (Table 1). The data are simulated from a

bivariate Gaussian mixture with the same number of observations from each class (i.e., |I+| =

|I−| = n/2). In particular, if i ∈ I+ then xi is from N ((0, 0)T, I2) and otherwise xi ~ N2 (2, 2)T,

I2 where I2 is the two-dimensional identity matrix. In Table 1, we report the average
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computing time, average number of pieces, and the computing time per piece for both the

Gaussian kernel and the linear kernel. The kernel parameter σ of the Gaussian kernel is

assumed to be fixed and set to be the median of pairwise distances between the two classes

(Jaakkola et al.; 1999). Our limited numerical experience suggests that the computing time

per a piece ( ) does not depend severely on n while the entire time increases proportional

to n2 since the number of polygons produced does. In Table 1, the numbers in parentheses

are the corresponding standard errors.

Finally, one may desire to extract the marginal path, either a λ-path or a π-path, from the

WSVM solution surface. This can be easily done after obtaining all the polygons and the

corresponding WSVM solutions. It is straightforward to interpolate the WSVM solution for

any pair (λ, π) using the WSVM solutions corresponding to vertices of all those polygons

produced from the WSVM solution surface. Let ‘d’ be the total number of vertices. As

aforementioned, d is proportional to n2. Then it requires only O(d) computations to obtain

the marginal solution paths, since the vertices of each polygon are properly ordered already.

6 Illustration

In this section, we illustrate how the proposed WSVM solution surface algorithm works by

using the kyphosis data (Chambers and Hastie; 1992) available in R package rpart. The data

contain the status (absence or presence of a kyphosis) of n = 81 children who had a

corrective spinal surgery. The class variable yi is coded −1 for absence and +1 for presence

of a kyphosis after the operation. Three predictors are recorded for each child (i.e., p = 3):

age of a patient (in month), the number of vertebrae involved, and the number of the first

vertebra operated on. The Gaussian kernel is used with kernel parameter σ set to be 0.01.

The entire solution surface consists of 7,502 polygons (or pieces) and the total computing

time is 34.90 seconds. In Figure 5, the panel (a) plots all the vertices of the polygons

produced, (denoted by red dots), and the panel (b) depicts the entire surface of α18. There

are 81 αi, i = 1, ···, 81-surfaces totally, one corresponding to each of the ith observation. For

the purpose of illustration, we only show one of them for i = 18. The solution surfaces for

the rest 80 αis can be visualized in a similar way. Once we have the entire two-dimensional

solution surfaces, the marginal solution paths can be readily obtained for a fixed value of

either λ or π. The two panels (c) and (d) represent the marginal regularization paths with a

fixed π = 0.2 and the marginal paths with a fixed λ = 0.5, extracted from the WSVM

solution surface, respectively. Notice that there are 81 observations in the data and hence

each piecewise-linear path in (c) and (d) represents a marginal solution path of a αi where i

= 1, ···, 81.

7 Applications to Probability Estimation

In this section, we revisit the motivating application of the proposed joint solution surface

algorithm to the probability estimation (Wang et al.; 2008) introduced in Section 1. In Wang

et al. (2008), the regularization parameter λ is selected by a grid search over the interval

[10−3, 103] with ten equally-spaced points in each sub-interval (10j, 10j+1] where j = −3, ···,

2. In practice, it can be difficult to choose an appropriate range for parameter search or to

determine the right level of grid coarseness. A general rule is: if the WSVM solution varies
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rapidly for different λ, we need a fine gird; otherwise, a coarse grid will be more appropriate

in terms of computational efficiency. However, without a priori information available, a

subjective choice of the range could be either too wide or too narrow, and the grid could be

too fine or too rough. The proposed WSVM solution surface algorithm provides a natural

and informative guidance to tackle these issues. We propose to use all the distinct λs

obtained from the WSVM solution surface algorithm as the grid, namely the set of all λs

corresponding to all vertices of those polygons obtained by the WSVM solution surface. We

like to point out that the proposed grid of λ is adaptive to the solution variation, in the sense

that we have a finer grid if the solution surface is complicated and a rough grid otherwise.

We compare these two grid search methods using two microarray datasets available at

LIBSVM Data website (http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html).

For both of the datasets, the sample sizes are much smaller then the number of predictors.

The Gaussian kernel is employed to train the WSVM and the associated kernel parameter σ

is set to be the median distances between the two classes. In order to evaluate performance

of the probability estimator using the two different grids, the fixed grid employed in Wang

et al. (2008) and the proposed adaptive grid, the cross entropy error (CRE) is used. The

CRE over a set of data {(xi, yi) : i = 1, 2, ···, n} is defined as follows.

(25)

Table 2 contains summarized information of the well-known microarray data sets used,

Duke cancer and Colon cancer data. One merit of the proposed probability estimator is that

it is not only distribution-free method but also free from the dimension of predictors p, since

it exploits the kernel trick. For tuning λ, we employ the cross-validation (leave-one-out and

10-fold) instead of using independent tuning set since the data sets have relatively small

sample sizes. Table 3 shows the test CREs for the microarray examples. We point out that

clear improvements of the proposed adaptive grid are observed for the microarray examples

compared to the fixed grid. This is because the joint solution surfaces of the microarray

examples are complicated and the fixed grid fails to reflect this complicated pattern of the

solutions.

8 Concluding Remarks

In this article, we first establish that the WSVM solution is jointly piecewise-linear in λ and

π and then develop an efficient algorithm to compute the entire WSVM solution surface on

the (λ × π)-plane by taking advantage of the joint piecewise-linearity. To demonstrate its

practical value, we propose an adaptive tuning scheme for the probability estimation method

based on the WSVM solution surface. Illustrations using real data sets show that the

proposed adaptive tuning grid from the WSVM solution surface improves the performance

of the probability estimator especially when the solution surfaces are complicated. We

remark that the proposed solution surface provides the entire information of the WSVM

solution for arbitrary pair of λ and π and therefore potentially contains wide applicability in

various statistical applications.
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The piecewise-linearity of the marginal λ-path or regularization paths has been well-studied

in the literature. See Rosset and Zhu (2007) for a unified analysis under various models,

where a general characterization of the loss and penalty functions to give piecewise-linear

coefficient paths is derived. We would like to point out that it is possible to extend the

notion of joint piecewise-linearity to more general problems beyond the weighted SVM. For

example, we can show that the kernel quantile regression solution also enjoys the joint

piecewise-linear property in terms of its regularization parameter and the quantile parameter.

However, it is not yet clear what are general sufficient conditions for the joint piecewise-

linearity to hold. We find that the sufficient conditions for the marginal (one-dimensional)

piecewise-linearity, given in Rosset and Zhu (2007), generally do not imply the joint (two-

dimensional) piecewise-linearity. For example, support vector regression (Vapnik; 1996) has

piecewise-linear marginal paths, with respect to the regularization parameter or the intensity

parameter, but its solution does not have the joint piecewise-linearity property. Based on our

experience, the two-dimensional solution surface is much more complex than one-

dimensional marginal paths, mainly due to the intricate roles played by two parameters and

their relationship. This is an important topic and worth further investigation.
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Figure 1.
Simulated toy example: the top two panels depict the solution λβ and the estimate p̂ (x)

given by five marginal π-solution paths, with λ values fixed at 0.2, 0.4, 0.6, 0.8, 1.0. The

bottom two panels plot the joint solution surface of λβ and the corresponding surface of p̂

(x). Notice that the horizontal axis of (b) is x. Similarly the surface in (d) lies on the (x × λ)

plane.
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Figure 2.
The illustration of defining  generated from the initial point (λ0, π0) for the toy example in

Section 1: Each line in the left penal (a) represents a constraint boundary where an event

occurs as labeled. For example, the upper right label represents the event: the fourth

example moves from  to  on the boundary. The set  obtained from the boundaries in (a)

is depicted in (b).
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Figure 3.

The updated polygons , r = 1, ···, 4 from the middle points m1, ···, m4 of the sides of  in

Figure 2(b): Dotted lines in each subfigure depict the boundaries of constrains for obtaining

the polygon.
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Figure 4.
Illustration of the refining step and its effect for simulated example: The left penal (a) shows

all the boundaries of constraints. Dashed (red) lines represents boundaries of constraints

with b < 0 and only two constraints (bold) are used to defined  and the other two excluded

are chosen by comparing π values at λ = 0 and λ0. Dotted (blue) lines are the ones with b >

0 and we can exclude dominated constraints in a similar manner. The right panel (b) shows

dramatic saving in computation after use of the refining step by comparing the numbers of

intersection points of unrefined constraints (nc) and refined ones (ñc) as functions of sample

size, n.
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Figure 5.
Real data illustration on kyphosis data.
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Table 2

Sources for the microarray data used for illustrations: The numbers of predictors (p) are all 7219 and much

larger than the sample size (n).

Name train(n) test(ñ) p Source

Duke Cancer 38 4 7219 West et al. (2001)

Colon Cancer 40 22 2000 Alon et al. (1999)
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Table 3

Test CREs for Microarray data sets (p > n).

data tuning fixed adaptive improve

Duke LOCV 0.4991 0.4794 3.94%

10-fold 0.4846 0.4729 2.42%

Colon LOCV 0.3058 0.2511 17.89%

10-fold 0.3058 0.2646 13.45%
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Algorithm 1

WSVM solution surface of the WSVM

Input: A training data set (xi, yi), i = 1, ···, n and a non-negative definite kernel function K(x, x′).

Output : The entire (piecewise-linear) solution surface on  of αi, i = 0, ···, n, the optimizer of (4).

1
1. Initialize  from Section 4.1 and k ← 1.

2
While  is not empty (i.e, Jk ≠ 0),

2-1 For j = 1, ···, Jk

i.
Set λℓ, πℓ, αℓ, , , and  from .

ii. If  is empty, resolve the empty elbow as described in Section 4.3, otherwise skip this step and go
directly to the following step iii.

iii. Define  by identifying vertices  using (19)–(23) and update  at , r = 1, ···, nν

from (13).

Set outj ← {outj,1, ···, outj, nv}, where  for r = 1, ···, nv.

iv. Compute the middle points m1 ··· mnv and the corresponding ᾱr at mr, r =1, ···, nv.

Update  and  at , r = 1, ···, nv.

Set inj ← {inj,1, ···, inj,nv}, where 
for r = 1, ···, nv.

end

2-2 Set Output(k) ← {out1, ···, outJ}.

2-3 Set Input(k+1) ← {in1, ···, inJ}.

2-4 Refine Input(k+1) by deleting any element which revisits an old middle points.

end

3 Set Output ← {Output(1) : ··· : Output(k)}
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