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ABSTRACT Parametric and nonparametric methods have been developed for purposes of predicting
phenotypes. These methods are based on retrospective analyses of empirical data consisting of genotypic
and phenotypic scores. Recent reports have indicated that parametric methods are unable to predict
phenotypes of traits with known epistatic genetic architectures. Herein, we review parametric methods
including least squares regression, ridge regression, Bayesian ridge regression, least absolute shrinkage and
selection operator (LASSO), Bayesian LASSO, best linear unbiased prediction (BLUP), Bayes A, Bayes B, Bayes
C, and Bayes Cp. We also review nonparametric methods including Nadaraya-Watson estimator, reproducing
kernel Hilbert space, support vector machine regression, and neural networks. We assess the relative merits of
these 14 methods in terms of accuracy and mean squared error (MSE) using simulated genetic architectures
consisting of completely additive or two-way epistatic interactions in an F2 population derived from crosses of
inbred lines. Each simulated genetic architecture explained either 30% or 70% of the phenotypic variability.
The greatest impact on estimates of accuracy and MSE was due to genetic architecture. Parametric methods
were unable to predict phenotypic values when the underlying genetic architecture was based entirely on
epistasis. Parametric methods were slightly better than nonparametric methods for additive genetic architec-
tures. Distinctions among parametric methods for additive genetic architectures were incremental. Heritability,
i.e., proportion of phenotypic variability, had the second greatest impact on estimates of accuracy and MSE.
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Complex quantitative traits are measured on a continuous scale and
are controlled by a network of many genes, by the environment, and by
genetic by environment interactions. Most traits of economical interest
in agriculture (e.g., grain yield) are measured on continuous scales, i.e.,
they are quantitative. Understanding the complexity of these traits and
accounting for the effects that are contributed by these genes and their
interactions is not trivial.

The gene-by-gene interaction or epistasis is an important research
topic in quantitative genetics. Epistasis can be modeled in different

ways (Cordell 2002). Physiological epistasis is the difference in the
phenotype when the genotype at a locus is influenced by the genotype
at another locus or loci. Fisher (1918) defined epistasis as the deviation
of the genotypic value from the contribution of the sum of additive
effects at all functional loci in the genome. Fisher’s definition of epis-
tasis is also known as statistical epistasis and has been used to quantify
deviations from independence (Wilson 2004). Epistasis has an impor-
tant role in accounting for the genetic variation for quantitative traits,
and excluding it from the prediction equations for simplicity can re-
sult in poor predictions of genetic gain (Cooper et al. 2002).

Most simulation studies of genomic selection (GS) methods
(Meuwissen et al. 2001) have considered genetic architectures in which
the number and relative magnitudes of quantitative trait loci (QTL) have
varied. To our knowledge, no studies of GS methods have considered
epistatic genetic architectures, although Gianola et al. (2006) predicted
nonparametric methods would be better-suited for epistatic genetic
architectures. Although theoretic models predict a significant role
for epistasis in speciation (Dobzhansky 1937; Mayr 1942), adaptation
(Lewontin 1974; Wade 2000), and canalization (Waddington 1949;
Rice 1998), there is little empirical evidence from biometric studies
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of significant epistatic contributions to genetic variability. Biometric
approaches, however, average across epistatic genotypic values at
individual loci and contribute primarily to additive genetic variance
(Cockerham 1954; Cheverud and Routman 1995). With develop-
ment of low-cost high-throughput marker technologies, it has be-
come possible to estimate epistatic interactions based on genotypic
values for all possible pairwise genotypes in genome-wide associa-
tion studies, although searches for higher-order interactions are still
limited by experimental and computational resources (Moore and
Williams 2009). These studies are beginning to reveal that epistasis is
not the exception, but rather the most prevalent form of genetic
architecture for quantitative traits (Flint and Mackay 2009; Huang
et al. 2012). Nonetheless, it was hypothesized that GS should provide
accurate predictions because epistatic gene action will be translated
primarily into additive genetic variance (Crow 2010). Thus, for pur-
poses of this study, we decided to evaluate GS methods for an
extreme case of epistasis with 10 pairs of loci, each consisting of
two alleles at equal frequencies and modeled using the principle of
orthogonality (Goodnight 2000).

The development of DNA markers in the 1980s was an important
step in the process of identifying DNA segments that are statistically
associated with quantitative traits, i.e., QTL mapping and for marker-
assisted selection (MAS). In MAS, markers and phenotypic informa-
tion are used to guide indirect selection of a trait of interest (Fernando
and Grossman 1989). This approach is considered an improved and
more efficient method for selection in plant breeding relative to phe-
notype pedigree–based approaches (Mohan et al. 1997). Extensive
resources have been devoted to develop QTL mapping methodology
as a component of MAS (Young 1996; Melchinger et al. 1998). Marker-
assisted backcrossing (MABC) is one of the simplest examples of MAS.
In MABC, genomic regions defined by markers closely linked to QTL
are identified. These genomic regions are then introgressed into the elite
lines through backcrossing (Bernardo 2010). In MABC, a plant with
a desired gene, called a donor parent, is crossed with an elite or breeding
line, called a recurrent parent. The goal is to introgress the desired gene
into the genome of the recurrent parent (Visscher et al. 1996). Deve-
loping varieties can also involve accumulating multiple desired genes
into a recurrent parent. The marker-assisted process for alleles at mul-
tiple loci is called gene pyramiding. MAS is widely used in gene pyr-
amiding because the use of molecular markers gives the advantage of
selecting the desired plants without extensive phenotyping. With tradi-
tional phenotyping, it is often impossible to distinguish among plants
with all desirable alleles and the plants with some of the desirable alleles
(Huang et al. 1997).

MAS has been shown to be efficient and effective for traits that are
associated with one or a few major genes with large effect but does not
perform as well when it is used for selection of polygenic traits
(Bernardo 2008). QTL detection also results in some false-negative
and false-positive rates, and further QTL mapping does not guarantee
that estimates of genetic effects are correct (Beavis 1994). Also, for
MAS to be useful, the interaction between the QTL and the genetic
background has to be minimal, so the QTL has the same effect in
different genetic backgrounds (Bernardo 2010 p. 223). The genetic
background of an organism refers to all of its alleles at all loci that
can interact with the locus where the QTL is located (Yoshiki and
Moriwaki 2006).

The parametric models and statistical methods introduced for
QTL mapping and MAS do not address genetic improvement for
quantitative traits that are influenced by a large number of genes with
small effects. Some of the statistical challenges arising in MAS include
the specification of threshold for multiple testing, the “large p, small n”

problem [which refers to the situation when the number of predic-
tors, p (marker data points) greatly exceeds the number of indivi-
duals, n, that have been evaluated in the study], difficulty of
interpretation of effects due to collinearity among the explanatory/
predictor variables, model assumptions that cannot be satisfied, and
nonadditivity among genetic effects.

With advanced molecular techniques that provide dense marker
maps, it is possible to overcome some shortcomings of MAS.
Meuwissen et al. (2001) proposed predicting the genotypic value for
individuals using all marker information simultaneously. Their pro-
posed method and the subsequent derivative methods have been
referred to as GS. They modeled the associations between the
markers and a phenotype focusing on calculating a breeding value
for an individual (which can be calculated as the sum of the average
effect of the alleles for the individual’s genotype) instead of identi-
fying significant marker–trait associations. In their approach they
estimated the effect of each QTL and then used the sum of all
estimates to calculate a genotypic value for the individual.

In GS, individuals with both phenotypic and marker information
(called the training set) are used to model the association between the
phenotype and the genotype. The model is used to predict the phenotypic
value of individuals for which only the marker information is available
(called the validation set or testing set). In GS, all available markers are
included in the model, not just those above a significant threshold, thus
eliminating the problem of multiple testing.

Effort is underway to find ways to model epistasis, the gene-by-
gene interaction. In the presence of epistasis, the effect of one locus
changes the effect of another locus on the phenotype. Usually several
loci are involved, which means that multiway interactions may need to
be modeled. Because the volume of marker data points available is
huge, the number of epistatic interactions can be overwhelming and
computationally intractable to estimate with parametric methods
(Moore and Williams 2009).

More recently, Gianola et al. (2006) stated that parametric ap-
proaches to GS have several drawbacks. The parametric model as-
sumptions do not always hold (e.g., normality, linearity, independent
explanatory variables), which suggests the use of nonparametric meth-
ods. Also, the convenient partitioning of genetic variance into additive,
dominance, additive · additive, additive · dominance, etc., only holds
under conditions of linkage equilibrium, random mating of male and
female parents, no inbreeding, no assortative mating, no (natural or
artificial) selection, and no genotyping errors. In breeding programs,
these conditions are all violated. Gianola et al. (2006) proposed non-
parametric and semi-parametric methods to model the relationship
between the phenotype and the markers that are available within the
GS framework. Gianola et al. (2006) proposed nonparametric methods
capable of accounting for complex epistatic models without explicitly
modeling them.

Herein, we review some existing statistical methods used in GS.
First, we discuss the parametric methods in more detail. Then, we focus
on the nonparametric and semi-parametric methods. Among para-
metric methods, we review linear least squares regression, penalized
ridge regression, Bayes ridge regression, least absolute shrinkage and
selection operator (LASSO), and Bayes LASSO methods, best linear
unbiased prediction (BLUP), and some Bayesian alternatives used in
GS (Bayes A, Bayes B, Bayes C, and Bayes Cp). We also explain the
nonparametric kernel regression using the Nadaraya-Watson esti-
mator (NWE) and the semi-parametric reproducing kernel Hilbert
space (RKHS) regression. Finally, we describe support vector machine
(SVM) regression and neural networks (NN) applications to GS. de
los Campos et al. (2013) give an overview of some of the parametric
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methods used in GS, and Gianola et al. (2010) provide information
about some of the nonparametric models used in GS. Heslot et al.
(2012) compared some parametric and nonparametric GS methods.
However, they did not consider epistatic genetic architectures in their
simulated data. Daetwyler et al. (2010) discussed the impact of the
genetic architecture in GS, but they defined genetic architecture by the
effective population size and the number of QTL.

Here, we use simulated data to compare the performance of the
parametric models with the nonparametric procedures for predicting
the genetic value for individuals in a F2 and a backcross (BC) popu-
lations. We simulate the F2 and the BC populations with low and high
heritabilities and compare the two extreme genetic architectures. One
architecture had only additive genetic effects from alleles at 30 loci, and
the other had only two-way epistatic genetic effects among 30 loci. The
performance of the methods is illustrated by comparing the accuracy of
prediction, which we defined by the correlation between the true phe-
notypic value and the predicted phenotypic value and the mean
squared error (MSE). We demonstrate the advantage of some non-
parametric methods for the epistatic genetic architecture. Because the
results for the F2 and BC populations were similar, we only illustrate
the F2 population in this article. In the Supporting Information, we
provide accuracy and MSE values for a simulated BC population with
low and high heritabilities and with two extreme genetic architectures.

Parametric methods in genome-wide selection

Linear least-squares regression model: In GS, the main goal is to
predict the individual’s breeding value by modeling the relationship
between the individual’s genotype and phenotype. One of the simplest
models is:

yi ¼ mþ
Xp
j¼1

Xijmj þ ei; (1)

where i = 1. . .n individual, j = 1. . .p marker position/segment, yi is
the phenotypic value for individual i, m is the overall mean, Xij is an
element of the incidence matrix corresponding to marker j, individ-
ual i, mj is a random effect associated with marker j, and ei is
a random residual. Typically, the residual term, e, is chosen to have
a normal distribution with mean of 0 and variance of s2

e . The model
for the data vector y can be written as:

yn · 1 ¼ mn· 1 þ Xn · pmp· 1 þ en · 1: (2)

To estimate (m, m), we can use least squares to minimize the sum
of squared vertical distance between the observed response and
the estimated response, which can be represented as |y 2 Xm|2

(where | denotes the norm of a vector). The estimate of m obtained
by solving the linear equations X9Xm = X9y. Then, it is estimated as

m̂ ¼ ðX9XÞ�1X9y. For more details about linear models, the reader
can refer to Linear Models in Statistics (Schaalje and Rencher 2000)
or Linear Models with R (Faraway 2006). The elements of the design
matrix X depend on the number of different alleles present. For
example, individuals having marker genotypes AA, Aa, aa have ele-
ments coded as 21, 0, and 1 in Xij, respectively.

One obvious problem with linear regression is that usually the
number of markers (explanatory variables) available is much greater
than the number of individuals with phenotypic information (response
variables), which means that p is much greater than n, and it is
impossible to perform the estimation. Using a subset of the markers

can be an alternative (using a variable selection method like the for-
ward, backward, or stepwise selection procedure) (George 2000), but it
can still perform poorly if the relative ratio of the number of markers
and the number of individuals is large or has multicollinearity, e.g.,
linkage disequilibrium (LD) exists among the markers.

Meuwissen et al. (2001) used a modification of least squares re-
gression for GS. First, they performed least squares regression analysis
on each segment separately using the model y = m + Xjmj + e, where y
is the vector of the phenotypic information, m is the overall mean
vector, Xj is the jth column of the design matrix corresponding to the
jth segment,mj is the genetic effect associated with the jth segment, and
e is the vector of the error terms. By plotting the log likelihood of this
model, segments with significant effects were found. The segments
with significant effect (QTL) were used for simultaneous estimation
by the model: y ¼ mþPq

j¼1Xjmj þ e, where q is the number of QTL.

With this approach, they eliminated the problem of having more pre-
dictor (explanatory/independent) variables than regressands (response/
dependent variables), but it does not fully take advantage of the whole
marker information because only markers with a significant effect are
included in the final model. To overcome some of the drawbacks of the
linear regression approach, other methods for GS have been introduced.

Ridge regression: In marker data, it is very likely that multicollinearity
exists. As discussed in the previous section, multicollinearity can
negatively affect the performance of variable selection methods.
Further, least squares equations are inefficient when the determinant
of the matrix X9X is close to zero due to column dependencies. Using
a penalized regression model (ridge regression of Hoerl and Kennard
1970a,b) can be a solution to this problem. The goal is to derive an
estimator of m with smaller variance than the least squares estimator.
There is a “price to pay” in that the ridge regression estimator of m is
biased; the increase in bias is more than compensated by the decrease
in variance, which results in an estimator m̂R with smallest MSE.
Another advantage of ridge regression is that it can be used when
a large amount of marker information is available, so it can overcome
the “p. n$ problem.

Ridge regression adds an extra term to the likelihood function to
shrink the regression coefficients by an amount depending on the
variance of the covariates. It removes the problem of the columns of
the design matrix being dependent on each other and, hence, the X9X
matrix will be nonsingular. Instead of minimizing the sum of squared
residuals, ridge regression minimizes the penalized sum of squares
|y 2 Xm|2 + l2m9m, where l is the penalty parameter, and the esti-

mate of the regression coefficient is given by: m̂ ¼ ðX9X þ lIÞ�1X9y,
where I is a p · p identity matrix. The penalty parameter l can be
calculated by several different methods, for example, by plotting m̂ as
a function of l and choosing the smallest l that results in a stable
estimate of m̂. Another way to choose l is by an automated procedure
proposed by Hoerl et al. (1975). They claimed that a reasonable choice

of l is given by: l ¼ rs2

ðm̂Þ9ðm̂Þ, where r is the number of parameters in

the model not counting the intercept, s2 is the residual mean square
obtained by linear least squares estimation, and m̂ is the vector of least
squares estimates of regression coefficients.

Meuwissen et al. (2001) implemented ridge regression in GS by
assuming that the marker effects (mj9s j = 1. . .p) were random, and
they were drawn from a normal distribution with VarðmjÞ ¼ s2

m,
where s2

m ¼ s2
a=nk s

2
a represents additive genetic variance expressed

among individuals and nk is the number of marker loci (Habier et al.
2007).
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It can be shown that ridge regression is a special case of the BLUP
(Ruppert et al. 2003), which we demonstrate after introducing BLUP.
Thus, the mixed linear model can be implemented. Within the mixed
model context, the restricted maximum likelihood (REML) estimation
is a good choice for finding a reasonable value for the penalty para-
meter and estimating the variance components (Henderson 1988).
Piepho (2009) discusses some models that feature the ridge regression
in terms of mixed models and uses REML for variance and penalty
parameter estimation in GS.

Ridge regression can also be viewed from a Bayesian perspective.
In this case, we assume that the parameter vector m is random. We
can account for the belief that the estimator of m has a small variance
by a choice of a prior distribution. In particular, we can suppose that

m � N(0, Pb), where
P

b is a known covariance matrix (de Boer
et al. 2005). Given that the likelihood of yi (i = 1, 2, . . .n, where n is the
number of individuals) has a normal distribution with meanPp

j¼1xijmj and variance s2, the Bayesian estimator of m is the mean
of the posterior distribution, and it is given by m̂ BRR ¼�
s2 P21

b þX9X
�21

X9y (Judge et al. 1985 p. 286). Comparing
m̂ BRR to m̂ RR, we can see that they are identical if

P2 1
b ¼ l

s2 I.
Pérez et al. (2010) discussed the application of Bayesian ridge re-

gression in GS. They assumed that the marker effects are independent
and identically distributed (iid) and have a normal prior distribution
with mean 0 and variance s2

b, where: pðmjs2
bÞ ¼

Qn
i¼1Nðmj

��0;s2
bÞ.

Then the mean of the posterior distribution m̂ BRR is equivalent
to m̂ RR if l ¼ s2 2

b

s2 .

Best linear unbiased prediction: The BLUP theory and the mixed
model formulation were first discussed by Henderson (1949), and they
were influential for selection purposes in animal breeding (Henderson
1959). BLUP is a statistical procedure, and it is useful in situations
when the data available are unbalanced (for example, in different
locations the number of individuals is not the same), and it can
accommodate family information (Bernardo 2010). Since Henderson’s
first work in BLUP, the theory has been widely expanded (Henderson
1959, 1963, 1975a, 1975b; Harville 1976). Since the 1990s, BLUP has
been used not only in animal breeding applications (Henderson 1984)
but also in plant breeding (Bernardo 1994).

BLUP was proposed as a tool in GS by Meuwissen et al. (2001).
The random effects model can be written in the form:

y ¼ mþ
Xp
j¼1

Zjmj þ e; (3)

where y is the (n · 1) phenotypic data vector, m is the (n · 1) overall
mean vector, Zj is the jth column of the design matrix, mj is the
genetic effect associated with the jth marker, and p is the number of
markers. The intercept, m, is fixed, and mj is the random effects with
E(mj) = 0, VarðmjÞ ¼ s2

mj
, Var(e) = s2I, and Cov(m, e) = 0. In the

statistical literature, the vector of random effects is usually denoted by
u instead of m. If other covariates are available, then we replace the
intercept m by Xb to include all the fixed effects. Then, we can write:

y ¼ Xbþ Zmþ e; (4)

where b is a p1 · 1 vector of unknown fixed effects where usually the
first element is the population mean, and X is the incidence matrix
that relates y to b. The above equation is generally called a mixed
model (or mixed effects model). The vector b is estimated by the
best linear unbiased estimator (BLUE). In the biological literature,
the term BLUP is occasionally used loosely and refers to both BLUE

and BLUP. BLUP is the predictor of the random effects. It is a linear
function of the data vector y. Within the linear functions of the data
it is unbiased, which means that the expected value of the prediction
is the same as the population parameter, and it can be formulated as
Eðm̂Þ ¼ EðmÞ. In addition within the unbiased linear predictors, it is
the best in the sense of minimizing the MSE. BLUE is similar to BLUP
in that it is a linear function of the data y, it is unbiased among the
linear estimators, and it is best in the sense that it minimizes the MSE.

Henderson (1953) proposed that the BLUE and BLUP of (b,m) be
obtained by maximizing the joint likelihood of (y, m) given by:

Lðy;mÞ ¼ f ðyjmÞf ðmÞ

¼ 1

ð2pÞn=2jRj1=2
�
2
1
2
ðy 2 Xb 2 ZmÞ9R21ðy2Xb2ZmÞ

�

·
1

ð2pÞp=2jGj1=2
�
2
1
2
m9G21m

�
:

By maximizing the likelihood L(y, m) with respect to b, m and
equating it to zero, we obtain a set of linear equations [known as
Henderson’s mixed model equations (MME)]:

�
X9R21X X9R21Z
Z9R21X Z9R21Z þ G21

��
b̂
m̂

�
¼

�
X9R21y
Z9R21y

�
;

where R = Var(e) and G = Var(m). The solution to the MME is the
BLUE of b and the BLUP ofm. Henderson’s derivation assumes that
m and e are normally distributed and maximizes the joint likelihood
of (y, m) over the unknowns b and m. Maximizing the likelihood
implies an optimization criterion of (y2 Xb2 Zm)9R21(y2 Xb2
Zm) + m9G21m, and it can be viewed as the “ridge regression
formulation” of the BLUP (Ruppert et al. 2003).

We have assumed that R and G are known covariance matrices. In
general, they are unknown and need to be estimated together with b,
m. The REML approach to estimate the variance components max-
imizes the “restricted” likelihood associated with a specific set of linear
combinations of the data. The restricted likelihood depends only on
the variance components. REML produces unbiased estimates of the
variance parameters R and G. More information about variance esti-
mation using REML can be found in works by Corbeil and Searle
(1976), Harville (1976), and McGilchrist (1993). There are other ways
to derive the BLUP solution for m. Robinson (1991) showed that that

the BLUE solution to b can be written as: b̂ ¼ ðX9V2 1XÞ21X9V21y,

and the BLUP solution tom can be written as: m̂ ¼ GZ9V21ðy2Xb̂Þ.

LASSO method: To overcome the limitations of linear least squares,
we can use the LASSO for GS. LASSO was first introduced by Tibshirani
(1996), and Usai et al. (2009) first implemented it in GS using cross-
validation. We can write the model for individual i as:

yi ¼
Xp
j¼1

Xijmj þ ei; (5)

where i = 1. . .n individual, j = 1. . .p marker position, yi is the
phenotypic value for individual i, Xij is an element of the incidence
matrix corresponding to individual i and marker j, mj is the marker
effect for marker j, and ei is the random residual. The LASSO esti-
mate of the marker effect is obtained by minimizing the residual sum
of squares

Pn
i¼1

�
yi 2

Pp
j¼1Xijmj

�2
subject to the constraint of the

sum of the absolute value of the marker effects being less than
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a constant s, s $ 0, and we can write it as:
Pp

j¼1

��mj

��# s. This
constraint shrinks some of the marker effects and sets some of them
to zero. One of the major differences between LASSO and ridge
regression is that in LASSO as we increase the penalty, more marker
effects will shrink to zero and in ridge regression all parameters will
be reduced but still remain nonzero.

The LASSO estimator of the regression coefficients m9
j s can be

found by an algorithm that was first described by Tibshirani (1996)
and used computational ideas from Lawson and Hansen (1974). First,
we assume that the elements of the incidence matrix are standardized
such that

Pn
i¼1Xij ¼ 0 and

Pn
i¼1X

2
ij ¼ n. Then, the algorithm de-

scribes a quadratic programming problem with 2p linear constrains,
corresponding to the different signs for the regression coefficientsm9

j s.

For example, if P = 3 then we have:

m1 þm2 þm3# s

m1 þm2 2m3 # s

m1 2m2 þm3 # s

m1 2m2 2m3 # s

�m1 þm2 þm3 # s

�m1 þm2 2m3 # s

�m1 2m2 þm3 # s

�m1 2m2 2m3 # s:

Let f ðmÞ ¼ Pn
i¼1

	
yi2

Pp
j¼1mjXij


2
and for k = 1. . .2p let gk be

a vector of indicator variables 1, 0, 21 depending on the signs of
the regression coefficients corresponding to the kth inequality. Also,

let E ¼ fi : g9
im ¼ sg and S ¼ fi : g9

im, sg. GE ¼ ½g1; g2; . . . g2p �9.
The steps of the algorithm finding the LASSO estimator can be

written as:

1. Let E = {i0}, where i0 corresponds to the least squares estimate of
m and gi0 ¼ signðm̂LSÞ.

2. Find m̂ such that f ðmÞ is minimized subject to GEm# s1.
3. If

Pp
j¼1

��mj

��# s, then done.

If
Pp

j¼1

��mj

��. s, E ¼ fi0; ig such that gi ¼ signðm̂Þ. Repeat steps
2 and 3.

The algorithm described above is computationally intensive. Efron
et al. (2004) proposed a new model selection algorithm called least
angle regression (LARS) that can be used in combination with LASSO
estimation. LARS is similar to the traditional forward selection
method. It starts with all the coefficients (marker effects) at zero. First,
the marker that has the highest correlation with the phenotypic values
is added into the model. The next marker added has to have a corre-
lation with the residual that is at least as large. The third marker
entered into the model is equiangular with the first two markers
already in the model. At each iteration, a new marker is added, and
the algorithm is accomplished in p iterations where p is the number of
the available markers. However, for LASSO, the LARS procedure is
modified. Because the LASSO has a constraint, the LARS procedure
has to apply a restriction, so this model selection method is more

closely related to the stepwise selection method. For a detailed de-
scription of LARS and the LARS–LASSO relationship, the reader can
refer to Efron et al. (2004).

One other important question is how to find the upper bound of the
sum of the absolute value of the marker effects, s. Finding the best value
for s can be viewed as the selection of the size of the best subset of
markers. Usai et al. (2009) used the cross-validation approach of Kohavi
(1995) with random subsampling replication. In every replication, the
data are randomly divided into a training set and a validation set. The
training set is used to estimate the marker effects using the LARS algo-
rithm for the LASSO method. The estimated marker effects were used to
calculate the genomic breeding values (GEBV) for the individuals in the
validation set, and then the correlation coefficients between the GEBV
and the true phenotypic value were reported. The LARS iterations were
carried forward until the maximum correlation was reached.

Bayesian alphabet: Meuwissen et al. (2001) proposed two hierarchi-
cal Bayesian models for GS denoted by Bayes A and Bayes B. In both
methods the data and the variances of the marker positions need to be
modeled. For individual i we can write:

yi ¼ mþ
Xp
j¼1

Xijmj þ ei; (6)

where i = 1. . .n individual, j ¼ 1:::p marker position/segment, yi is
the phenotypic value for individual i, m is the n · 1 dimensional
overall mean vector, Xij is an element of an incidence matrix for
marker j and individual i, mj is a random effect for marker j, and ei is
a random residual. In general the model can be written as:
y ¼ mþPp

j¼1Xjmj þ e.
Inferences about model parameters are based on the posterior

distribution. By Bayes’ Theorem, the posterior is obtained by combin-
ing the prior distribution and the likelihood function. For detailed
information about Bayesian methods, the reader can refer to Kruschke
(2010) or Gelman et al. (2003).

The difference between Bayes A and Bayes B lies in the way in
which we model the variances of parameters. In both methods each
marker position has its own variance. The Bayes A approach applies
the same prior distribution for all of the variances of the marker
positions. The scaled inverted (or inverse) chi-squared probability
distribution x22(n, S2) can be used with degrees of freedom n and
scale parameter S2 as the prior distribution. This is a convenient
choice because it is a conjugate prior so the posterior distribution is
in the same family of distributions as the prior distribution. The
posterior distribution is also a scaled inverse chi-square distribution
x22ðn þ nj; S2 þmj9mjÞ where nj is the number of haplotype effects at
marker position j.

The Bayes B approach seems more realistic for GS than Bayes A.
The only difference between the two methods is the prior for the
variance components. Bayes B assumes that not all markers contribute
to the genetic variation. It has a prior density on the variance that is
a mixture. It has a high probability mass at smj = 0 and an inverted
chi-square distribution when smj . 0. It can be summarized as smj =
0 with prob= p and smj � x22(n, S) with prob=(1 2 p).

For the Bayes B method if m9m . 0, then one cannot sample
s2
gj ¼ 0. So, we can sample mj and s2

gj simultaneously by

pðs2
mj;mj

��y�Þ ¼ pðs2
mj

��y�Þpðmj

��s2
mj; y

�Þ, where y� is the data that

are corrected for the mean and for all genetic effects except mj.
To sample from the distributionpðs2

mi

��y�Þ, we can use the Metrop-
olis-Hastings algorithm in the following way:
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1. Sample s2
mðnewÞ from the prior distribution of pðs2

mjÞ.

2. s2
mj ¼ s2

mðnewÞ with probability of Min

2
4p

	
y�js2

mðnewÞ



p
�
y�js2

mj

� ; 1

3
5.

Using simulated data, it was shown that the Bayesian methods
perform better in terms of prediction accuracy than the linear least
squares regression, the ridge regression, and the BLUP method
(Meuwissen et al. 2001; Habier et al. 2009, 2010). However, as Gianola
et al. (2009) pointed out, the choice of the degrees of freedom and the
scale parameters of the scaled inverse chi-square distribution can in-
fluence the outcome. Improved Bayesian methods were developed by
Habier et al. (2011) to deal with the weakness of Bayes A and Bayes B.
Bayes C uses a common variance for all SNPs, and for Bayes D the
scale parameter of the scaled inverse chi-square distribution is esti-
mated instead of specified by the user. Bayes Cp and Bayes Dp
(Habier et al. 2011) are the modification of Bayes C and Bayes D
where the probability of having a zero effect SNP p is estimated.

Bayesian LASSO: Park and Casella (2008) introduced the Bayesian
LASSO method for estimating the regression coefficients. They used
an idea from Tibshirani (1996) to connect the LASSO method with
the Bayesian analysis. Tibshirani (1996) noticed that the LASSO esti-
mates of the regression coefficients can be viewed as posterior mode
estimates assuming that the regression coefficients have double expo-
nential prior distributions. The Bayesian LASSO is also used in GS (de
los Campos et al. 2009, 2010a; Long et al. 2011) using the hierarchical
model with the likelihood function:

f
�
yjm;X;m;s2� � N

�
mþ Xm;s2I

�
; (7)

where y is the n · 1 data vector, m is the overall mean vector, m is
a vector of the marker effects, and X is the design matrix that
connects m to y. N(m + Xm, s2I) denotes the normal density with
mean m + Xm and variance s2I where I is an n · n identity matrix.
The prior distribution on the marker effects m9

j s j = 1. . .p can be
written as pðmj

��t2j Þ � Nð0; t2j Þ, and the prior distribution on tj is
p(tj|l) � Exp(l) where Exp(l) denotes the exponential distribution
with rate parameter l. Park and Casella (2008) and de los Campos
et al. (2009) presented the full conditional distributions that were
used to sample via the Gibbs sampler. de los Campos et al. (2009)
expanded the model and assigned a prior distribution to l2. The
prior has a Gamma distribution with shape parameter a1 and scale
parameter a2, and it can be written as p(l2) � G (a1, a2); l has two
interpretations. In the Bayesian formulation, it is the rate parameter
that controls the shape of the prior distribution of the tj9s. In the
LASSO setting, l controls the penalty for minimizing the MSE.

Nonparametric methods in genome-wide selection
In this section, we review some of the nonparametric estimation
methods that have been proposed for the case where the form of the
relationship between a response variable and a set of predictors is
unknown. A popular approach, at least in terms of usage, is based on
the kernel method proposed by Silverman (1986) in the context of
density estimation. In that context, the goal is to estimate the unknown
density using a smooth curve (Schucany 2004). The kernel method is
the most commonly used nonparametric estimation procedure.

The kernel density estimator f̂ ðxÞ can be written in the form:

f̂ ðxÞ ¼ 1
nh

Xn
i¼1

K

�
x2Xi

h

�
;

where n is the number of observations, K is the kernel function that

satisfies the condition
Z

KðxÞdx ¼ 1, h is positive real-valued

smoothing parameter (also called window width or bandwidth), x
is the focal point, and Xi is the p · 1 dimensional vector of dummy
covariates for observation i. We can calculate f̂ ðxÞ at several focal
points x, and the observations that are closer to the focal point will
get a higher weight in the calculation, so the kernel function K

�
x2Xi

h

�
gives bigger weight to observations closer to the focal point. The
kernel function K is usually chosen to be a symmetric unimodal
density, so the kernel density estimator f̂ ðxÞ is also a density. A
commonly used kernel function is the Gaussian kernel given by:

K
	xi 2 x

h



¼ 1

ð2pÞp=2
exp

�
2
1
2

	xi 2 x
h


9	xi 2 x
h


�
:

In this expression, observations with xi coordinates closer to the focal
point x are weighted more strongly in the computation of the fitted
value ÊðyjxÞ. The window width provides information about the range
of observations that are included (Sheather 2004). Figure 1 shows how
the kernel density estimation changes with different bandwidth values.
Using simulated data from a mixture of two normal distributions, the
second, third, and fourth panels show how the estimation changes
with the change of the bandwidth value.

When h = 0.1, the data have strong influence on the density
estimate, resulting in little bias and large variability among estimates.
It is called an undersmoothed estimate. As we increase the bandwidth
value, the estimates become smoother. When h = 10, the spread is too
big and even the bimodal feature of the data disappears, which implies
that the estimate is oversmoothed. Setting the bandwidth too large
results in a large bias with little variance.

Nadaraya-Watson estimator: In the context of GS, Gianola et al.
(2006) considered the regression function:

yi ¼ gðxiÞ þ ei; (8)

i = 1, 2, . . ., n where yi phenotypic measurement on individual i, xi is
a p · 1 vector of dummy SNP covariates observed on individual
i, g(.) is some unknown function relating genotypes to phenotypes,
g(xi) = E(yi|xi), and ei is a random residual effect for individual
i where ei � (0, s2) and is independent of xi.

The conditional expectation function can be written in the form:

gðxÞ ¼

Z
ypðx; yÞdy
pðxÞ :

A nonparametric kernel estimator (Silverman 1986) can be used to
obtain an estimate of p(x). The estimator has the form:

p̂ðxÞ ¼ 1
nhp

Xn
i¼1

K
	xi 2 x

h



;

Z 2N

N
p̂ðxÞdx ¼ 1;

where xi is the observed p-dimensional SNP genotype of individual i,
i = 1, 2, . . ., n. Similarly,

p̂ðx; yÞ ¼ 1
nhpþ1

Xn
i¼1

K
	yi 2 y

h



K
	xi 2 x

h



:

Using these expressions, Nadaraya (1964) and Watson (1964)
showed that the conditional expectation function can be written as:
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ÊðyjxÞ ¼ ĝðxÞ

¼

Z
yp̂ðx; yÞdy
p̂ðxÞ

¼
1
nhp

Xn

i¼1
yiK

	xi 2 x
h



1
nhp

Xn

i¼1
K
	xi 2 x

h




¼
Xn
i¼1

yiwiðxÞ; wiðxÞ ¼
K
	xi 2 x

h



Xn

i¼1
K
	xi 2 x

h


:

The estimator is just a weighted sum of the observations yi, i = 1. . .n
and is called the NWE.

The selection of the bandwidth, h, value is challenging. Hardle
(1990) discussed several approaches to select h, including the leave-
one-out cross-validation (CV), penalizing functions, and plug-in
methods. Gianola et al. (2006) used the leave-one-out CV approach
to select the bandwidth. In this approach, first exclude the ith obser-
vation (yi, x) and fit the model to the other n 2 1 observations. Using
the marker information, predict ĝðxijhÞ. This is repeated for all n
observations. The CV criterion is (Clark 1975):

CVðhÞ ¼
Xn

i¼1

�
yi2ĝðxijhÞ

�2
n

:

The CV estimate of h is the value of h that minimizes CV(h).

Reproducing kernel Hilbert space: Gianola et al. (2006) proposed
a semi-parametric kernel mixed model approach in which they com-
bined the nice features of a nonparametric model (described above)
with a mixed model framework. The model can be written as:

yi ¼ wi9bþ zi9uþ gðxiÞ þ ei; (9)

where i = 1, 2, . . ., n, b is a vector of fixed unknown effects (e.g.,
physical location of an individual), u is a q · 1 vector of additive
genetic effects, wi9 and zi9 are known incidence vectors, g(xi) is an

unknown function of the SNP data and the vector of residuals, and e
is assumed to have a Nð0; Is2

e Þ distribution. The vector containing
additive genetic effects, u is distributed as Nð0;As2

uÞ, where s2
u is the

additive genetic variance and A is the additive relationship matrix.
The authors suggested two different methods for estimation in this

model. The first strategy, denoted “Mixed Model Analysis,” consists of a
two-step approach with a “corrected” data vector yi 2 gðxiÞ ¼ wi9bþ
z9uþ ei in the second step of the analysis. A Bayesian approach can also
be used where one can draw samples from the pseudo posterior
distribution ½b; u;s2

u;s
2
e

��y��, and then form semi-parametric draws
of the total genetic value.

The other method they suggested is the “Random g(.) function”
approach, where it is assumed that b, u are known. In this case:

ĝðxjb; u; y; hÞ ¼ Ê
	
yi 2wi9b2 zi9u

��x


¼
Xn
k¼1

wkðxÞ
	
yk 2wk9b2 zk9u



;

and draws of b(j), u(j) can then be obtained from the distribution
½b; u;s2

u;s
2
e

��y�; h�.
Finally, Gianola et al. (2006) discuss estimation in the RKHS

mixed model. The set-up is similar to the mixed model approach,
but estimation of model parameters is performed using a penalized
sum of squares approach. As before, the model can be written as:

yi ¼ wi9bþ z9uþ gðxiÞ þ ei; (10)

where i = 1, 2, . . ., n. The penalized sum of squares is given by:

SSðgðxÞ; hÞ ¼
Xn
i¼1

h
yi 2wi9b2 zi9u2 gðxiÞ

i2 þ hkgðxÞk;

where the penalty kg(x)k is a function of the second derivatives of
g(x). The goal is to find g(x) that minimizes the penalized SS. Wahba
(1990) showed that the minimizer can be written as:

gð:Þ ¼ a0 þ
Xn
j¼1

ajK
�
:; xj

�
;

where K(.,.) is the reproducing kernel.

Figure 1 The influence of the bandwidth in kernel density estimation. From left to right, the first plot shows simulated data from a mixture of two
normal distributions. The second, third, and fourth plots show the Gaussian kernel density estimates using bandwidth values h = 0.1, h = 2, and h = 10.
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Support vector machine regression: SVM was proposed by Vapnik
and discussed by Cortes and Vapnik (1995). SVM is a supervised
learning technique that was originally developed as a classifier. A
training data set is used to develop a maximum margin classifier that
produces the largest possible separation between two classes of obser-
vations. In the linearly separable case, if observations (xi) 2 Rp, then
the separator is a hyper-plane in Rp21.

Because fitting a regression model essentially consists of finding an
optimal projection of the observations on a lower-dimensional hyper-
plane, the idea can be used to estimate the unknown regression
function subject to restrictions. The reader can refer to Hastie et al.
(2009), Steinwart and Christmann (2008), and Christianini and
Shawe-Taylor (2000) for a review of SVM. SVM regression was adop-
ted by Maenhout et al. (2007) and Long et al. (2011) for GS in plant
breeding. A nice feature of SVM regression in plant breeding appli-
cations is that the relationship between the marker genotypes and the
phenotypes can be modeled with a linear or nonlinear mapping func-
tion that takes samples from a predictor space to an abstract, multi-
dimensional feature space (Hastie et al. 2009).

Suppose that we have a training sample S = {(xi, yi), xi e Rn, yi e R,
i = 1. . .n}, where xi is a p dimensional vector containing the genotypic
values for the pmarkers for individual i, and yi is the phenotypic value
for individual i. A model that describes the relationship between the
phenotype and the genotype of an individual can be written as:

f ðxÞ ¼ bþ wx; (11)

where b is a constant and w is a vector of unknown weights. The
constant b reflects the maximum error we are willing to commit
when estimating the weights w. We learn about the function f(x)
by minimizing the expression l

Pn
i¼1Lðyi 2 f ðxiÞÞ þ 1

2kwk2. L(.)
denotes the loss function that measures the quality of the estimation.
The regularization parameter l quantifies the trade-off between the
sparsity and the complexity of the model. Increasing l implies
a higher penalty on the error. The norm kwk of vector w is inversely
associated with model complexity; by choosing w to minimize kwk,
we reduce model complexity.

There are many loss functions used for SVM regression. Some of
the popular loss function choices include the squared loss, absolute
loss, and the e-insensitive loss. Here, we present these loss function
formulations.

1. The squared loss function has the form L(y 2 f(x)) = (y 2 f(x))2.
It scales the loss quadratically by the size of the error. Using this
loss function indicates that outliers are also weighted quadrati-
cally, which requires the user to deal with the outliers before the
regression analysis.

2. The absolute loss function has the form L(y 2 f(x)) = |y 2 f(x)|.
The absolute loss function scales the loss linearly by the size of the
error eliminating the difficulty of using data sets with outliers.

3. The e-insensitive loss function has a form:

Lðy2 f ðxÞÞ ¼


0 if jy2 f ðxÞj, e
jy2 f ðxÞj2 e otherwise

;

where e determines the number of support vectors used in the re-
gression function. By definition (Vapnik 1995; Vapnik and Vashist
2009), a support vector is a vector xi that satisfies the equation yi(wxi +
b) = 1. Increasing e implies that fewer support vectors are used in the
fitting. The e-insensitive loss function ignores the errors in the

regression that have size less than e. When the error is greater than
e, the loss is |y 2 f(x)| 2 e.

Figure 2 illustrates the absolute loss, squared loss, and e-insensitive
loss functions as a function of the error y 2 f(x).

In the remainder, we focus on the e-insensitive loss function, which
needs a more robust representation to account for the noise in the data.

We can add extra “cost” (or allow for additional uncertainty) by
introducing non-negative “slack variables” j constrained as follows
(Long 2011):

j1i $ yi 2 f(xi) 2 e, where i = 1, . . ., n n is the number of training
observations,

j2i $ f(xi) 2 yi 2 e, where i = 1, . . ., n.
We can now re-write the objective function to be minimized as:

l
Xn
i¼1

ðj1i þ j2iÞ þ
1
2
kwk2:

The solution to this constrained minimization problem has the
form:

f̂ ðxÞ ¼
Xn
i¼1

aixix þ b

(Nocedal and Wright 1999). The solution depends on the training
data through the inner product hxi, xji, which is a linear function of
the observations.

To take advantage of higher dimensional feature spaces, we can
introduce the data via nonlinear functions. For example, we can
replace the inner product of the data by a kernel function:

k
�
xi; xj

� ¼ �
ϕðxiÞ; ϕ

�
xj
��
:

Some commonly used kernel functions include:

1. The linear kernel k(x, z) = hx, zi
2. The Gaussian radial basis function k(x, z) = exp(2skx 2 zk2),

where s is the bandwidth parameter
3. The Laplace radial basis function k(x, z) = exp(2skx 2 zk).

The solution to the minimization problem can also be written
as a function of the kernel function. The resulting expression is
f̂ ðxÞ ¼ Pn

i¼1aikðx; xiÞ þ b. The choice of the kernel function and of
the tuning parameters l, e, and s are not straightforward. Because
optimizing SVMs is not the focus of this article, we refer the reader to
Cherkassky and Ma (2004).

Neural networks: NNs represent a nonparametric prediction pro-
cedure that captures additivity and epistasis by being able to model
linear and complex nonlinear functions. The original idea of NN came
from the theory of how neurons in the human brain work and
interact, and how the brain conducts computations. In the NN, every
unit is analogous to a brain neuron and the connections between them
are analogous to synapses (Hastie et al. 2009). The first introduction of
NNs in the context of brain architecture was presented by Bain (1873)
and James (1890). McCulloch and Pitts (1943) developed a mathemat-
ical model for NNs.

The basic layout of the NN is a two-stage network with three types
of layers: an input layer; a hidden layer; and an output layer. This
model is called the feed-forward NN and is illustrated in Figure 3.

Figure 3 shows a diagram of a three layer feed-forward NN with K
input layer units, L hidden layer units, and M output layer units.
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H1, H2, . . ., HL are called hidden layer units because they are not
directly observed. When the NN is used to estimate a regression func-
tion, there typically is only one output layer unit. The hidden layer
units are functions of linear combinations of the inputs, and the output
layer units are functions of the hidden layer units. The output function
of a feed-forward NN can be expressed in the following form:

f ðIkÞ ¼ b0 þ
XL
l¼1

blsðwl; bl; IkÞ; k ¼ 1; 2; . . . ;K; (12)

where K is the number of units in the input layer, Ik is the kth input,
b0 e RM is the intercept (bias terms),M is the number of output layer
units, L is the number of hidden layer units, bl (l = 1, 2, . . ., L) are
the output layer weights connecting the lth hidden layer unit to the
output layer units, s is the activation function modeling the con-
nection between the hidden layer and the output layer, and wl e RK

and bl e R are the unknown learning parameters of the hidden layer
unit l (l = 1, 2, . . ., L) connecting the kth neuron in the input layer to
them (Romero and Alquézar 2012).

In GS, typically Ik represents a vector of predictors (marker gen-
otypes or other information) collected on individual k (k = 1, 2, . . .,
K), where K is the number of individuals in the analysis. The activa-
tion function s is typically chosen to be the sigmoid (logistic) or the
Gaussian radial basis function.

Gianola et al. (2011) implemented NNs for GS using two real data
sets. Other examples are shown in work by Lampinen and Vehtari
(2001) and Titterington (2004).

MATERIALS AND METHODS
For the purpose of illustrating the parametric and nonparametric
prediction approaches, simulated data were created by the R (RDevelop-
ment Core Team 2008) package QTL Bayesian interval mapping

(“qtlbim”) (Yandell et al. 2012). R can be downloaded from http://
www.r-project.org, the qtlbimpackage can be accessed by library(qtlbim)
in R, and the description of the package can be found at http://cran.r-
project.org/web/packages/qtlbim/qtlbim.pdf. The reader can refer to
Yandell et al. (2007) for detailed information about the qtlbim package.
There are other publications as well where the qtlbim package is used to
implement statisticalmethods. Some examples includeYi et al. (2007), Yi
and Shriner (2008), and Piao et al. (2009). For comparing methods, we
used a simulated F2 population with specifications listed in Table 1.

We simulated four sets of phenotypic and genotypic information for
a F2 and a BC population. The results for the BC population can be

Figure 3 A three-layer feed-forward neural network with K input layer
units, L hidden layer units, and M output layer units.

Figure 2 Loss functions used for SVM regression. The first panel shows the absolute loss function. The second panel is the square loss function,
and the last panel is the e-insensitive loss function.
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found in the supporting information section. For each set we created 20
replicates, which yielded to a total of 80 phenotypic and 80 genotypic
data sets. Within each replicate we created 25 different training–testing
data sets. Half of the data sets assume only additive effects and half
assume only epistatic effects without any additive effects. We only
evaluated the two extreme genetic architectures. Finally, for each ge-
netic architecture, we generated data with two different narrow sense
heritabilities. The low heritability was determined to be 0.30, and the
high heritability was 0.70. For each of the simulated combinations of
population, genetic architecture, and heritability, the data contain phe-
notypic information for 1000 individuals and genotypic information
for 2000 biallelic markers (the possible values coded as “A” and “H”) for
each individual. Out of the 1000 individuals, 800 were chosen randomly
to be in the training set to fit the model, and 200 individuals were in the
testing set.We predicted the phenotype for the individuals in the testing
set. The qtlbim package uses Cockerham’s model as the underlying
genetic model. The simulated genome has 10 chromosomes, each hav-
ing a specified length. The 2000 markers were distributed throughout
the genome in such a way that each chromosome had 200 markers and
the markers were equally spaced over the chromosomes. We assumed
no missing genotypic values and no missing phenotypic values. The
phenotypic values are normally distributed.

For the additive model, we placed two QTL on each of the 10
chromosomes with either positive or negative additive effect. For the
additive model we assumed no epistatic interaction.

For the epistatic model, we only considered two-way interactions
between the QTL. The interacting QTL were at the same genomic

location as the QTL for the additive model, and only neighboring QTL
were associated with each other, resulting in 10 two-way epistatic
interactions, with each having either positive or negative epistatic effect
on the phenotype. For the epistatic model, we assumed that the QTL
contributed no additive effect. The phenotypic values were drawn from
a normal distribution and are based on the P = G + E model. Figure 4
shows the histograms of the simulated phenotypic values for the four
population–genetic architecture–heritability combinations.

To compare the performance of the methods, we used cross-
validation, where we divided the data into training sets and testing
sets. The training sets were used to fit the models, and the testing sets
were used to determine the performance of the particular method. The
performance of the methods was calculated by the accuracy of
prediction and the MSE. We define accuracy of prediction as the
correlation between the true phenotypic values and the predicted
phenotypic values. We evaluated parametric methods including
parametric least squares regression, ridge regression, Bayesian ridge
regression, BLUP, LASSO, Bayesian LASSO, Bayes A, Bayes B, Bayes
C, and Bayes Cp. We also evaluated nonparametric methods, includ-
ing NWE, RKHS method, SVM, and NN. To implement the para-
metric and nonparametric methods, the statistical software R and
software written in C++ provided by the Animal Science Department
at Iowa State University were used. Specifications of the parameters
and inputs for each method are described below.

Least squares regression
Because the number of markers exceed the number of the individuals
in all simulated data sets, the idea of Meuwissen (2001) was adopted,
and we first performed simple regression by coding each marker
genotype as21, 1. After fitting the 2000 simple linear models, one for
each marker, we chose 300 of the markers with the most significant
p-values. Then, these 300 markers were included into a final model,
and we simultaneously used them to fit a linear model. To perform
the linear regression, the lm function was used that can be found in
the stats package (R Development Core Team 2008) in R. Finally, the
prediction for the testing set was performed by using the marker data

n Table 1 Specification of the simulated F2 population: genetic
architecture and heritability

Genetic Architecture Heritability

Additive 0.70
Epistatic 0.70
Additive 0.30
Epistatic 0.30

Figure 4 The histograms of the simulated phenotypic values. The histograms represent the distribution of the phenotypic values for the F2 population.

1036 | R. Howard, A. L. Carriquiry, and W. D. Beavis



for the testing set and the output for the estimated marker effects
provided by the lm function.

Ridge regression
For this method, we used Gustavo de los Campos’ software written in
R. The code implements the calculation of the ridge regression esti-
mation of the marker effects discussed in the ridge regression section
and uses these estimates to perform the prediction for the individuals
in the testing set. For the procedure, all of the available phenotypic
and marker information is used. In the estimation of the marker effect,
the penalty parameter l is chosen to have a value of: 12 h2

h2 VarðXÞ,
where h2 is the narrow sense heritability and Var(X) is the sum of the
2000 marker variances. For all of the scenarios, we used h2 = 0.4.

Bayesian ridge regression
To fit the Bayesian ridge regression model, the function Bayesian
linear regression (BLR) was used, which can be found in the BLR
package (de los Campos and Rodriguez 2010) in R. For the specifica-
tions of the BLR function, we used a Gaussian prior for the marker
effects with mean 0 and a common variance s2

BR, where s2
BR is un-

known. s2
BR is assigned to have a scaled inverse x2 distribution with

degrees of freedom dfBR = 5 and scale parameter SBR = 0.01. The
residual variance sE has a scaled inverse x2 distribution with degrees
of freedom dfE = 4 and scale parameter SE = 1. The BLR function
implements the Gibbs sampler, and the number of iterations is spec-
ified to be 20,000. We used 2000 iterations for the burn-in period
without any thinning. To fit the Bayesian ridge regression, we used all
available phenotypic and genotypic data.

BLUP
To implement BLUP, we used the mixed.solve function in R that can
be found in the rrBLUP package (Endelman 2011). The available
marker data were used as the design matrix for the random marker
effects, and there was no fixed effect specified. The prediction was
performed using the marker data for the testing set and the output for
the predicted marker effects provided by the mixed.solve function.

LASSO
To predict phenotypic values in the testing set using the LASSO
method, we used the glmnet function of the glmnet package (Friedman
et al. 2010) in R. For the initial parameter values, the default setting
was applied. The prediction was performed with the tuning parameter,
l, that minimized the average cross-validation error (cvm).

Bayesian LASSO
To fit the Bayesian LASSO method, the function BLR of the BLR
package (de los Campos and Rodriguez 2010) in R was used. The
regularization parameter, l, is specified to be random and has
a Gamma prior distribution with shape parameter a1 = 0.53 and rate
parameter a2 = 0.00005. The residual variance sE has a scaled inverse
x2 distribution with degrees of freedom dfE = 4 and scale parameter
SE = (df 2 2)(12 h2)Var(y), where we specify that df = 4, h2 = 0.5, and
Var(y) is the phenotypic variance. The Gibbs sampler was applied
with 20,000 iterations, and 2000 iterations were in the burn-in period.
The chain was not thinned.

Bayesian alphabet
To implement the Bayes A, Bayes B, Bayes C, and the Bayes Cp
models, software called Gensel (version 2.12) was used. GenSel was
written by Fernando and Garrick (2008) in C++ and is used for GS in
animal breeding populations. The software is not available for the
public. However, it is available to Iowa State University research col-
laborators working on GS.

In GenSel Bayes A, Bayes B, Bayes C, and Bayes Cp have been
implemented. We used the settings for the four methods that are listed
in Table 2.

Nadaraya-Watson estimator
To use the NWE for predicting the phenotypic values in the testing
set, first we formed the cross-validation criteria and we evaluated it on
a grid of values. We examined the cross-validation criteria between 1
and 1000 and chose the value to be the bandwidth, h, that minimized
the criteria. Table 3 shows the bandwidth values that minimized each
of the four data combinations for the NWE prediction. The code for
calculating the optimal bandwidth value and for the prediction was
written in R.

Reproducing kernel Hilbert space
The RKHS regression was based on methods and algorithms
described by de los Campos et al. (2010b) and the R implementation
was developed by Gustavo de los Campos et al. (2010b). To specify the
RKHS regression, we chose the Gaussian reproducing kernel with the
Euclidean distance for all of the eight combinations of genetic archi-
tectures, heritabilities, and population types. We fitted the model using
three arbitrarily chosen bandwidth values. We performed the predic-
tion for the testing set with each of the bandwidth values, and we
averaged the three values of accuracy of selection and the three MSE
values.

Support vector machine
To implement the SVM regression, we used the ksvm function of the
kernlab package (Karatzoglou et al. 2004) in R. For the ksvm function
we used epsilon-regression as the type and the radial basis (Gaussian)

n Table 3 Bandwidth values used for each of the four
combinations of genetic architectures and heritabilities for the
Nadaraya-Watson prediction

Genetic Architecture Heritability Bandwidth Value

Additive 0.70 195
Epistatic 0.70 195
Additive 0.30 205
Epistatic 0.30 205

n Table 2 Parameter specifications for Bayes A, Bayes B, Bayes C,
and Bayes Cp used in GenSel

Parameters Values

Chain length (number of iterations) 41,000
Burn-in period (number of iterations) 1000
Genotypic variance for data with h2 = 0.30 0.42
Genotypic variance for data with h2 = 0.70 2.10
Residual variance for data with h2 = 0.30 0.98
Residual variance for data with h2 = 0.70 0.90
Degrees of freedom for residual variance 10
Degrees of freedom for marker variance 4
p 0.70

The number of iterations used for chain length, burn-in period, the genotypic
variance, the residual variance, the degrees of freedom for residual variance, the
degrees of freedom for marker variance, and the probability corresponding to
having a 0 effect marker are shown.
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kernel as the kernel function. After fitting the model, the predict func-
tion was used to perform the prediction of the phenotypic values for the
testing set. For the other input parameters, the default values were used.

Neural network
We implemented the NN model using the brnn function of the brnn
package (Rodriguez and Gianola 2013) in R. This function fits a two-
layer NN.We first map the input information into some basis function.
Then, the inputs of the NN model are the marker-derived principal
components. We specified the number of neurons to be three and the
number of epochs to train to be 30 in the model. The other parameters
were left at the default setting. For a detailed description of the appli-
cation of the NN using the R package brnn, the reader can refer to
Pérez-Rodiguez and Gianola (2013) and Pérez et al. (2013).

RESULTS AND DISCUSSION
We compared 10 parametric and four nonparametric statistical GS
methods. Comparisons were based on predicted accuracies of a simulated

F2 progeny derived from crosses of inbred lines where genotypic
variability was responsible for either 30% or 70% of the phenotypic
variability. The underlying genetic architectures responsible for the
genotypic variability consisted of 20 independently segregating
biallelic loci that contributed equally either in an additive manner
to a quantitative phenotype or through additive by additive epistatic
interactions among 10 pairs of loci. Each GS method was applied to
20 sets of simulated progeny with 25 replicates for each of the four
combinations of genetic architecture and heritability, which yielded
500 total replicates for each combination. Training sets were used to
develop a model, and the model was used to predict phenotypes in
the testing sets. Training sets consisted of simulated phenotypes and
2000 marker genotypes for 800 random progeny while the testing sets
associated with the training sets consisted of the same information for
200 progeny derived from the same cross. The accuracy of prediction
was determined by calculating the correlation between the predicted
phenotypic values for the 200 individuals in the testing set with the
simulated phenotypic values for the same 200 individuals. The MSE

n Table 5 Mean and SE of the prediction accuracy values for the parametric and the nonparametric methods for the F2 population with
heritability h2 = 0.30

F2, h2 = 0.30, Accuracy Additive Mean Epistatic Mean Additive SE Epistatic SE

Least squares regression 0.33 0.09 0.06 0.06
Ridge regression 0.50 20.01 0.05 0.07
Bayesian ridge regression 0.50 20.01 0.05 0.07
BLUP 0.50 20.01 0.05 0.07
Lasso 0.50 20.01 0.05 0.07
Bayes Lasso 0.50 0.00 0.05 0.07
Bayes A 0.50 0.00 0.05 0.07
Bayes B 0.50 0.00 0.05 0.07
Bayes C 0.50 0.00 0.05 0.07
Bayes Cp 0.50 20.01 0.05 0.07
Nadaraya-Watson estimator 0.40 0.16 0.05 0.07
RKHS 0.47 0.11 0.05 0.06
Support vector machine 0.47 0.14 0.05 0.07
Neural network 0.48 0.00 0.06 0.07

Mean and standard error of the prediction accuracy values for both the additive and the epistatic cases. The first 10 methods are parametric and the last four are
nonparametric. The calculations for the epistatic mean and epistatic SE for the LASSO method are based on 184 replicates, for the epistatic mean and epistatic SE for
the neural network method they are based on 498 replicates, and, for the rest, the calculations are based on 500 replicates.

n Table 4 Mean and SE of the prediction accuracy values for the parametric and the nonparametric methods for the F2 population with
heritability h2 = 0.70

F2, h2 = 0.70, Accuracy Additive Mean Epistatic Mean Additive SE Epistatic SE

Least squares regression 0.56 0.09 0.05 0.06
Ridge regression 0.80 0.02 0.02 0.07
Bayesian ridge regression 0.80 0.01 0.02 0.07
BLUP 0.80 0.01 0.02 0.08
LASSO 0.82 20.01 0.02 0.05
Bayes LASSO 0.81 0.01 0.02 0.07
Bayes A 0.81 0.00 0.02 0.07
Bayes B 0.81 0.01 0.02 0.07
Bayes C 0.81 0.01 0.02 0.07
Bayes Cp 0.83 0.01 0.02 0.07
Nadaraya-Watson estimator 0.67 0.35 0.04 0.06
RKHS 0.76 0.29 0.03 0.05
Support vector machine 0.78 0.33 0.03 0.07
Neural network 0.77 0.05 0.03 0.09

Mean and SE of the prediction accuracy values for both the additive and the epistatic cases. The first 10 methods are parametric and the last four are nonparametric.
The calculations for the epistatic mean and epistatic SE for the LASSO method are based on 213 replicates, for the epistatic mean and epistatic SE for the neural
network method they are based on 493 replicates, and, for the rest, the calculations are based on 500 replicates.
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values were determined by calculating the sum of the squared
differences between the 200 predicted phenotypic values in the testing
set and the 200 simulated phenotypic values, and then dividing the
sum by 200.

Table 4 and Table 5 report the average prediction accuracies and
SE (sampling variabilities) of the 10 parametric and four nonparamet-
ric methods applied to the 500 replicates of the four combinations of
genetic architecture and heritability. Table 6 and Table 7 report the
average MSE values and SE of the MSE values of the 14 methods
applied to the 500 replicates of the four combinations of genetic
architecture and heritability. Figure 5, Figure 6, Figure 7, and Figure
8 each contain 14 boxplots of accuracy of prediction values for the 14
different methods. The boxplots show the distribution of the accuracy
of prediction values for the 500 runs. Figure 9, Figure 10, Figure 11,
and Figure 12 each contain 14 boxplots of MSE values for the 14
different methods. In each figure, the first 10 boxplots are for the
parametric methods, and the last four (shaded) are for the nonpara-
metric methods. These boxplots show the distribution of the MSE
values for the 500 runs. The first plot of Figure 13 shows the ratio
of the accuracy averaged over the parametric methods (excluding the

least squares method because it is an outlier) and the accuracy aver-
aged over the nonparametric methods, and the second plot of Figure
13 shows the ratio of the MSE averaged over the parametric methods
(excluding the least squares method) and the MSE averaged over the
nonparametric methods. The left sides of the plots show the ratios
for the additive genetic architecture, and the right sides of the plots
show the ratios for the epistatic genetic architecture. These summary
plots clearly show the advantage of using nonparametric methods
when epistasis is present. In both heritability scenarios, the parametric-
to-nonparametric accuracy ratio is lower for the epistatic genetic
architecture than for the additive genetic architecture. The parametric-
to-nonparametric MSE ratio is higher for the epistatic genetic architec-
ture than for the additive genetic architecture.

Genetic architecture responsible for the genetic contribution to the
phenotypes had the greatest impact on differences of accurate
predictions among the GS methods. If the genetic architecture for
the trait is due to additive-by-additive epistasis among 10 pairs of
independently segregating loci, then parametric GS methods are
unable to predict the phenotypes in the testing sets (shown in Figure
6, Figure 8, Figure 10, and Figure 12). In contrast, nonparametric

n Table 7 Mean and standard error of the mean squared error values for the parametric and the nonparametric methods for
the F2 population with heritability h2 = 0.30

F2, h2 = 0.30, MSE Additive Mean Epistatic Mean Additive SE Epistatic SE

Least squares regression 1.92 2.32 0.20 0.26
Ridge regression 1.11 1.48 0.10 0.13
Bayesian ridge regression 1.11 1.46 0.10 0.13
BLUP 1.11 1.42 0.10 0.12
LASSO 1.11 1.40 0.10 0.12
Bayes LASSO 1.11 1.42 0.11 0.12
Bayes A 1.10 1.47 0.10 0.13
Bayes B 1.10 1.46 0.10 0.13
Bayes C 1.10 1.42 0.10 0.13
Bayes Cp 1.10 1.40 0.10 0.12
Nadaraya-Watson estimator 1.32 1.38 0.12 0.12
RKHS 1.15 1.39 0.10 0.12
Support vector machine 1.16 1.40 0.10 0.13
Neural network 1.14 1.41 0.11 0.12

Mean and standard error of the prediction accuracy values for both the additive and the epistatic cases. The first 10 methods are parametric and the last four are
nonparametric. The calculations are based on 500 replicates.

n Table 6 Mean and standard error of the mean squared error values for the parametric and the nonparametric methods for the F2
population with heritability h2 = 0.70

F2, h2 = 0.70, MSE Additive Mean Epistatic Mean Additive SE Epistatic SE

Least squares regression 3.10 5.10 0.36 0.53
Ridge regression 1.30 3.24 0.12 0.29
Bayesian ridge regression 1.27 3.14 0.13 0.29
BLUP 1.26 3.11 0.12 0.29
LASSO 1.17 3.10 0.11 0.26
Bayes LASSO 1.25 3.10 0.13 0.26
Bayes A 1.25 3.33 0.12 0.30
Bayes B 1.22 3.31 0.11 0.30
Bayes C 1.24 3.16 0.11 0.28
Bayes Cp 1.11 3.11 0.11 0.27
Nadaraya-Watson estimator 2.59 2.91 0.25 0.26
RKHS 1.54 2.76 0.14 0.25
Support vector machine 1.40 2.76 0.14 0.26
Neural network 1.47 3.13 0.15 0.29

Mean and standard error of the prediction accuracy values for both the additive and the epistatic cases. The first 10 methods are parametric and the last four are
nonparametric. The calculations are based on 500 replicates.
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methods, particularly the NWE, the RKHS, and SVM, provided pre-
dictions that are reasonably accurate, especially for traits with higher
heritabilities (shown in Figure 6 and Figure 8). Our results are con-
sistent with the statement by Gianola (2006) that nonparametric
methods should be able to better predict phenotypes that are based
on genetic architectures consisting of epistatic interactions. If the un-
derlying genetic architecture is additive, then parametric GS methods
are slightly better than the nonparametric methods for both levels of
heritability and types of segregating progeny. Both the accuracy of
prediction and the MSE results suggest the same about the models
in terms of predictive performance. When additive effects are present,
the least squares regression performs the worst among the parametric
methods, and the NWE performs the worst among the nonparametric

methods (shown in Figure 5, Figure 7, Figure 9, and Figure 11). When
epistasis is present, the nonparametric NWE, the RKHS, and the SVM
perform significantly better than the parametric methods (shown in
Figure 6, Figure 8, Figure 10, and Figure 12). Among the parametric
methods, the least squares regression has the highest accuracy of pre-
diction values when epistasis is present. However, least squares has the
highest MSE values among the parametric methods as well when
epistasis is present. It suggests that the least squares method estimates
the QTL effects from both loci involved in the epistasis more accu-
rately than the other parametric methods in the F2 population. The
parametric methods other than the least squares are shrinking the
QTL effects too much. Among the nonparametric methods, the NN
showed poor predictive ability when epistasis is present. We know

Figure 6 The boxplots of accuracy of prediction for the F2 population with epistatic genetic architecture and heritability of 0.70. The first 10
boxplots correspond to the parametric methods, and the last four (gray) boxplots correspond to the nonparametric methods.

Figure 5 The boxplots of accuracy of prediction for the F2 population with additive genetic architecture and heritability of 0.70. The first 10
boxplots correspond to the parametric methods, and the last four (gray) boxplots correspond to the nonparametric methods.
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that NN is prone to over-fitting (Lawrence et al. 1997; Smith 1996),
which would affect prediction ability. Most of the results are consis-
tent with the fact that parametric approaches assume that the explan-
atory variables fitted in the model are independent. When we only
simulate additive effects, but not epistasis, the markers are assumed to
be independent. In this case, we satisfy the parametric model assump-
tion of having independent explanatory variables, so the parametric
models have a larger predictive power than the nonparametric models.
However, when we simulate epistasis, the markers are dependent, which
violates the parametric model assumption. Nonparametric models can
handle epistatic models without explicitly modeling the interactions.

Recently, the inability of parametric GS methods to predict has
been observed in experimental data. Parametric GS methods were

unable to predict chill coma recovery, a quantitatively measured
adaptive trait in Drosophila (Trudy F. C. MacKay, personal commu-
nication). Two-dimensional scans of the whole genome had pre-
viously revealed that the genetic architecture of this trait is composed
primarily of interactions involving many loci. Thus, the simulated
architectures used in our study are reasonable for many quantitative
traits.

The clear distinctions of estimated accuracies and MSE values
between parametric and nonparametric methods when underlying
genetic architecture is epistatic suggest that data analyses consisting of
a combination of parametric and nonparametric GS methods could be
used as a diagnostic to reveal the prevalent genetic architecture of the
trait. It is likely that the true underlying genetic architecture consists of

Figure 8 The boxplots of accuracy of prediction for the F2 population with epistatic genetic architecture and heritability of 0.30. The first 10
boxplots correspond to the parametric methods, and the last four (gray) boxplots correspond to the nonparametric methods.

Figure 7 The boxplots of accuracy of prediction for the F2 population with additive genetic architecture and heritability of 0.30. The first 10
boxplots correspond to the parametric methods, and the last four (gray) boxplots correspond to the nonparametric methods.
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mixtures of additive and epistatic genetic effects, so the inferential
limits of applying pairs of GS methods to data from samples of
breeding populations as a diagnostic needs further investigation.
However, the first step is to look at the extremes in terms of genetic
architecture.

Our results also suggest that if the goal of the research is to
accurately predict the genotypic value of an individual, particularly for
purposes of selection, and if the underlying genetic architecture of the
traits are not known, then it is best to use the nonparametric NWE,
the RKHS, or the SVM. Unfortunately, these methods do not provide
interpretable inferences about relative weighting that is being applied
to various regions of the genome, i.e., inferences about specific allelic
contributions to the trait are limited. If the goal is genetic improve-

ment and the underlying genetic architecture is known to be additive,
then parametric GS methods will provide better predictions for selec-
tion. It has previously been hypothesized (Xu et al. 2011) that if all
specific desirable alleles are known, then gene stacking (genome con-
struction) based on optimization approaches will be more effective
and efficient than GS approaches. Thus, in the interest of both im-
mediate and long-term genetic improvement goals, a combination of
data analyses consisting of parametric, nonparametric GS methods as
well as genetic mapping (Guo et al. 2013) should be applied to data
derived from plant breeding populations.

Although heritability did not affect the ability to distinguish among
GS methods, it did affect estimated accuracies. When heritability is
high and genetic architecture is additive, predictions are more accurate

Figure 10 The boxplots of mean squared error for the F2 population with epistatic genetic architecture and heritability of 0.70. The first 10
boxplots correspond to the parametric methods, and the last four (gray) boxplots correspond to the nonparametric methods.

Figure 9 The boxplots of mean squared error for the F2 population with additive genetic architecture and heritability of 0.70. The first 10 boxplots
correspond to the parametric methods, and the last four (gray) boxplots correspond to the nonparametric methods.
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than for low heritability. When genetic architecture is based on
epistasis and the trait exhibits low heritability, predictions are not very
accurate for almost all GS methods. Even when the heritability is 0.70,
the highest mean for prediction accuracy is 0.35, which indicates that
further improvement of the models is necessary. Also, further research
is needed to determine the affects of more complex plant breeding
population structures. Typically, plant breeding population structures
consist of inbred progeny derived from multiple crosses involving
related and unrelated inbreds (Guo and Beavis 2011; Guo et al. 2013).
Thus, GS needs to accurately predict phenotypes not only among
subsets of progeny from related families within generations but also
among generations of related and unrelated families.

In practice, plant breeders do not know the genetic architecture
responsible for quantitative traits and the dynamics of selection for genetic
improvement will tend to favor alleles that contribute to additive
components. Genetic improvement is affected not only by the underlying
genetic architecture but also by additional types of unpredictable genetic
contributions including intra-locus dominance and genotype by environ-
ment interactions. Herein, we have demonstrated the superior ability of
the nonparametric NWE, the RKHS, and the SVMmethods to accurately
predict phenotypes for additive by additive inter-locus interactions. We
hypothesize that nonparametric GS methods also will enable more
accurate predictions of individual genotypic value for traits that are
affected by dominance and genotype by environment interactions.

Figure 12 The boxplots of mean squared error for the F2 population with epistatic genetic architecture and heritability of 0.30. The first 10
boxplots correspond to the parametric methods, and the last four (gray) boxplots correspond to the nonparametric methods.

Figure 11 The boxplots of mean squared error for the F2 population with additive genetic architecture and heritability of 0.30. The first 10
boxplots correspond to the parametric methods, and the last four (gray) boxplots correspond to the nonparametric methods.

Volume 4 June 2014 | Methods for Genomic Selection | 1043



ACKNOWLEDGMENTS
We thank Rohan Fernando (Animal Science Department, Iowa State
University) and Gustavo de los Campos (Biostatistics Department,
University of Alabama) for their valuable input and help with the
software development for this project. Also, we gratefully acknowledge
the help of Dorian Garrick (Animal Science Department, Iowa State
University) for providing access to the GenSel software.

LITERATURE CITED
Bain, A., 1873 Mind and Body: The Theories of Their Relation, D. Appleton

and Company, New York.
Beavis, W. D., 1994 The power and deceit of QTL experiments: lessons

from comparative QTL studies, pp. 250–265 in Proceedings of the
49th Annual Corn and Sorghum Research Conference, edited by D. B.
Wilkinson. Washington, DC: American Seed Trade Association 250– 265.

Bernardo, R., 1994 Prediction of maize single-cross performance using
RFLPs and information from related hybrids. Crop Sci. 34: 20–25.

Bernardo, R., 2008 Molecular markers and selection for complex traits in
plants: learning from the last 20 years. Crop Sci. 48: 1649–1664.

Bernardo, R., 2010 Breeding for Quantitative Traits in Plants, Stemma
Press, Woodbury, MN.

Cherkassky, V., and Y. Ma, 2004 Practical selection of SVM parameters and
noise estimation for SVM regression. Neural Netw. 17: 113–126.

Cheverud, J., and E. Routman, 1995 Epistasis and its contribution to genetic
variance components. Genetics 139: 1455–1461.

Clark, R. M., 1975 A calibration curve for radiocarbon dates. Antiquity 49:
251–266.

Cockerham, C. C., 1954 An extension of the concept of partitioning he-
reditary variance for analysis of covariances among relatives when epis-
tasis is present. Genetics 39: 859–882.

Cooper, M., D. W. Podlich, K. P. Micallef, O. S. Smith, N. M. Jensen, et al.,
2002 Complexity, quantitative traits and plant breeding: a role for
simulation modelling in the genetic improvement of crops. Quantitative
Genetics, Genomics and Plant Breeding 143–166.

Corbeil, R. R., and S. R. Searle, 1976 Restricted maximum likelihood (REML)
estimation of variance components in the mixed model. Technometrics 18:
31–38.

Cordell, H. J., 2002 Epistasis: what it means, what it doesn’t mean, and statistical
methods to detect it in humans. Hum. Mol. Genet. 11: 2463–2468.

Cortes, C., and V. Vapnik, 1995 Support-vector networks. Machine Leaming
20: 273–297.

Cristianini, N., and J. Shawe-Taylor, 2000 An Introduction to Support
Vector Machines and Other Kernel-based Learning Methods, Cambridge
University Press, New York.

Crow, J. F., 2010 On epistasis: why it is unimportant in polygenic directional
selection. Philos. Trans. R. Soc. Lond. B Biol. Sci. 365(1544): 1241–1244.

Daetwyler, H. D., R. Pong-Wong, B. Villanueva, and J. A. Woolliams,
2010 The impact of genetic architecture on genome-wide evaluation
methods. Genetics 185: 1021–1031.

de Boer, P. M. C., and C. M. Hafner, 2005 Ridge regression revisited. Stat.
Neerl. 59(4): 498–505.

de los Campos, G., and P. P. Rodriguez, 2010 BLR: Bayesian Linear Re-
gression. R package version 1.2. http://CRAN.R-project.org/package=BLR

de los Campos, G., H. Naya, D. Gianola, J. Crossa, A. Legarra et al.,
2009 Predicting quantitative traits with regression models for dense
molecular markers and pedigrees. Genetics 182(1): 375–385.

de los Campos, G., D. Gianola, and D. B. Allison, 2010a Predicting genetic
predisposition in humans: the promise of whole-genome markers. Nat.
Rev. Genet. 11: 880–886.

de los Campos, G., D. Gianola, G. J. M. Rosa, K. A. Weigel, and J. Crossa,
2010b Semi-parametric genomic-enabled prediction of genetic values us-
ing reproducing kernel Hilbert spaces methods. Genet. Res. 92: 295–308.

de los Campos, G., J. M. Hickey, R. Pong-Wong, H. D. Daetwyler, and
M. P. L. Calus, 2013 Whole-genome regression and prediction methods
applied to plant and animal breeding. Genetics 193: 327–345.

Dobzhansky, T., 1937 Genetics of the Evolutionary Process. Columbia
University Press, New York.

Endelman, J. B., 2011 Ridge regression and other kernels for genomic
selection with R package rrBLUP. Plant Genome 4: 250–255.

Efron, B., T. Hastie, I. Johnstone, and R. Tibshirani, 2004 Least angle
regression. Ann. Stat. 32: 407–499.

Falconer, D. S., and T. F. C. Mackay, 1996 Introduction to Quantitative
Genetics, Pearson Education Limited, Essex, England.

Faraway, J. J., 2006 Linear Models with R. CRC Press, Boca Raton, FL.
Fernando, R. L., and D. J. Garrick, 2008 GenSel—User manual for

a portfolio of genomic selection related analyses. Animal Breeding and
Genetics, Iowa State University, Ames. Available at: http://taurus.ansci.
iastate.edu/gensel.

Figure 13 Plots of the parametric to nonparametric accuracy and MSE ratios. The left sides of the plots show the additive cases, and the right
sides of the plots show the epistatic cases.

1044 | R. Howard, A. L. Carriquiry, and W. D. Beavis

http://CRAN.R-project.org/package=BLR
http://taurus.ansci.iastate.edu/gensel
http://taurus.ansci.iastate.edu/gensel


Fernando, R. L., and M. Grossman, 1989 Marker assisted selection using
best linear unbiased prediction. Genet. Sel. Evol. 21: 467–477.

Fisher, R. A., 1918 The correlation between relatives on the supposition of
Mendelian inheritance. Trans. R. Soc. Edinb. 52: 399–433.

Flint, J., and T. F. C. Mackay, 2009 Genetic architecture of quantitative
traits in mice, flies, and humans. Genome Res. 19: 723–733.

Friedman, J., T. Hastie, and R. Tibshirani, 2010 Regularization paths for
generalized linear models via coordinate descent. J. Stat. Softw. 33: 1–22
URL http://www.jstatsoft.org/v33/i01/.

Gelman, A., J. B. Carlin, H. S. Stern, and D. B. Rubin, 2003 Bayesian Data
Analysis. Chapman and Hall/CRC, Boca Raton, FL.

George, E. I., 2000 The variable selection problem. J. Am. Stat. Assoc. 95:
1304–1308.

Gianola, D., R. L. Fernando, and A. Stella, 2006 Genomic-assisted predic-
tion of genetic value with semiparametric procedures. Genetics 173:
1761–1776.

Gianola, D., G. de los Campos, W. G. Hill, E. Manfredi, and R. Fernando,
2009 Additive genetic variability and the bayesian alphabet. Genetics
183: 347–363.

Gianola, D., G. de los Campos, O. Gonzlez-Recio, N. Long, H. Okut et al.,
2010 Statistical learning methods for genome-based analysis of quan-
titative traits. World Genetic Congress Applied to Livestock Production.
Leipzig, Germany, CD-ROM Communication 0014.

Gianola, D., H. Okut, K. A. Weigel, and G. J. M. Rosa, 2011 Predicting
complex quantitative traits with Bayesian neural networks: a case study
with Jersey cows and wheat. BMC Genet. 12: 87.

Goodnight, C. J., 2000 Quantitative trait loci and gene interaction: the
quantitative genetics of metapopulation. Heredity 84: 587–598.

Guo, B., and W. D. Beavis, 2011 In silico genotyping of the maize nested
association mapping population. Mol. Breed. 27: 107–113.

Guo, B., D. Wang, Z. Guo, and W. D. Beavis, 2013 Family-based associa-
tion mapping in crop species. Theor. Appl. Genet. 126: 1419–1430.

Habier, D., R. L. Fernando, and J. C. M. Dekkers, 2007 The impact of
genetic relationship information on genome-assisted breeding values.
Genetics 177: 2389–2397.

Habier, D., R. L. Fernando, and J. C. M. Dekkers, 2009 Genomic selection
using low-density marker panels. Genetics 182: 343–353.

Habier, D., J. Tetens, F. R. Seefried, P. Lichtner, and G. Thaller, 2010 The
impact of genetic relationship information on genomic breeding values in
German Holstein cattle. Genet. Sel. Evol. 42: 5.

Habier, D., R. L. Fernando, K. Kizilkaya, and D. J. Garrick, 2011 Extension of
the bayesian alphabet for genomic selection. BMC Bioinformatics 12: 186.

Hardle, W., 1990 Applied Nonparametric Regression. Cambridge University
Press, Cambridge, United Kingdom.

Harville, D. A., 1976 Extension of the Gauss-Markov theorem to include
estimation of random effects. Ann. Stat. 4: 384.

Hastie, T., R. Tibshirani, and J. Friedman, 2009 The Elements of Statistical
Learning: Data Mining, Inference, and Prediction. Springer, New York,
New York.

Henderson, C. R., 1949 Estimates of changes in herd environment. J. Dairy
Sci. 32: 706.

Henderson, C. R., 1953 Estimation of Variance and Covariance Compo-
nents. Biometrics 9(2): 226–252.

Henderson, C. R., O. Kempthorne, S. R. Searle, and C. M. von Krosigk,
1959 The estimation of environmental and genetic trends from records
subject to culling. Biometrics 15: 192.

Henderson, C. R., 1963 Selection index and expected genetic advance.
NAS-NRC Publ. 982.

Henderson, C. R., 1975a Use of all relatives in intraherd prediction of
breeding values and producing abilities. J. Dairy Sci. 58: 1910.

Henderson, C. R., 1975b Best linear unbiased estimation and prediction
under a selection model. Biometrics 31: 423.

Henderson, C. R., 1984 Applications of Linear Models in Animal Breeding.
University of Guelph, Guelph, Ontario.

Henderson, C. R., 1988 Simple Method to Compute Biases and Mean
Squared Errors of Linear Estimators and Predictors in a Selection Model

Assuming Multivariate Normality. Journal of Dairy Science 71 (11):
3135–3142.

Heslot, N., H. P. Yang, M. E. Sorrells, and J. L. Jannink, 2012 Genomic
selection in plant breeding: A comparison of models. Crop Sci. 52: 146–160.

Hoerl, A. E., R. W. Kennard, and K. F. Baldwin, 1975 Ridge regression:
some simulations. Communications in Statistics 4: 105–123.

Hoerl, A. E., and R. W. Kennard, 1970a Ridge regression: biased estimation
for nonorthogonal problems. Technometrics 12: 55–67.

Hoerl, A. E., and R. W. Kennard, 1970b Ridge regression: applications to
nonorthogonal problems. Technometrics 12: 69–82.

Huang, N., E. R. Angeles, J. Domingo, G. Magpantay, S. Singh et al.,
1997 Pyramiding of bacterial blight resistance genes in rice: marker-
assisted selection using RFLP and PCR. Theor. Appl. Genet. 95: 313–320.

Huang, W., S. Richards, M. A. Carbone, D. Zhu, R. R. H. Anholt et al.,
2012 Epistasis dominates the genetic architecture of Drosophila quan-
titative traits. Proc. Natl. Acad. Sci. USA 109: 15553–15559.

James, W., 1890 The Principles of Psychology. H. Holt and Company, New York.
Judge, G. G., W. E. Griffiths, R. C. Hill, H. Lutkepohl, and T.-C. Lee,

1985 The Theory and Practice of Econometrics. New York: Wiley.
Karatzoglou, A., A. Smola, K. Hornik, and A. Zeileis, 2004 kernlab - An S4

Package for Kernel Methods in R. J. Stat. Softw. 11: 1–20 URL http://
www.jstatsoft.org/v11/i09/.

Kohavi, R. Mellish, C. S. ed., 1995 A study of cross-validation and bootstrap
for estimation and model selection, pp. 1137–1143 in Proceedings of the
14th International Joint Conference on Artificial Intelligence, edited by
C. S. Mellish. San Francisco, CA: Morgan Kaufmann Publishers.

Kruschke, J. K., 2010 Doing Bayesian Data Analysis: A Tutorial with R and
BUGS. Academic Press, Burlington, MA.

Lampinen, J., A. and Vehtari, 2001 Bayesian approach for neural networks
review and case studies. Neural Netw. 14: 257–274.

Lawrence, S., C. L. Giles, and A. C. Tsoi, 1997 Lessons in neural network
training: Overfitting may be harder than expected, pp. 540–545 in Pro-
ceedings of the Fourteenth National Conference on Artificial Intelligence,
AAAI-97. AAAI Press, Menlo Park, California.

Lawson, C., and R. Hansen, 1974 Solving Least Squares Problems. Prentice
Hall, Englewood Cliffs.

Lewontin, R., 1974 The Genetic Basis of Evolutionary Change. Columbia
University Press, New York.

Long, N., D. Gianola, G. J. M. Rosa, and K. A. Weigel, 2011 Application of
support vector regression to genome-assisted prediction of quantitative
traits. Theor. Appl. Genet. 123: 1065–1074.

Maenhout, S., B. De Baets, G. Haesaert, and E. Van Bockstaele,
2007 Support vector machine regression for the prediction of maize
hybrid performance. Theor. Appl. Genet. 115: 1003–1013.

Mayr, E., 1942 Systematics and the Origin of Species. Columbia University
Press, New York.

McCulloch, W., and W. Pitts, 1943 A logical calculus of ideas immanent in
nervous activity. Bull. Math. Biophys. 5: 115–133.

McGilchrist, C. A., 1993 REML estimation for survival models with frailty.
Biometrics 49: 221–225.

Melchinger, A. E., H. F. Utz, and C. C. Schon, 1998 Quantitative trait locus
(QTL) mapping using different testers and independent population
samples in maize reveals low power of QTL detection and large bias in
estimates of QTL effects. Genetics 149: 383–403.

Meuwissen, T. H. E., B. J. Hayes, and M. E. Goddard, 2001 Prediction of
total genetic value using genome-wide dense marker maps. Genetics 157:
1819–1829.

Mohan, M., S. Nair, A. Bhagwat, T. G. Krishna, M. Yano et al.,
1997 Genome mapping, molecular markers and marker-assisted selec-
tion in crop plants. Mol. Breed. 3: 87–103.

Moore, J. H., and S. M. Williams, 2009 Epistasis and its implications for
personal genetics. Am. J. Hum. Genet. 85: 309–320.

Nadaraya, E. A., 1964 On estimating regression. Theory Probab. Appl. 9:
141–142.

Nocedal, J., and S. J. Wright, 1999 Numerical Optimization. Springer, New
York.

Volume 4 June 2014 | Methods for Genomic Selection | 1045

http://www.jstatsoft.org/v33/i01/
http://www.jstatsoft.org/v11/i09/
http://www.jstatsoft.org/v11/i09/


Park, T., and G. Casella, 2008 The Bayesian Lasso. J. Am. Stat. Assoc. 103:
681–686.

Pérez, P., G. de los Campos, J. Crossa, and D. Gianola, 2010 Genomic-
enabled prediction based on molecular markers and pedigree using the
bayesian linear regression package in R. Plant Genome 3: 106–116.

Pérez-Rodriguez, P., and D. Gianola, 2013 brnn: brnn (Bayesian regulariza-
tion for feed-forward neural networks). R package version 0.3. http://
CRAN.R-project.org/package=brnn.

Pérez-Rodiguez, P., D. Gianola, G. Rosa, K. Weigel, and J. Crossa,
2013 Technical Note: An R package for fitting Bayesian regularized neural
networks with applications in animal breeding. J. Animal Sci. In press.

Piao, Z., M. Li, P. Li, J. Zhang, C. Zhu et al., 2009 Bayesian dissection for
genetic architecture of traits associated with nitrogen utilization efficiency
in rice. Afr. J. Biotechnol. 8: 6834–6839.

Piepho, H. P., 2009 Ridge regression and extensions for genomewide
selection in maize. Crop Sci. 49: 1165–1176.

R Development Core Team, 2008 R: A language and environment for
statistical computing. R Foundation for Statistical Computing, Vienna,
Austria. http://www.R-project.org/.

Rice, S. H., 1998 The evolution of canalization and the breaking of Von
Baer’s laws: modeling the evolution of development with epistasis. Evo-
lution 52: 647–656.

Robinson, G. K., 1991 That BLUP is a good thing: The estimation of ran-
dom effects. Stat. Sci. 6: 15–51.

Romero, E., and R. Alquézar, 2012 Comparing error minimized extreme
learning machines and support vector sequential feed-forward neural
networks. Neural Netw. 25: 122–129.

Ruppert, D., M. P. Wand, and R. J. Carroll, 2003 Semiparametric Regres-
sion. Cambridge Univ. Press, Cambridge, UK.

Schaalje, G. B., and A. C. Rencher, 2000 Linear Models in Statistics. Wiley
Series in Probability and Statistics, Hoboken, New Jersey.

Schucany, W. R., 2004 Kernel smoothers: an overview of curve estimators for
the first graduate course in nonparametric statistics. Stat. Sci. 4: 663–675.

Sheather, S. J., 2004 Density estimation. Stat. Sci. 19: 588–597.
Silverman, B. W., 1986 Density Estimation for Statistics and Data Analysis.

Monographs on Statistics and Applied Probability. Chapman and Hall, London.
Smith, M., 1996 Neural Networks for Statistical Modeling. International

Thomson Computer Press, Boston.
Steinwart, I., and A. Christmann, 2008 Support Vector Machines. Springer,

New York, New York.

Tibshirani, R., 1996 Regression shrinkage and selection via the lasso. J. R.
Stat. Soc., B 58: 267–288.

Titterington, D. M., 2004 Bayesian methods for neural networks and
related models. Stat. Sci. 19: 128–139.

Usai, M. G., M. E. Goddard, and B. J. Hayes, 2009 LASSO with cross-
validation for genomic selection. Genet. Res. 91: 427–436.

Vapnik, V., 1995 The Nature of Statistical Learning Theory, Ed. 2. Springer,
New York.

Vapnik, V., and A. Vashist, 2009 A new learning paradigm: Learning using
privileged information. Neural Networks 22: 544–557.

Visscher, P. M., C. S. Haley, and R. Thompson, 1996 Marker-assisted in-
trogression in backcross breeding programs. Genetics 144: 1923–1932.

Waddington, C. H., 1949 Canalization of development and inheritance of
acquired characters. Nature 150: 563–565.

Wade, M. J., 2000 Epistasis: Genetic Constraint Within. Populations and
Accelerant of Divergence Among Them. Oxford Univ. Press, New York.

Wahba, G., 1990 Spline Models for Observational Data. Society for Indus-
trial and Applied Mathematics, Philadelphia.

Watson, G. S., 1964 Smooth regression analysis. Sankhya A. 26: 359–372.
Wilson, S. R., 2004 Epistasis, pp. 317–320 in Nature Encyclopedia of the

Human Genome, Vol. 2. London: Nature Publishing Group.
Xu, P., L. Wang, and W. D. Beavis, 2011 An optimization approach to gene

stacking. Eur. J. Oper. Res. 214: 168–178.
Yandell, B. S., T. Mehta, S. Banerjee, D. Shriner, R. Venkataraman et al.,

2007 R/qtlbim: QTL with Bayesian Interval Mapping in experimental
crosses. Bioinformatics 23: 641–643.

Yandell, B. S., and Y. Nengjun, with contributions from T. Mehta, S. Banerjee,
D. Shriner, et al., 2012 qtlbim: QTL Bayesian Interval Mapping. R
package version 2.0.5. http://CRAN.R-project.org/package=qtlbim

Yi, N., and D. Shriner, 2008 Advances in Bayesian multiple quantitative
trait loci mapping in experimental crosses. Heredity 100: 240–252.

Yi, N., D. Shriner, S. Banerjee, T. Mehta, D. Pomp et al., 2007 An efficient
Bayesian model selection approach for interacting quantitative trait loci
models with many effects. Genetics 176: 1865–1877.

Yoshiki, A., and K. Moriwaki, 2006 Mouse phenome research: implications
of genetic background. ILAR J. 47: 94–102.

Young, N. D., 1996 QTL mapping and quantitative disease resistance in
plants. Annu. Rev. Phytopathol. 34: 479–501.

Communicating editor: R. W. Doerge

1046 | R. Howard, A. L. Carriquiry, and W. D. Beavis

http://CRAN.R-project.org/package=brnn
http://CRAN.R-project.org/package=brnn
http://www.R-project.org/
http://CRAN.R-project.org/package=qtlbim

