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Abstract

Gesture facilitates language production, but there is debate surrounding its exact role. It has been

argued that gestures lighten the load on verbal working memory (VWM; Goldin-Meadow et al.,

2001), but gestures have also been argued to aid in lexical retrieval (Krauss, 1998). In the current

study, 50 speakers completed an individual differences battery that included measures of VWM

and lexical retrieval. To elicit gesture, each speaker described short cartoon clips immediately

after viewing. Measures of lexical retrieval did not predict spontaneous gesture rates, but lower

VWM was associated with higher gesture rates, suggesting that gestures can facilitate language

production by supporting VWM when resources are taxed. These data also suggest that individual

variability in the propensity to gesture is partly linked to cognitive capacities.
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People often gesture with their hands while speaking. There is considerable evidence that

listeners can benefit from speakers' gestures, particularly if the gestures reinforce the

information conveyed in speech (e.g., Valenzeno, Alibali, & Klatzy, 2003). However,

speakers often gesture in the absence of an audience (Alibali, Heath, & Meyers, 2001), and

speakers who are blind from birth gesture – even to blind listeners (Iverson & Goldin-

Meadow, 2001). These findings suggest that in addition to a communicative function,

gesture may serve speaker-internal needs. At the same time, there is individual variability in

the propensity to gesture and, currently, the sources of this variation are largely unknown

(Alibali, 2005;cf. Hostetter & Alibali, 2007). Understanding what drives some speakers to

gesture more can thus help to elucidate the types of cognitive processes that gesture may

benefit and the mechanisms by which those benefits accrue.
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Here we test two prominent hypotheses explaining how gesture might aid language

production. One is that gesturing aids speakers by “lightening the load” on verbal working

memory (VWM) during language production (Goldin-Meadow et al., 2001; Ping & Goldin-

Meadow, 2010; Wagner, Nusbaum, & Goldin-Meadow, 2004). Speakers are more likely to

recall a word list if they can gesture during a description task that separates the encoding and

retrieval of the list suggesting that gesturing can free up VWM resources during speech (as

well as spatial working memory; Wagner et al., 2004), which allows for better maintenance

of the load during the description phase (Goldin-Meadow et al., 2001). This effect has been

observed independent of whether the items being described in the intervening task are

present, suggesting that the memory benefits afforded by gesture are not solely due to

speakers using gesture to index objects in the immediate environment (Ping & Goldin-

Meadow, 2010). Wagner et al. (2004) suggest that gesture reduces working memory load by

providing an organizing framework for language production that affords better use of VWM

resources (e.g., chunking); cf, Kita, 2000.

A second hypothesis is that gesture supports lexical retrieval by facilitating word activation

(Krauss, 1998; Krauss, Chen, & Gottesman, 2000). Krauss and colleagues' (Krauss et al.,

2000; Krauss & Hadar, 1999) Lexical Retrieval Hypothesis (LRH) argues that some iconic

gestures1, i.e., those that reflect the meaning of the speech, specifically aid in lexical access

through cross-modal priming: The motor representation of the activated concept primes the

phonological form of the associated word via semantics. Some evidence for the LRH comes

from the timing of gestures in relation to speech. The initiation of gestures precedes the

articulation of their lexical affiliates by approximately a second, and gestures terminate at

approximately the same time at which the articulation of the associated word begins

(Morrel-Samuels & Krauss, 1992). Relatedly, late-talkers (i.e, children with delayed onset of

productive, expressive vocabulary) use communicative gestures more than typically

developing children (Thal & Tobias, 1992), suggesting that gesture rates may be related to

vocabulary size as well as lexical retrieval.

The “lightening the load” hypothesis and LRH similarly predict benefits of gesture for

language production, and, indeed, these hypotheses are not necessarily mutually exclusive.

In this paper we test the predictions of these two accounts by examining whether individual

differences in speakers' tendencies to spontaneously gesture during a language production

task are related to their working memory resources and/or lexical access abilities. If

individuals who are less verbally fluent or have smaller vocabularies produce more iconic

gestures, then this would support the hypothesis that lexical retrieval difficulties are a

primary driving force for gesture production. If individuals with lower working memory

capacity gesture more overall, this supports the “lightening the load” hypothesis and,

importantly, extends it by suggesting that a driving force for the spontaneous production of

gestures during speech may be points in which working memory is taxed.

The current study used two complex span tasks to measure individuals' VWM capacities.

We assume that lexical retrieval is associated with at least two factors: the number of words

a speaker knows and how quickly those words can be retrieved from the mental lexicon (for

1Krauss (1998) refers to these gestures as lexical gestures.
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a similar suggestion see Bialystok, Craik, & Luk, 2008). Therefore, lexical retrieval abilities

were measured using a standard vocabulary test, and phonemic and semantic verbal fluency

tasks (Tombaugh, Kozak, & Rees, 1999), which require speakers to retrieve words from a

particular letter or semantic category under time pressure (see Hostetter & Alibali, 2007).

Vocabulary has been found to be highly correlated with measures of confrontation naming

(e.g., the Boston Naming Test, r=.83; Hawkins and Bender, 2002), which are commonly

used to index word finding abilities in older adults and clinical populations (e.g., Calero et

al., 2002; Schmitter-Edgecombe et al., 2000), but which, in educated young adults, yield

scores that cluster around the mean, producing low sensitivity for indexing individual

differences (Hamby, Bardi, and Wilkins, 1997). Fluency tasks, which are used in a wide

range of neuropsychological assessments, are complicated and known to be associated with

multiple cognitive processes. However, performance on verbal fluency tasks (and especially

semantic fluency) has regularly been used to measure lexical retrieval abilities among

various populations (bilinguals: Bialystok et al., 2008; Gollan, Montoya, & Werner, 2002;

Luo, Luk, & Bialystok, 2010; children: Riva, Nichelli & Devoti, 2000; schizophrenics:

Allen, Liddle, & Frith, 1993; Vinogradov, Kirkland, Poole, Drexler, Ober, & Shenaut, 2003)

and has been shown to be correlated with both vocabulary size (Bialystok et al., 2008; Luo

et al., 2010) and picture naming abilities (Calero et al., 2002; Schmitter-Edgecombe et al.,

2000). Thus, verbal fluency has been assumed to be tied to at least some of the processes

involved in normal lexical retrieval.

Method

Participants

Fifty University of Illinois Urbana-Champaign undergraduates (18 male) participated in the

experiment. All participants were native English speakers and received course credit for

their participation.

Individual differences battery

Listening Span—This task was a computer-based version of the listening span task used

in Stine and Hindman (1994). Critical trials began with participants listening to a recorded

sentence. As soon as the recorded sentence ended, they were prompted to determine whether

the sentence was true or false, and made responses by a keypress. Between each sentence a

letter was presented auditorily. At the end of a set of sentences, participants were asked to

recall the letters that they heard in order by typing the letters. Participants completed 10

critical sentence sets in a random order (2 each at set sizes of 2 through 6). Two practice

trials at set size 2 preceded the critical trials. The task was scored according to the Partial-

Credit Unit-Weighted method (Conway, Kane, Bunting, Hambrick, Wilhelm, & Engle,

2005).

Subtract Two Span—The task was a computer-based version of the Subtract Two Span

task in Salthouse (1988). Critical trials began with a set of digits (0–9) presented one at a

time for one second each on a computer screen. Participants read the digits aloud as they

appeared. Immediately after digit presentation, participants were required to mentally

subtract two from each of the digits retained in memory and recall the resulting answers in
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the order in which the digits were presented. Set sizes ranged from 2 to 7 and were presented

in a random order. Two practice trials at set size 2 preceded the critical trials. The task was

scored according to the Partial-Credit Unit-Weighted method (Conway et al., 2005).

Extended Range Vocabulary Test (ERVT)—The task was a computer-based version

of the ERVT in the Kit of Factor-Referenced Cognitive Tests (Ekstrom, French, Harman, &

Dermen, 1976). Participants were presented with a target word and a list of five words and

the option “don't know.” Participants chose the candidate word that was most similar in

meaning to the target word, or indicated that they did not know the answer. There were two

blocks of 24 items. Participants received a point if they chose the correct response, no points

for a “don't know” response, and a −0.25 penalty was applied for incorrect guesses.

Verbal Fluency Tasks—This task was a computer-based version of the phonemic and

semantic fluency tasks (Tombaugh et al., 1999). In the phonemic fluency task participants

were given 60 seconds to generate as many unique words as possible that began with a

particular letter (F, A, S). In the semantic fluency task, participants had 60 seconds to

generate as many unique exemplars from a particular semantic category as they could (e.g.

animals, furniture). Participants saw a category name appear at the center of the screen with

a prompt to begin generating responses. Participants were encouraged to continue to

generate responses until the 60 seconds had elapsed. All participants received the category

prompts in the same order. All responses were recorded and transcribed. Every unique

response was given a point, with repetitions receiving no points.

Composite measures—Each task's scores were standardized by z-scoring. The

correlation matrix of individual difference measures is presented in Table 1. A Verbal

Working Memory (VWM) composite score was calculated by averaging the standardized

Listening Span and Subtract Two Span scores. A Vocabulary composite score was

calculated by averaging the standardized scores on each block of the ERVT. A phonemic

verbal fluency (PVF) and semantic verbal fluency (SVF) composite score was calculated by

averaging the standardized scores for each category in the PVF and SVF tasks, respectively.

Composite measures were normally distributed, and only the two verbal fluency composite

measures were significantly correlated (PVF/SVF r = .36, p < .05; other |r|s < .23, ps > .13).

Gesture elicitation task

Participants watched five silent 30-second clips from Tom and Jerry cartoons. Immediately

after watching each clip, participants were told to describe the actions that happened in the

clip in order, in as much detail as possible. Participants were informed that they may be

video recorded during the course of the experiment, but they were not explicitly told that

this task was being recorded.

Gesture coding—Gestures counts were coded by the first author and a research assistant;

all coding was completed with video and audio playing. To code the total number of

gestures produced, coders watched each video description and counted the total number

gestures produced in each description. Gesture presence was coded by assigning

descriptions with a non-zero gesture count a score of 1, and descriptions with gesture counts
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of zero were assigned a score of 0. Inter-rater reliability was high for both measures (counts:

ICC(3,2) = 0.98, p <.001, presence: ICC(3,2) = 0.94, p <.001; Shrout & Fleiss, 1979). For

each video description, the number of gestures classified as iconic (i.e., gestures that depict

or represent the speech produced) using standards outlined in McNeill (1992) were counted,

and the presence of an iconic gesture was determined as described above. Inter-rater

reliability was high for both measures (counts: ICC(3,2) = 0.90, p <.001, presence: ICC(3,2)

= 0.94, p <.001; Shrout & Fleiss). Data coded by the first author were used in all analyses,

but statistical patterns are identical when the coding by the second coder is used.

Procedure

Each participant was run individually in the experiment by an experimenter who was present

throughout the entire session. All participants completed the main tasks described above, as

well as several intervening filler tasks in a fixed order. The main tasks appeared in the

following order: Listening Span, Subtract Two Span, ERVT, Gesture elicitation, PVF, and

SVF.

Results

Gesture presence

The likelihood of gesturing during a description was analyzed using a logistic mixed-effect

regression model with VWM, Vocabulary, PVF, and SVF composite scores and gender as

fixed effects, and random intercepts for speaker and video clip2. The predicted probability of

gesturing as a function of each composite score is shown in Figure 1. Increased VWM was

associated with reduced gesture production (z = −3.68, p < .01). Vocabulary, PVF, SVF, and

gender did not predict gesture production (|z|s < 1.28, ps > .20). An analysis of iconic

gesture presence utilizing a logistic mixed-effect regression model with identical model

specifications produced statistically identical results (VWM: z = −3.18, p < .01; other

measures |z|s < 1.01, ps > .31).

Gesture counts

The overall number of gestures produced per description was analyzed using a zero-inflated

Poisson mixed regression model (Fournier et al., 2012) with VWM, Vocabulary, PVF, and

SVF composite scores and gender as fixed effects, and random intercepts for speaker and

video clip. The effect estimates for each predictor are shown in Figure 2. Increased VWM

was associated with lower gesture counts (z = −2.82, p < .01). Vocabulary, PVF, SVF, and

gender did not predict gesture counts (|z|s < 1.28, ps > .20). An analysis of iconic gesture

counts utilizing a zero-inflated Poisson mixed regression model with identical model

specifications produced statistically identical results (VWM: z = −3.05, p < .01; other

measures |z|s < 1, ps > .37).

Each subject's VWM z-scores are plotted against their mean gesture counts across the five

videos in Figure 3a. Residualized gesture counts were obtained by running a regression

2Because PVF and SVF composite scores were significantly correlated, all reported models were also run using residualized versions
of these predictors to reduce collinearity. All models were statistically identical to the main models reported.
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model excluding VWM as a predictor. These are plotted against VWM z-scores in Figure

3b.

To control for the possibility that participants produced different amounts of speech and

consequently varied in the opportunities they had to gesture, we included gesture rate

(gesture per 100 words) as a dependent variable. This yielded identical result patterns (t =

-2.710, p < .01).

Discussion

The results show that lower VWM was associated with both an increased probability of

gesturing and with how many gestures were produced (overall as well as per unit of speech),

providing the first evidence that the amount that individual people gesture when speaking is

linked to their VWM capacity, for relatively natural speech production tasks (with no special

memory demands) wherein gesturing was neither encouraged nor constrained. Thus, these

findings constitute a novel and powerful source of evidence supporting the hypothesis that

gesture “lightens the load” on VWM during speech production (Goldin-Meadow et al.,

2001; Ping & Goldin-Meadow, 2010; Wagner et al., 2004).

In contrast, vocabulary did not predict gesture rates, suggesting that spontaneous gesture

rates are not dependent upon the number of words a speaker knows. The verbal fluency

tasks employed in this study required speakers to quickly access their mental lexicon in a

targeted search of words that either were members of a specific semantic category or started

with a particular letter; however, performance on these semantic and phonemic3 verbal

fluency tasks also did not predict overall or iconic gesture rates. Moreover, a recent study

also examining individual differences in gesture production found that confrontation naming

times were not related to gesture rates (Chu, Meyer, Foulkes, & Kita, in press) The LRH

(Krauss et al., 2000) holds that iconic gestures aid in lexical access by cross-modal priming

of word forms through motor movements. The current findings are not necessarily evidence

against the LRH, but they do suggest that individual differences in VWM, rather than lexical

access difficulty, may be a more important determinant of the tendency to spontaneously

gesture during relatively naturalistic description tasks of the type used here. The

mechanisms described by the LRH seem most applicable when a specific lexical item must

be retrieved; in freeform production, speakers may be able to get around lexical access

difficulties using other strategies (for example, choosing different words or using a vaguer

description).

Whereas, in the absence of strong constraints, difficulties with lexical access may not always

factor prominently in language production, at least for healthy young adults, current (albeit

still limited) evidence points to a tight relationship between VWM and planning processes in

3Our results did not replicate the U-shaped main effect of phonemic fluency on gesture rates reported by Hostetter & Alibali (2007).
We found no relation between phonemic fluency and gesture rate both in a model with only phonemic fluency (t = -0.57, p =.57) and
in a model with all other predictors (t = -0.95, p = 0.32). Importantly, however, their main effect was qualified by an interaction with
spatial abilities (in which speakers with low phonemic fluency but high spatial abilities produced nearly double the rate of gestures as
any other group), and we did not measure spatial abilities here. Hostetter & Alibali (2007) did not measure working memory, so it is
unknown whether there were co-occuring working memory differences across the phonemic fluency groups. Thus, it is not clear to
what extent the results in these studies are actually discrepant.
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production (see Acheson & MacDonald, 2009). The scope of advance grammatical planning

in production seems to be dependent on VWM (Martin, Miller, & Vu, 2004), word order

choices are affected by VWM load (Slevc, 2011), some types of grammatical speech errors

are more likely when VWM is taxed (Hartsuiker & Barkhuysen, 2006), and impairments in

verbal short term memory are associated with production deficits (e.g., Martin & Freedman,

2001). Many existing accounts of gesture production claim that gesture and speech planning

are carried out by shared processing mechanisms (e.g., de Ruitter, 2000; McNeill, 1992),

and, thus, the current findings suggest that gesture production is linked to some of the same

VWM-related processing resources recruited during message formulation and grammatical

planning in language production.

The current data do not explain precisely how gesture interacts with working memory

(WM), but there are several alternatives proposed in the literature. Essentially all models of

gesture production claim that WM is the origin of co-speech gesture (see de Ruitter, 2000;

Krauss et al., 2000); however, models specify different subcomponents of WM as the source

of gesture. Chu et al. (in press) found that spatial working memory was related to gesture

rate; however, there was no relationship between performance on a simple (digit) span task

and gesture rate. The LRH (Krauss et al., 2000) claims that spatial WM is the source of

gesture, and that the gesture formulator interacts with language production processes at the

stage when phonological word forms are being planned and produced. In linking increased

gesture rates to lower WM capacity, our data point to a role and/or source for cospeech

gestures that cannot be explained solely (or even primarily) by lexical access difficulty.

Wagner et al. (2004) argue that the representation of gesture is propositional (like language)

rather than spatial (cf. Kita, 2000) and that the benefits that gesture affords speech arise

because gesture provides a “framework that complements and organizes speech” (p. 406).

Additionally, other accounts of gesture production (e.g., de Ruitter, 2000; Goldin-Meadow

et al., 2001; Kita, 2000; Kita Özyürek, Allen, Brown, Furman, & Ishizuka, 2007; McNeill &

Duncan, 2000) claim that processing underlying gesture and language production are

interactive at early and/or nearly all stages of the production process.

Although previous work has convincingly demonstrated that gesture can provide benefits (or

at least that suppressing gesture has costs) for learning and memory (Goldin-Meadow, 2001;

Ping & Goldin-Meadow, 2010; Wagner et al., 2004), it leaves open questions of precisely

when -- and for whom -- such benefits arise. If gesture is a general tool for facilitating

speech production, one might expect all speakers to gesture as much as possible so that less

pressure is placed on the procesing system. Indeed, if gesture were ubiquitously helpful, one

might even expect speakers with more resources to be better able to take advantage of this

strategy and thus to gesture more frequently. That we do not see uniform gesture rates in our

population and that it is lower WM capacity participants that gesture more frequently

suggests instead that gesture is brought on-line particularly at points of complexity, points

that low span speakers are likely to reach before high span speakers. This notion is

consistent with recent work by Marstaller & Burianová (2013) who found that speakers with

low WM capacity suffered from lower accuracy on a WM task in which they were not

permitted to gesture. Participants with high WM capacities, as well as low capacity

participants who were allowed to gesture, were unaffected. Thus, gesture does not just
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simply “lighten the load,” but rather does so only at points at which the speaker's load is

overwhelming. This view accords well with patterns in language development, wherein

children use gesture/speech combinations to create language structures (e.g., saying “bottle”

while pointing at a baby to communicate possession; see review in Goldin-Meadow and

Alibali, 2013) that they are not yet capable of producing in speech alone -- i.e., to overcome

their current capacity limitations.

In sum, the finding that spontaneous gesture production is associated with a speaker's VWM

capacity provides novel support for the hypothesis that gestural and linguistic planning rely

on similar processing resources. These results support and extend the “lightening the load”

hypothesis of gesture production (Goldin-Meadow, 2001; Ping & Goldin-Meadow, 2010;

Wagner et al., 2004), suggesting that gesture is a tool that speakers can use to help organize

thought for speech when VWM resources are taxed during language production. Most

importantly, the current work begins to elucidate the reasons why people gesture when they

speak, and why some speakers gesture more than others.
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• We examine the relationship individual difference measures and spontaneous

gesture.

• Lower verbal working memory was associated with higher gesture rates.

• This finding suggests gesturing may free up working memory resources for

speaking.
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Figure 1.
Predicted probability of a gesture being produced in a description as a function of the z-

scored composite predictors. Bands around the regression lines indicate 95% CIs computed

from SEMs. Raw data (with jitter) are shown as points (1 = gesture, 0 = no gesture). VWM =

Verbal Working Memory; PVF = Phonemic Verbal Fluency; SVF = Semantic Verbal

Fluency.
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Figure 2.
Bars indicate standardized effect estimates (βs) for each composite predictor in the zero-

inflated Poisson regression model. Error bars represent 95% confidence intervals calculated

from each estimate's SEM. Bars below the horizontal axis indicate that gestures decreased

with increases in the composite predictor. VWM = Verbal Working Memory; PVF =

Phonemic Verbal Fluency; SVF = Semantic Verbal Fluency.
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Figure 3.
(a) Mean gesture counts were computed by averaging the gesture counts for each subject's

five videos. Bands around the regression lines indicate 95% CIs. (b) Residual gesture counts

were computed using the residuals from a regression model including Vocabulary, PVF,

SVF, and gender, but excluding VWM. Bands around the regression lines indicate 95% CIs.
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