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There is overwhelming evidence that ions are present near the
vapor–liquid interface of aqueous salt solutions. Charged groups
can also be driven to interfaces by attaching them to hydrophobic
moieties. Despite their importance in many self-assembly phenom-
ena, how ion–ion interactions are affected by interfaces is not
understood. We use molecular simulations to show that the effec-
tive forces between small ions change character dramatically near
the water vapor–liquid interface. Specifically, the water-mediated
attraction between oppositely charged ions is enhanced relative
to that in bulk water. Further, the repulsion between like-charged
ions is weaker than that expected from a continuum dielectric
description and can even become attractive as the ions are drawn
to the vapor side. We show that thermodynamics of ion associa-
tion are governed by a delicate balance of ion hydration, in-
terfacial tension, and restriction of capillary fluctuations at the
interface, leading to nonintuitive phenomena, such as water-
mediated like charge attraction. “Sticky” electrostatic interactions
may have important consequences on biomolecular structure, as-
sembly, and aggregation at soft liquid interfaces. We demonstrate
this by studying an interfacially active model peptide that changes
its structure from α-helical to a hairpin-turn–like one in response to
charging of its ends.
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Traditional models of an air–water interface of a salt solution
present a picture in which salt ions are excluded from the

interfacial region (1). However, recent simulations and experiments
have shown that certain chaotropic ions, such as iodide, azide, and
thiocyanate, can adsorb to the air–water interface (2–7). Even when
ions are depleted from the interface, the extent of depletion is
limited to a nanometer length scale (8). Charged species can also be
driven to an air–water interface by covalently attaching them to
hydrophobic moieties, as in ionic surfactants, or interfacially active
proteins (9, 10). Thermodynamics of ion adsorption to interfaces
are complex, determined by a balance of energetic and entropic
contributions (7, 11, 12). The net energetic contribution can be
favorable or unfavorable, depending on the differences between
ion–water, ion–ion, and water–water interactions in bulk and at the
interface. The entropic contribution is typically unfavorable due to
the restriction of water molecules in the hydration shell of the ion
and the corresponding pinning of capillary fluctuations at the in-
terface (7, 13, 14). Solvent structure and fluctuations at the interface
are also known to play an important role in ion dissociation path-
ways in the transport of ions across liquid–liquid interfaces (15).
How these factors govern the effective ion–ion interactions near
aqueous interfaces and, in turn, influence interfacial self-assembly
and aggregation is, however, not understood.
We present results from extensive molecular simulations of ion

hydration and ion–ion interactions near a water vapor–liquid in-
terface. Our principal results are that solvent-mediated attraction
between oppositely charged ions is enhanced near the interface
relative to that in bulk. Further, the repulsion between like-charged
ions is weaker than that expected from a continuum dielectric de-
scription and can even become attractive as the ions are drawn

toward the vapor side. We show that the thermodynamics of ion
association are governed by a delicate balance of ion hydration,
interfacial tension, and restriction of capillary fluctuations at the
interface, leading to nonintuitive phenomena, such as water-mediated
attraction between like-charged ions. We demonstrate the con-
sequences of “sticky” electrostatic interactions near the interface by
studying the conformations of an interfacially active peptide. Our
results have implications on interface-mediated self-assembly and
suggest that water-mediated electrostatic interactions may play an
even more important role at soft aqueous interfaces compared with
that in bulk water. These results on ions along with the results of
recent studies on hydrophobic interactions at aqueous interfaces
(16–18) provide a framework for understanding and manipulating
self-assembly of surfactants, peptides, proteins, and other macro-
molecules at interfaces.

Results and Discussion
Ion Pair Potentials of Mean Force in the Interfacial Environment. Fig.
1 summarizes how the effective interaction between oppositely
charged ions is affected near an interface. Specifically, Fig. 1B shows
the potential of mean force (PMF), W ðrjzÞ, between a M+ −M−

ion pair in bulk water and at six different z locations, sampling the
region from 1 nm into the liquid side ðz= 1Þ to 1 nm on the vapor
side of the interface ðz=−1Þ. The W ðrjzÞ profiles in Fig. 1B have
been set to zero at r= 1:2 nm for reference. In bulk water, the
M+ −M− PMF shows features typical of solvent-mediated inter-
actions (19, 20), with a contact minimum at r= 0:39 nm, a solvent-
separated minimum at r= 0:55 nm, and a desolvation barrier be-
tween the two minima.W ðrjzÞ becomes negligible in magnitude for
ion separations larger than 1 nm. The effective interaction, W ðrjzÞ,
between these small model ions,M+ andM−, at z= 1 nm is already
similar to that in bulk water. However, as the ion pair is moved
toward the interface, i.e., z< 1, W ðrjzÞ becomes highly sensitive to
the location of the ion pair relative to the interface. There is a
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monotonic decrease in the contact minimum, suggesting stronger
water-mediated attraction between the M+ −M− ion pair in the
interfacial region. This is consistent with previous molecular dy-
namics and continuum electrostatic calculations that have
shown an increased stability of a NaCl ion pair at the water–1,2-
dichloroethane liquid–liquid interface (21). As the ion pair is
drawn further toward the vapor side ðz≤ 0Þ, the effective ion–ion
attraction is further strengthened, and W ðrjzÞ displays long-range
correlations spanning the box length. Such long-ranged correla-
tions are not an artifact of electrostatic calculations or the sim-
ulation methods used. By performing electrostatic calculations
using the particle mesh Ewald (PME) as well as the slab Ewald
summation (22), by repeating calculations for a larger box size,
and by using neutral hydrophilic solutes instead of ions in in-
dependent simulations, we show later in this paper (and in SI
Text) that these long-ranged correlations arise from capillary
fluctuations and interfacial deformation.
The W ðrjzÞ profiles in Fig. 1B are referenced to a convenient

yet arbitrary choice of r= 1:2 nm. We have also obtained the
full 3D PMF landscape, W ðr; zÞ, where only a single state on
the liquid side of the interface is used as a reference; i.e.,
W ðr= 1:2; z= 1Þ= 0 (Fig. 1C). This landscape highlights that
work is required to move a M+ −M− ion pair from water to the
interface and to the vapor side, as reflected in the increase of
W ðr; zÞ along z for most r values. Once this work is expended, the
effective ion–ion attraction is stronger than that in the bulk. For
certain salts this strong attraction at the interface may even drive
ion pairs from bulk water to the interface (23). Such an en-
hancement of ion density at the interface is thought to underlie
the “Ray-Jones” effect (24, 25), especially at low bulk concen-
trations. The enhancement of ion density near the interface

coupled with ion-induced quenching of capillary waves may lead
to layering of ions in the direction perpendicular to the interface.
Recent X-ray reflectivity experiments have shown layering of
erbium chloride at the air–water interface (26).
What are the molecular origins of enhanced ion–ion attrac-

tions at the interface? A simple dielectric description of the in-
terface would suggest a lower dielectric constant there and,
correspondingly, lower screening of ion–ion interactions com-
pared with that in bulk water. The observed stronger attraction
between the M+ −M− ions is qualitatively consistent with such
an expectation. However, for like-charged ions, the dielectric
description would suggest a stronger repulsion near the vapor–
liquid interface, becoming more pronounced as the ions are
drawn to the vapor side. Such enhanced repulsion is not ob-
served in our simulations. Fig. 2 shows the W ðrjzÞ profiles for
like-charged M+ −M+ and M− −M− ion pairs at various z
locations. In bulk water, as expected, the direct ion–ion elec-
trostatic repulsion dominates the short-range part ðr< 0:5 nmÞ.
At intermediate separations, 0:5< r< 1 nm, W ðrjzÞ profiles for
both ion pairs show small oscillations, reflecting the effects of
solvent structuring in ion hydration shells. The first minimum in
W ðrjzÞ profiles at r≈ 0:55 nm is not a “contact minimum” but
corresponds to a “water-bridged” configuration, in which a few
hydration water molecules shared by both ions mediate their
interaction. Structural details of such solvent-bridged minimum
configurations have been reported previously for like-charged
halide ion pairs (27, 28). PMFs for both ion pairs become neg-
ligible for r> 1 nm in bulk water.
In contrast to the expectations of continuum dielectric models,

the like-charged ion–ion PMFs display an overall strengthening
of their effective attraction near the interface and especially on
the vapor side. The stronger preference for water-bridged con-
figurations is reflected in the deep minimum at r≈ 0:55 nm, in
the M− −M− PMF at z=−1. Interestingly, some oscillations in
the PMF are retained even at z=−1, suggesting that ions are
partially hydrated on the vapor side of the interface.

Ion Solvation Thermodynamics. To understand the above coun-
terintuitive results, we first focus on single-ion solvation near the
interface. We define ΔGðzÞ as the free energy or the reversible
work required to move a solute from the liquid side of the
interface ðz= 1Þ to a given z location. Fig. 3 shows ΔGðzÞ for
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Fig. 1. (A) The schematic shows an oppositely charged M+ −M− ion pair
separated by r and situated in a plane at a distance z from the interface. The
z axis is normal to the plane of the average vapor–liquid interface ðz= 0Þ,
with z> 0 being the liquid side. (B) PMF between M+ and M− ions calculated
in various z planes. We set WðrjzÞ=0 in each z plane at r = 1.2 nm for ref-
erence. (C) The 3D Wðr,zÞ PMF landscape for the M+ −M− ion pair in which
an ion pair separated by 1.2 nm and located at z= 1 is used as a reference
state; i.e., Wðr = 1:2,z= 1Þ=0. This landscape highlights the work needed to
move an ion pair from bulk water to the interfacial region.

A

B

Fig. 2. (A and B) PMFs between like charges (A)M+
–M+ and (B)M−

–M− at
various z locations in the interfacial region. For reference, we set the PMF
profile in each z plane to zero at r = 1:2nm. The effective repulsion between
like-charged ions is not enhanced. In fact, ion–ion interactions can become
attractive on the vapor side as indicated by PMFs for z< 0.
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M+ andM− ions and a neutralM0 solute. Water-to-vapor transfer
of the neutral/hydrophobic (i.e., M0) solute is favorable, and its
thermodynamics are well understood (16, 29–32). Indeed, ΔGðzÞ
at z=−1 is negative and is favored by a positive entropy change,
and its value matches the water-to-vapor transfer free energy
calculated using Widom’s insertion method (33). This is expected
as the M0 solute is completely dehydrated at z=−1 (Fig. 3 D and
F). The ΔGðzÞ profile displays a minimum slightly to the vapor
side of the interface, reflecting favorable energetic interactions of
the M0 solute with the aqueous phase (3, 32).
In contrast, ΔGðzÞ values for both M+ and M− ions increase

monotonically to small positive values as the ions are moved from
liquid to the interface. As the ions are drawn further into the vapor
phase, ΔGðzÞ increases dramatically, reaching ≈ + 90 kJ=mol for
both M+ and M− ions at z=−1. Details of the ΔGðzÞ profile
depend on the size and the charge density of the ions. Even though
there is no minimum in ΔGðzÞ profiles at the interface forM+ and
M− ions studied here, a minimum does exist for ions having lower
charge densities as shown by Otten et al. (7).
Despite the large amount of work required to pull the ions

away from the liquid phase, as reflected in the large positive
ΔGðzÞ at z=−1, its magnitude is only 20–25% of the liquid-to-
vacuum transfer free energy of these ions (≈ + 380 kJ=mol for
the M+ ion and ≈ + 450 kJ=mol for the M− ion). This obser-
vation suggests that the ions are not completely dehydrated at
z=−1. Indeed, Fig. 3 E and F shows that the ions are able to
maintain most of their hydration water molecules by deforming
the vapor–liquid interface. The M− and M+ ions lose only about
2 and 4 molecules, of 8 and 10 hydration shell water molecules in
the bulk, respectively. That the M− ion retains a larger fraction
of its hydration water is consistent with the more favorable hy-
dration of negative ions compared with positive ions of the same
size (34–37). Interfacial deformation following the movement of
ions across soft aqueous interfaces has been observed in previous
simulation studies (3, 38).

Both interface deformation and partial dehydration of ions
contribute to ΔGðzÞ for z< 0. Below we estimate these con-
tributions, using macroscopic interfacial thermodynamics and
bulk coordination statistics to illustrate consistency with the
physical picture presented above. Pulling an ion to a given z
location on the vapor side increases the interfacial area by
ΔAðzÞ, and the corresponding free energy change is given by
ΔGdefðzÞ≈ γΔAðzÞ, where γ is the water vapor–liquid surface
tension. We calculate AðzÞ by applying the coarse-graining pro-
cedure of Willard and Chandler (39) to instantaneous config-
urations and estimate ΔAðzÞ as ΔAðzÞ= hAðzÞi− hAðz= 1 Þi, where
〈〉 represents an ensemble average with the ion fixed at a given
z location. Table 1 shows that for −0:5< z< 0, the interface is
slightly deformed, and ΔGdefðzÞ accounts for ∼50–60% of the
overall free energy change, ΔGðzÞ, for both the M+ and M− ions.
As the ions are pulled further into the vapor phase, the dominant
role of interface deformation becomes clear, with ΔGdefðzÞ con-
tributing as much as 70–80% of ΔGðzÞ.
The contribution to ΔGðzÞ from partial dehydration of ions

can be estimated from the knowledge of bulk coordination sta-
tistics of ions (40). If PðNshÞ is the probability of observing Nsh
water molecules in an ion’s hydration shell, then the reversible
work required to remove δN water molecules from the shell is
given approximately by −kBT ln½PðNp

sh − δNÞ=PbulkðNp
shÞ�, where

Np
sh is the most probable number of hydration water molecules.

At z=−1, δN = 2 and 4 for M− and M+ ions, respectively. For
these δN values, using PðNshÞ for ions in bulk water, we estimate
the contribution to ΔGðzÞ from partial dehydration to be ∼10 kJ/
mol for both ions. Together, our estimates of contributions from
interface deformation and partial dehydration account for ∼90%
of ΔGðzÞ at z=−1.
Resolving ΔGðzÞ into entropy and enthalpy provides further

insights into the interplay of different factors—ion–water vs.
water–water interactions, water structure, capillary pinning, and
interface deformation—in governing the ion solvation thermo-
dynamics near the interface (Fig. 3). The entropy contribution
ð−TΔSÞ for moving the ions from bulk water ðz= 1Þ to the in-
terface ðz= 0Þ is unfavorable (positive) for bothM+ andM− ions.
Otten et al. showed that this unfavorable entropy arises from
pinning of the capillary fluctuations by ions at the interface (7).
In contrast, the enthalpy contribution ðΔHÞ is favorable (nega-
tive) and displays a minimum near the interface, resulting from
the balance of ion–water and water–water interactions in bulk
and at the interface (7). As the ions are moved from z= 0 to
z=−1, ΔH increases sharply by more than 100 kJ/mol, and
−TΔS decreases by ∼40–50 kJ/mol. Not only the signs of
changes in ΔH (unfavorable) and −TΔS (favorable) but also
their relative magnitudes are consistent with estimates from the
temperature dependence of water vapor–liquid surface tension
(17, 41). Creating interfacial area is enthalpically unfavorable
and entropically favorable, with enthalpy dominating entropy by
a factor of approximately 2. Our results together with those of
Otten et al. (7) suggest that a favorable minimum in ΔH and an

Table 1. Contributions of interface deformation to single-ion
solvation

Ion Z (nm) ΔAðzÞ, nm2 ΔGdefðzÞ, kJ=mol ΔGðzÞ, kJ=mol

M+ −0.25 0.26 11.0 22.2
−0.50 0.54 23.2 47.6
−1.00 1.35 57.9 86.4

M− −0.25 0.33 14.3 25.8
−0.50 0.70 29.8 48.9
−1.00 1.62 69.4 83.5

An ion placed at z (for z < 0) deforms the interface. The average increase
in the area, ΔAðzÞ, the corresponding free energy of interface deformation,
ΔGdefðzÞ, and the overall free energy of moving an ion from bulk water to
a given location z, ΔGðzÞ, are shown. Surface tension of the SPC/E model was
taken from Alejandre et al. (41).

A

B

C

D

E

F

Fig. 3. (A–C) Free energy ðΔGÞ, enthalpy ðΔHÞ, and entropy ð−TΔSÞ of moving
a solute from bulk water to a given z location for (A)M0 solute and (B)M+ and
(C) M− ions. (D and E) Simulation snapshots show that the M0 solute is fully
dehydrated (D), whereas the M+ ion remains partially hydrated (E), deforming
the interface when pulled to z=−1. (F) The average number, hNi, of water
oxygen centers in the first hydration shell of the ions and of the neutral solute
at various z locations. The hydration shell radius is defined by the first minimum
in the solute–water radial distribution function in bulk water.
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unfavorable maximum in −TΔS may be general features of ion
solvation at aqueous interfaces. Whether ΔGðzÞ displays a mini-
mum or not depends on their relative magnitudes, which in turn
are influenced by ion size and charge density.

Thermodynamics of Ion–Ion Interactions. The W ðrjzÞ profiles in
Figs. 1 and 2 characterize the distance-dependent interaction
between the ions in a given z plane. For simplicity, we define
ΔWaðzÞ as a measure of their association strength in that plane,

ΔWaðzÞ=W ðrajzÞ−W ðrdjzÞ; [1]

where ra and rd are the ion–ion separations in the associated and
dissociated states, respectively, with more negative values of
ΔWaðzÞ indicating stronger association. We use rd = 1:2 nm for
all of the ion pairs. For the M+ −M− pair, we use ra = 0:39 nm,
corresponding to the contact minimum in the PMF. For the like-
charged pairs, we use the solvent-bridged minimum as the asso-
ciated state, with ra = 0.55 nm for M+ −M+ and ra = 0.53 nm for
M− −M− pairs, respectively.
Fig. 4A shows that the M+ −M− ion pair association is favorable

in water [ΔWaðzÞ < 0 at z = 1]. Both enthalpy ðΔHaðzÞÞ and entropy
ð−TΔSaðzÞÞ contributions to ΔWaðzÞ are negative (favorable)
and have been shown to arise from direct ion–ion interactions
and the release of restricted hydration shell water molecules upon
association, respectively (42, 43). In contrast, the strength of
association of like-charged ions into a solvent-bridged state is
small ðΔWaðzÞ∼ 0Þ in bulk water, resulting from an approximate
enthalpy–entropy compensation. This is consistent with the results
of Zangi, who showed that for halide ion pairs, the enthalpy of

solvent-bridged configurations is favorable and entropy is unfavor-
able (27). For ions with higher charge densities, the favorable
enthalpic contribution can dominate, making the solvent-bridged
state of the like-charged ions the most favorable configuration (27).
Ion association at the interface is more favorable than in the

bulk for all ion pairs as indicated by more negative values of
ΔWaðz= 0Þ. Fig. 4 shows that ΔHaðzÞ and −TΔSaðzÞ values are
correspondingly amplified at the interface. The molecular details
underlying this amplification are likely subtly different for the
like- and unlike-charged ion pairs. For example, the association
of a M+ −M− ion pair into the contact state is entropically fa-
vorable (Fig. 4A, Inset), consistent with the release of entropi-
cally restricted hydration water and reduced capillary pinning in
the associated state. Whereas the association of M+ −M+ and
M− −M− pairs into solvent-bridged configurations remains en-
tropically unfavorable (Fig. 4 B and C). Nevertheless, bulk-like
trends with amplification are consistent with the well-hydrated
state of ions at the interface.
All ion pairs display a strong tendency to associate on the

vapor side. This association is dominated by interface defor-
mation as reflected in the resolution of ΔWaðzÞ into ΔHaðzÞ
and −TΔSaðzÞ. Two separated ions deform the interface and
create a larger interfacial area than does an associated pair. The
decrease in interfacial area upon association is favored by en-
thalpy and opposed by entropy. Further, as shown for single-ion
solvation in this region, the relative contributions of enthalpy and
entropy are similar to those obtained from the temperature de-
pendence of surface tension of water.

The Generality of the Mechanism Underlying Interface-Mediated
Attraction Between Solutes on the Vapor Side. That interface de-
formation governs the effective interactions on the vapor side of
the interface is not unique to ions, but is observed for solutes
having strong attractive interactions with water. We illustrate this
by calculating the PMF between two neutral M0-like solutes,
having ∼10 times the attraction with water compared with the
M0 solute (σsolute−water = 0:38 nm and esolute−water = 7:434 kJ=mol).
To eliminate contributions from direct solute–solute attraction
to the PMF, our test solutes interact with each other through the
purely repulsive Weeks–Chandler–Andersen potential (44).
The W ðrjzÞ profile for these solutes in bulk water shows

oscillations with a well-defined solvent-separated minimum sta-
bilized by the highly favorable solute–water interactions at r≈
0:80 nm and a direct contact feature but not a contact minimum
at r≈ 0:45 nm (Fig. 5A). The effective solute–solute attraction
becomes stronger near the interface. At z=−1, the interface-
mediated sticky solute–solute interaction is characterized by a
broad ∼60-kJ/mol deep minimum, even though there is no direct
solute–solute attraction. The interface-dominated association is
further evident in the W ðrjzÞ profiles at the vapor–liquid interface
of an ethanol–water solution (Fig. 5B). Ethanol molecules are
interfacially active, decrease the surface tension of water from

A

B

C

Fig. 4. (A–C) Enthalpy ðΔHaÞ and entropy ð−TΔSaÞ contributions to the free
energy of association (ΔWa, as defined by Eq. 1) for (A) M+ −M−, (B)
M+ −M+, and (C) M− −M− ion pairs at various z locations. Inset in A focuses
on the z locations that are on the liquid side of the interface.

A B

Fig. 5. (A and B) The PMFs between twoM0-like neutral solutes in (A) water
and (B) 40% by mass ethanol solution at various z locations highlight the
generality of the interface-dominated solute association on the vapor side of
the interface. The solutes have strong attractive Lennard–Jones interactions
with solvent molecules, but have repulsive Weeks–Chandler–Andersen (44)
interactions with each other.
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72 mN/m to 31 mN/m (45), and correspondingly reduce the
driving force for solute association.

Implications for Peptides. Many biomolecules and polyelectrolytes
contain ionizable groups on their surfaces and are interfacially
active (46). Naturally, these molecules will carry with them their
ionizable groups to the interface. Our principal result—that
solvent-mediated attraction between ions is enhanced and is
sensitive to their location relative to the interface—has impli-
cations on biomolecular structure and function. To demonstrate
this in a model system, we performed simulations of two versions
of a Gly–(Leu)5–Gly peptide—an end-neutral version, 0GL5G

0,
where the N and C termini are capped with CH3CO

– and CH3NH2
–

groups, respectively, and an end-charged version, +GL5G
−, where

the termini are free amino (positive) and carboxyl (negative)
groups, respectively. The AMBER-99SB (47) force field was used
to represent the peptide. Fig. 6 shows snapshots from simulations
of both peptides relative to the instantaneous aqueous interface.
The hydrophobic leucine groups prefer to point to the vapor phase
and make both the peptides interfacially active. The charged
groups of the +GL5G

− peptide are present in the subsurface layer,
thus pulling the peptide slightly to the liquid side of the interface.
We performed 20-ns–long simulations of both peptides in

bulk water and at the vapor–liquid interface and analyzed their
structures, using a greedy clustering algorithm (48). To quantify
the effects of charging the ends of the peptide, we calculated the
PMF along the Cα–Cα end-to-end distance ðr1−7Þ, using umbrella
sampling simulations. The end-neutral version, 0GL5G

0, folds
into helical conformations at the interface, with average end-to-
end distance of roughly 0.85 nm (Fig. 6A), at which the PMF also
shows a clear minimum (Fig. 6B). Fig. 6 highlights the dramatic
effect of charging the peptide ends. The ends of +GL5G

− peptide
form a stable contact, with the hydrophobic leucine groups
pointing toward the vapor phase, leading to a hairpin-turn–like
structure at the interface. Correspondingly, the end-to-end PMF
shows a deep minimum at ∼0.5 nm, as expected from the en-
hancement of effective ion–ion attraction in the vicinity of the in-
terface shown in Fig. 1. An alternative perspective, focused on the
effect of bringing the end-charged +GL5G

− peptide from bulk

water to the interface is presented in the SI Text. The stronger
water-mediated attraction between the oppositely charged ends
of the peptide near the interface is clear in the differences
between bulk and interfacial PMFs.

Concluding Remarks
How water mediates interactions between ions has been reason-
ably well understood in bulk water (19, 20, 27, 49). We used mo-
lecular simulations to study water-mediated interactions between
ions near a vapor–liquid interface of water. Our work highlights
the role of different factors—water structure, capillary fluctua-
tions, and interface deformation—that influence the effective ion–
ion interactions near the interface. As an ion pair is drawn from
bulk water to and across the vapor–liquid interface, the effective
attraction between oppositely charged ions is significantly en-
hanced. Surprisingly, the repulsion between like-charged ions is
not correspondingly enhanced, as would be expected from con-
tinuum dielectric treatments. In contrast, when they are drawn to
the vapor side of the interface, we showed that like-charged ions
can attract each other. Resolving the free energy of association
into enthalpy and entropy confirms the dominant role of interface
deformation in sticky water-mediated solute–solute interactions
near the interface. This observation adds to the rich landscape of
phenomena involving interface-dominated interactions between
objects from nanoscale to millimeter and larger scales (50–52).
Interface deformation is also relevant in various processes, such

as in ion transfer across soft liquid interfaces, in phase transfer
catalysis (15), and in the transfer of charged peptides across lipid
bilayers (53). Although such deformation may be rare in practical
situations, even in the subsurface layer, the effective ion–ion
attractions are sufficiently strong to affect the structure and stability
of biomolecules. Indeed, our simulations of a model peptide show
dramatic effects on its structure at the interface upon charging of its
ends. Whereas the end-neutral peptide forms an α-helical structure,
charging the ends disrupts the helix and leads to the formation of
a hairpin turn stabilized by stronger charge–charge interactions.
How charged species interact with each other in the interfacial
environment is also relevant in many chemical and biological con-
texts such as emulsification (54), surfactant phase behavior (10, 55),
and assembly of peptides and proteins leading to fibril formation
(56, 57), to name a few. These observations combined with the
recent results on how interfaces affect the strength of hydrophobic
interactions (17, 18) form key elements of a framework for un-
derstanding and manipulating self-assembly at interfaces.

Materials and Methods
System.Our simulation system comprises a 4-nm-thick slab of water in contact
with a 5-nm-thick vapor layer above it in the z direction, forming a vapor–
liquid interface. The cross section of the simulation box is 3.5 nm × 3.46 nm
in the x and y directions. The bottom layer of the water slab is anchored to
a self-assembled monolayer presenting −OH head groups (58). We represent
ions as spherical Lennard–Jones particles (σ = 0.44 nm, « = 0.85 kJ/mol) with
a charge of q= ± 1:2e placed at the ion center. For this choice of charge and
ion size, the overall charge density is comparable to that of a chloride ion.
We refer to the positively and negatively charged ions as M+ and M−, re-
spectively. Water molecules are represented explicitly, using the extended
simple point charge (SPC/E) model (59).

Simulation Details. Simulations were performed in the canonical ensemble
(NVT), using the molecular dynamics package GROMACS (60). The Leapfrog
algorithm with a time step of 2 fs was used to integrate the equations of
motion with bond constraints on water molecules imposed using the LINCS
algorithm (61). The temperature was maintained using Bussi’s stochastic
velocity rescaling thermostat (62). All enthalpies and entropies were
obtained using simulation data at four different temperatures (287 K, 300 K,
312 K, and 325 K). Electrostatic interactions were calculated using the PME
algorithm (63) with a grid spacing of 0.12 nm and a real-space cutoff of 1.3
nm. Lennard–Jones interactions were truncated at 1.3 nm. Parameters for
cross-interactions were calculated using the Lorentz–Berthelot mixing rules.
Configurations were stored every 0.5 ps for analysis. Ion solvation free en-
ergies were calculated using a combination of Widom’s insertion (33) and
free energy perturbation methods (64).

A B

C

Fig. 6. The effect of charging the peptide ends on its structure at the interface.
(A) Time dependence of the peptide Cα–Cα end-to-end distance, r1−7, over
a 20-ns simulation trajectory for the end-neutral and end-charged versions. The
representative interfacial conformations of 0GL5G

0 (α-helical) and +GL5G
− pep-

tides (hairpin turn) obtained using a greedy clustering algorithm (48) are also
shown. (B) The PMF along the peptide Cα–Cα end-to-end distance calculated
using umbrella sampling simulations. (C) Simulation snapshots of the two ver-
sions of the peptide at the water vapor–liquid interface. The peptide backbone
(cartoon), the leucine groups (sticks), C and N termini of the peptide (spacefill),
and water molecules (oxygen, blue; hydrogen, gray) are shown. The Willard–
Chandler instantaneous interface (39) is marked by a yellow mesh.
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Umbrella Sampling. The ion–ion PMF profile at a given z location was cal-
culated using the umbrella sampling method with the ion pair placed in that
z plane, with the ion–ion axis parallel to the x direction. The ions were
allowed to move only in that direction during the course of a given simu-
lation. The short-range part of the PMF was sampled using four closely
spaced windows corresponding to ion–ion separation, r, of 0.35 nm, 0.4 nm,
0.5 nm, and 0.6 nm. For r = 0.6–1.6 nm, we used five equally spaced windows
to construct the longer-range part of the PMF. A harmonic umbrella po-
tential of 0:5Kðr − r0Þ2 with K = 500 kJ·mol−1·nm−2 was used in all windows.

Each window was equilibrated for 1 ns, followed by 10 ns of production run.
The PMF was calculated using the WHAM method (65).
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