
Systems/Circuits

Global Intracellular Slow-Wave Dynamics of the
Thalamocortical System

Maxim Sheroziya1,2 and Igor Timofeev1,2
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It is widely accepted that corticothalamic neurons recruit the thalamus in slow oscillation, but global slow-wave thalamocortical dynam-
ics have never been experimentally shown. We analyzed intracellular activities of neurons either from different cortical areas or from a
variety of specific and nonspecific thalamic nuclei in relation to the phase of global EEG signal in ketamine-xylazine anesthetized mice.
We found that, on average, slow-wave active states started off within frontal cortical areas as well as higher-order and intralaminar
thalamus (posterior and parafascicular nuclei) simultaneously. Then, the leading edge of active states propagated in the anteroposterior/
lateral direction over the cortex at �40 mm/s. The latest structure we recorded within the slow-wave cycle was the anterior thalamus,
which followed active states of the retrosplenial cortex. Active states from different cortical areas tended to terminate simultaneously.
Sensory thalamic ventral posterior medial and lateral geniculate nuclei followed cortical active states with major inhibitory and weak
tonic-like “modulator” EPSPs. In these nuclei, sharp-rising, large-amplitude EPSPs (“drivers”) were not modulated by cortical slow
waves, suggesting their origin in ascending pathways. The thalamic active states in other investigated nuclei were composed of depolar-
ization: some revealing “driver”- and “modulator”-like EPSPs, others showing “modulator”-like EPSPs only. We conclude that sensory
thalamic nuclei follow the propagating cortical waves, whereas neurons from higher-order thalamic nuclei display “hub dynamics” and
thus may contribute to the generation of cortical slow waves.
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Introduction
Slow waves are the hallmark of slow-wave sleep. They usually
start from frontal and/or midline cortical areas and travel to lat-
eral and posterior cortical areas (Massimini et al., 2004; Mo-
hajerani et al., 2010; Nir et al., 2011; Stroh et al., 2013). Within the
thalamocortical (TC) system, the slow-wave activity can be re-
corded from both cortex and thalamus (Contreras and Steriade,
1995). Slow waves originate in the neocortex as they can be re-
corded from isolated cortical structures (Sanchez-Vives and Mc-
Cormick, 2000; Timofeev et al., 2000; Cossart et al., 2003), but
not from the thalamus of decorticated animals (Timofeev and
Steriade, 1996). During slow-wave activity, cortical neurons are
active, depolarized, and fire spikes during local field potential
(LFP) depth-negative waves, and they are silent and hyperpolar-
ized during depth-positive LFP waves (Contreras and Steriade,
1995; Steriade et al., 2001; Timofeev et al., 2001; Chauvette et al.,

2011). Layer V pyramidal neurons play a leading role in the onset
of active states (Sanchez-Vives and McCormick, 2000; Chauvette
et al., 2010; Stroh et al., 2013). Intracellular recordings from ven-
tral lateral and ventral posterior lateral thalamic nuclei demon-
strated a passive hyperpolarization during cortical silent states
and active inhibitory processes, originating from the reticular
thalamic nucleus (RTN), during cortical active states (Contreras
and Steriade, 1995; Contreras et al., 1996; Timofeev et al., 1996).
Extracellular unit recordings from the ventrobasal complex and the
posterior (PO) nucleus showed that these neurons fired at different
phases of the slow oscillation (Slézia et al., 2011). Several studies
demonstrate that the thalamus may actively contribute to the gener-
ation of slow-wave activity (Hughes et al., 2002; Crunelli and
Hughes, 2010; David et al., 2013; Lemieux et al., 2014).

First-order thalamic nuclei receive inputs mainly from corti-
cal layer VI and project into cortical layer IV and V/VI, whereas
second-order thalamic nuclei receive inputs from cortical layer V
and project into layer IV, superficial cortical layers, and into sub-
cortical centers (Jones, 2009; Constantinople and Bruno, 2013).
Axons from cortical layer VI (but not from layer V) send collat-
erals into the RTN (Deschênes et al., 1994; Bourassa et al., 1995).
The inhibitory input into first-order thalamic nuclei is provided
by the RTN, whereas higher-order thalamus receives inhibitory
inputs mainly from the zona incerta (ZI) (Barthó et al., 2002;
Trageser and Keller, 2004).

Large excitatory synapses (drivers) formed on proximal den-
drites of first-order thalamic nuclei are formed by ascending ax-
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ons, whereas higher-order nuclei receive drivers originating
mainly from layer V pyramidal neurons (Sherman and Guillery,
1996, 1998). A majority of modulatory inputs on TC neurons
(small synapses formed on distal dendrites) are formed by corti-
cothalamic axons.

Given the distinct patterns of connectivity, particularly in the
origin of “driver” inputs and inhibitory inputs to different tha-
lamic nuclei, we hypothesized that TC neurons from variable
thalamic regions differently contribute to the cortical slow
oscillation.

Here, using phase analysis for EEG and simultaneously re-
corded intracellular activities, we describe the global slow-wave
dynamics of the TC system in ketamine-xylazine anesthetized
mice that is the accepted model of slow-wave sleep (Sharma et al.,
2010; Chauvette et al., 2011).

Materials and Methods
Experiments on anesthetized mice. Experiments were performed in accor-
dance with the guideline of the Canadian Council on Animal Care and
approved by the Université Laval Committee on Ethics and Animal Re-
search. Adult CD1 mice of both sexes were used in experiments. First,
mice were anesthetized with ketamine and xylazine (100 and 10 mg/kg,
i.p.) and put in a stereotaxic frame. The scalp was infiltrated with lido-
caine (0.5%) before the skin incision. Two screws (stainless steel, 1 mm
diameter) were inserted in the bone over the right somatosensory cortex
(S1, lateral: 2.5 mm; anteroposterior: �1.5 mm from bregma; according
to Paxinos and Franklin, 2001) and cerebellum (reference electrode) to
monitor the EEG slow oscillation. Additional anesthesia was adminis-
trated every 30 – 40 min when EEG slow waves started weakening. The
temperature of the platform in the stereotaxic frame where the mice were
placed on was maintained at 37°C. The gentle opening of the skull was
done over the area of interest, and the dura was removed. Both cortical
and thalamic slow-wave activity was very sensitive to cortical damage.
For example, even light damage of the somatosensory cortex disrupted
slow waves in ventral posterior medial (VPM) neurons. We found that it
was practically impossible to remove the dura without cortical damage in
mice. To avoid any contact of sharp tools with the cortex during remov-
ing the dura, we put a small drop of 3% peroxide on the dura. Peroxide
itself did not penetrate under the dura but reacted with it. In 10 –15 s, a
bubble appeared under the dura. Then we washed out peroxide with
saline and removed saline with mineral oil (Sigma). The space created by
the bubble was used to remove the dura without a touch of the cortex. If
detectable damage or bleeding from the cortex (not from the bone) were
observed, obtained data were not used in phase analysis (see below). To
avoid cortical surface drying, a mineral oil (Sigma) was applied over the
exposed area. To reduce the brain pressure and pulsation, we opened the
fourth ventricle. The stability of intracellular and LFP recordings was also
reinforced by covering the opened cortical surface with 4% agar in saline.
Since electrical shunting, 4% agar in saline was not used in experiments
specifically investigating synchrony of LFP recorded from cortical sur-
face. At the end of the recordings, the mice were killed by a lethal dose of
sodium penthobarbital (120 mg/kg, i.p.) and perfused with 4% PFA.

Recordings and labeling. AM 3000 amplifiers (A-M Systems) with cus-
tom modifications were used for EEG and LFP recordings (sampling rate
10 kHz). LFPs were recorded using monopolar tungsten electrodes
(10 –12 M�; FHC). In the majority of cases, the tips of LFP electrodes
were located 0.8 – 0.9 mm from the cortical surface. The EEG recordings
were obtained from a screw inserted in the bone. Intracellular and LFP
recordings were made in the frontal association cortex (FrA, lateral: 1–1.5
mm, anteroposterior: 2.5–2.6), orbital (lateral: 1–1.5 mm, anteroposte-
rior: 2.5–2.6, 1.2 mm � depth � 3 mm), motor (M1, lateral: 1.5–2 mm,
anteroposterior: 0.7–1.2 mm), somatosensory (S1, lateral: 1–3 mm, an-
teroposterior: �1 to �2 mm), visual (V1, lateral: 2.5–3 mm, anteropos-
terior: �2.5 to �3 mm), visual and retrosplenial (V-RS, lateral: 1–1.5
mm, anteroposterior: �3.5 to �4 mm), and the most posterior visual
and retrosplenial (V-RS posterior, lateral: 3 mm, anteroposterior: �4.5
to �5 mm) cortices. Intracellular recordings from the same cortical areas

and from the thalamus were performed using glass micropipettes pulled
from borosilicate glass capillaries (WPI; P-97, Sutter Instrument) and
filled with a solution of 2 M potassium acetate (50 –70 M�). For record-
ings in the thalamus, the pipettes were also filled with 1% biocytin
(Sigma). A high-impedance amplifier (Neurodata IR-283 amplifiers;
Cygnus Technology) with active bridge circuitry was used to record the
membrane potential and to inject current into the neurons. To stain
thalamic cells, positive current pulse (200 ms on-off duty cycle, 0.5–1.5
nA, 10 min) was applied through the recording pipettes. After 1–2 h of
survival, deeply anesthetized mice were perfused through the heart with
saline followed by 4% PFA in 0.1 M phosphate buffer (PB). The brains
were then removed and stored overnight in 4% PFA in PB at 4°C. Then
50-�m-thick frontal sections were cut.

During intracellular recordings from sensory thalamus, we also stim-
ulated contralateral whiskers and hair on a mouse muzzle by air-puff or
the contralateral eye by light flashes. To stimulate whiskers or muzzle, we
used a small tube (diameter 1 mm) connected to a compressed air bal-
loon and equipped with a trigger. To stimulate an eye, we used white
light-emitting diode directed into the contralateral eye also equipped
with trigger.

Retrograde tracing. Mice were deeply anesthetized with isoflurane,
placed in a stereotaxic frame as above, and a small opening was done over
targeted thalamic nuclei. Glass micropipettes with a tip diameter 30 – 40
�m were filled with 0.2% cholera toxin subunit B (CtB, List Biological
Laboratories); and using microinjector (Drummond Scientific), 9.2 nl of
CtB was delivered into the thalamus. CtB was injected either in VPM
(lateral: 1.6 mm, anteroposterior: �1.6, depth: 3.2–3.3 mm) or PO (lat-
eral: 1.2–1.3 mm, anteroposterior: �2.0 to �2.2 mm, depth: 3 mm)
thalamic nucleus. After the injection, the micropipettes were left inside
for 15 min to reduce the leakage along the injection tract. The openings
were then covered with dental cement, and the mice were placed into
their home cages. After 7 d of survival, the mice were deeply anesthetized
with ketamine and xylazine and perfused through the heart with saline
followed by ice-cold 4% PFA in PB. The brains were then removed and
stored overnight in 4% PFA in PB at 4°C. Then, 50-�m-thick frontal
sections were cut, and every other was collected.

Immunohistochemistry. To visualize biocytin-labeled cells, free-
floating sections were incubated in ABC kit (1:200; Vector Laboratories)
in TBS for 2 h. After rinses, sections were incubated in TBS containing
0.05% DAB (Sigma), 0.005% CoCl2, and 0.00125% H2O2 for 5–10 min.

CtB-containing sections were first incubated in 2% normal rabbit se-
rum, 0.5% BSA, and 0.3 Triton X-100 in PBS overnight at 4°C. The
incubation in goat anti-CtB (1:4000; List Biological Laboratories), 2%
normal rabbit serum, 0.5% BSA, and 0.3 Triton in PBS for 4 d at 4°C
followed. After rinses, sections were incubated in biotinylated rabbit
anti-goat IgG (1:200; List Biological Laboratories) for 2 h, and then ABC
and DAB reaction followed like above. In the end, all sections were
mounted onto gelatin-coated glass slides, dehydrated, and coverslipped.
Microphotographs were taken, and Image Pro software (Media Cyber-
netics) was used for automatic quantification of the labeled cells (see
below).

Electrophysiological data analysis. To detect phases of the slow oscilla-
tion, we used the Hilbert transformation (Fig. 1A) for which the EEG was
filtered (bandpass frequency 0.2– 4 Hz). The extracted phase changes in a
range of �1 to 1 of fraction of Pi. The instantaneous phase �1 corre-
sponds to the middle of the negative peak of the cortical EEG, whereas the
instantaneous phase 0 corresponds to the middle of the positive peak of
the cortical EEG (Fig. 1A). For phase analysis, we extracted spikes and
postsynaptic potentials/noise from simultaneously recorded intracellu-
lar activities. Only stable intracellular recordings (at least 1 min record-
ings, but usually 2–5 min) were used for phase analysis (stable membrane
potential, ��60 mV during silent states, spikes amplitude �45 mV).
Spikes were detected using a threshold. IPSPs (negative peaks) were de-
tected manually. To extract EPSPs, the intracellular activity was filtered
between 0 and 1000 Hz, then differentiated, and the threshold was set on.
To extract all EPSPs and/or synaptic noise, we used a threshold of 0.03–
0.05 V/s, whereas to extract large-amplitude EPSPs in the thalamus, we
used a threshold of 0.1 V/s (Fig. 1A). IPSPs were detected manually based
on sharp negative deflection of �5 mV and their characteristic shape
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(Fig. 1A). As expected, in first-order thalamic nuclei, the time histogram
of EPSPs with reference to the phase �0.5 was not modulated by the slow
oscillation, but the IPSPs were clearly coupled to cortical active states
(Fig. 1B). After instantaneous phases were determined, we plotted phase
event histograms (Fig. 1C, top). The EEG signal is not completely sinu-
soidal, which leads to incorrect phase quantification when plotting phase
histograms (Siapas et al., 2005; Mallet et al., 2008). Nonsinusoidal EEG
waveform comes out from the time asymmetry of the waveform when the
negative and/or positive phases of the EEG wave are longer in time than
the transitions between them. To correct the phase analysis, we calculated
how much time each phase bin occupied (Fig. 1C, middle, time-phase
histogram). Then we divided the phase events histogram by the time-
phase histogram (all the histograms were composed of 50 bins; i.e., nor-

malized phase by time; Fig. 1C, bottom). All phase histograms were
normalized by the total number of detected events divided by the number
of bins (n � 50 in this study). A modification of the Rayleigh test for
vector data (Moore–Rayleigh test) was used to select phase-locked neu-
rons (significance level, p � 0.05) (Moore, 1980). For all phase-locked
neurons, we calculated mean vectors. The Watson–Williams test was
used to compare mean phases (angles) of groups of neurons (significance
level, p � 0.05).

We also plotted mean EEG, LFP, absolute value of � LFP signal (band-
pass frequency 50 –300 Hz), and intracellular activities against phase by
using linear interpolation (see Figs. 1D and 3). Considering each point of
the wave plotted against phase as a vector (the amplitude of the wave
gives the length of the vectors), we calculated the mean phase of the

Figure 1. The methodological approaches for the phase and time analysis of field potential and intracellular signals. A, Drawing represents a position of two electrodes used for EEG recordings.
In all experiments, the EEG was recorded from the contralateral side compared with intracellular recordings. The EEG signal was filtered (bandpass 0.2– 4 Hz), and then a Hilbert transform was
performed. To extract EPSPs, we differentiated the intracellular potential over time and then we set up the threshold. Vertical red lines indicate identified EPSPs. IPSPs (three large-amplitude
negative peaks are evidently seen here) were detected manually. B, Top, Averaged EEG. The zero time corresponds to the instantaneous phase �0.5. Bottom, Time histograms of EPSPs and IPSPs
normalized by mean. C, Top, EPSP phase histogram for the same neuron before normalization by time. Because time spent in each phase is not identical, an artificial correlation between phase and
EPSP occurrence is seen. Bottom, A time against phase histogram, which shows the average time duration of each phase bin (%). Because the amount of counts within each phase bin is proportional
to its time duration, we divided the EPSP phase histogram by the time against phase histogram (i.e., we normalized the phase by time, bottom histogram). As expected, the EPSPs from ascending
pathways were not phase-locked to the EEG ( p � 0.05, Moore–Rayleigh test). D, Averaged EEG wave and intracellular potential plotted against phase using linear interpolation. EEG normalized by
maximum values. Note averaged IPSPs on the intracellular wave.
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intracellular wave itself. We also calculated the first derivatives of the
intracellular waves and EPSP histograms by phase and their mean vectors
(see below). Before differentiation, waves and histograms plotted against
phase were smoothed with a binomial filter.

Perievent time histograms were also plotted for extracted postsynaptic
potentials. To quantify rising and descending slopes of the histograms,
we measured the times (phases) and amplitudes of the histograms at their
half amplitude and additionally at one-tenth amplitude for decay mea-
sured from minimum (see Figs. 9 and 11).

To reveal the delays between simultaneous LFP and intracellular
recordings, the crossings at half of amplitude within each slow-wave
cycle were detected (Fig. 2E). To analyze delays between LFP � activities,
we calculated their absolute values (� 2) 1/2, and then the crossings with
the threshold (7 SD of silent periods) corresponding to the transitions
between active/silent states were detected (Fig. 2D).

Wave analysis and circular statistics were performed with Igor Pro
version 6.2 software (WaveMetrics). Basic statistical and other data anal-
ysis was performed using Sigma Plot (Systat Software). Data are ex-
pressed as mean � SD. or SEM when indicated. If the normality and
equal variance tests passed ( p � 0.05), then a two-tailed (parametric) t
test was used; otherwise, a Mann–Whitney sum rank test (nonparamet-
ric) was used (significance level, p � 0.05).

Results
Slow-wave propagation over the cortex
We recorded slow-wave activity with monopolar LFP electrodes
either simultaneously from the left M1, S1, V1, and V-RS cortices
(Fig. 2A) or in pairs. In all experiments, EEG recorded from the
contralateral somatosensory cortex was used for Hilbert transfor-
mation. Time and phase shifts between slow waves from M1, S1,
V1, and V-RS cortices were apparent when LFP activities were
recorded in deep layers (depth 0.7– 0.9 mm, n � 6 animals; Fig.
2A,C). When LFP activities were recorded from the wet cortical
surface, no apparent shifts between slow waves from M1, S1, and
V1 cortical areas were found (Fig. 2B; n � 3 animals). The same

result was obtained with EEG screws inserted in the skull on these
cortical areas (n � 3 animals; data not shown). However, if LFP
activities were recorded from the dry cortical surface, positive
large-amplitude (4.5 � 1 mV) propagating signals were detected
(n � 3 animals; Fig. 2E). The active states clearly tended to ter-
minate simultaneously within different cortical areas. Applica-
tion of agar (based on saline) on the cortical surface diminished
the amplitude of LFP signal (1.1 � 0.2 mV) as well as eliminated
the delays in the onset of active states (Fig. 2E). Because � activity
is a proven indicator of active states (Mukovski et al., 2007), we
calculated the absolute values of LFP � (50 –300 Hz) activities
recorded either from the surface or deep layers (Fig. 2D). Then we
detected delays between the onsets of active or silent states (up
delays or down delays correspondingly) as shown in Figure 2D, E
between slow waves from different cortical areas and plotted de-
lay as histograms (Fig. 3). We also plotted averaged LFP and
absolute value of � LFP activities against phase (Fig. 3). EEG and
LFP of wet cortical surface (Fig. 3A,B) did not show propagation
of slow-wave activity over the investigated cortical hemisphere.
Normalized and plotted against phase, the LFP waves from wet
cortical surface also coincided with the EEG wave from the con-
tralateral hemisphere (Fig. 3B1). LFP slow wave from dry surface
and � LFP activities from dry surface or from deep layers revealed
propagation of the leading edge of the surface positive (active
state) wave in the anteroposterior direction and simultaneous
termination on average of the wave (Fig. 3C–E). The � LFP signal
recorded from depth had higher amplitude compared with sur-
face � signal (Fig. 3D1,E1). Generally, slow waves started from the
M1 area, propagated to S1, and then to V1 and V-RS areas (n � 6
animals; Fig. 3E1). The distributions of up delays (Fig. 3E2) re-
vealed fluctuations of anteroposterior propagation (probability
30 � 18% from S1 into M1, 8 � 7% from V1 to M1, 3 � 3% from

Figure 2. LFP/EEG recordings in the mouse cortex. A, Simultaneously recorded LFP and EEG activities in the motor, somatosensory, and visual cortex in deep layers (0.7– 0.9 mm) as estimated
from manipulator reading. The location of electrodes is schematically shown by colors on the mouse skull drawing. Left, Superposition of the beginning and the end of active states at a higher
temporal resolution. B, LFP activities recorded from the wet cortical surface at the same points as in A. C, Averaged LFP waves from deep layers plotted against phase. In each animal (n � 6 mice),
2 min segments of LFPs were recorded simultaneously by pairs from M1 and successively in S1, and then V1, and RS (dotted line, the cortical area is shown by dotted point on the mouse skull
drawing). Before averaging in a group, waves were normalized by maximum values. The positive part of SEM is shown with gray (negative part is not shown). D, An example of paired LFPs from deep
layers in M1 and V1 and lower the corresponding absolute values of � (50 –300 Hz) activities are shown. The delays between � LFP signals were detected using the crossings with the thresholds (7
SD of silent state activities). E, An example of paired LFPs from dry cortical surface in M1 and S1 before and after (bottom traces) of agar application on the cortex. The delays between LFP signals were
detected using the crossings with half of wave amplitude. On average, the delays were insensitive to the threshold amplitude within significant range (shown with gray). F, The circuit that was used
to measure a passive impedance of the cortex. The pipettes were filled with 3 M NaCl in 4% agar to avoid leakage, and chlorinated silver wires were used inside the pipette. Sinusoidal potential was
applied for measurements (2 Hz, amplitude 0.4 V).
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V-RS to M1, n � 6 animals; Fig. 3E2). Although the probabilities
of posterior–anterior propagation obtained from large-
amplitude LFP signal of the dry surface was lower (probability
10 � 8% from S1 into M1, 2%–3% from M1 to V1 and V-RS, n �
3 animals; Fig. 3C2). The mean up M1-S1, M1-V1, and M1 (V-
RS) delays obtained from � LFP signal recorded in deep layers
were 48 � 45, 98 � 46, and 147 � 42 ms, respectively (up M1-S1
vs up M1-V1, p � 0.054; up M1-S1 vs up M1-(V-RS), p � 0.003).
The mean down M1-S1, M1-V1, and M1-(V-RS) delays were
14 � 12, 24 � 19, and 28 � 14 ms, respectively (down M1-S1 vs
down M1-(V-RS), p � 0.1). Taking into account a large scatter of
down delays (almost �200 ms centered around 0 ms; Fig. 3E3)
compared with the relatively small (�20 ms) and insignificant
differences in mean down delays, we conclude that, in the slow-
wave time scale, the active states tended to terminate simultane-
ously within different cortical areas.

We did not detect neuronal correlations, which could explain
phase and time shifts between wet surface and deep LFP slow-
wave signals in mice (Fig. 4H). The simplest explanation for low
variability of surface EEG (Fig. 3A) and LFP recorded from the

cortical surface covered with liquid or agar (Fig. 3B) is a shunting
effect, which leads to a spreading of the extracellular potential
along the cortical surface compared with deep layers. To test this
possibility, we measured the impedance between two pipettes,
one of which was located on the wet cortical surface and the other
was either on the surface or in deep layers (Fig. 2F). The imped-
ance of the pipettes themselves was 190 � 50 k�. When the
second pipette was on the cortical surface and another one was
inserted into the depth, the impedance of cortical tissue was 43 �
25 k� (n � 5 pipette pairs). We failed to get a satisfactory esti-
mation for the impedance of tissue on the surface and any dis-
tance dependence apparently because of pulsation of the cortex
(measured impedance was 1 � 7 k�). For comparison, the im-
pedance between the same pipettes connected with saline-
moistened napkin 5 	 10 mm was 6.5 � 1.3 k�. These results
indicate that the surface LFP signal depends on experimental
conditions, whereas EEG signals recorded from screws do not
represent the traveling wave but are reflecting the large-scale
brain activity and therefore provide a reliable reference for the
slow-wave phase detection.

Figure 3. Propagation and termination of cortical LFP/EEG activities. Activities were recorded simultaneously by pairs in M1 and successively in S1, and then V1, and RS (color code as in Fig. 2).
A, EEG activities recorded with screws were coherent across M1, S1, and V1. A1, Averaged EEG signals from M1, S1, and V1 are plotted against phase (n � 3 animals). Before grand averaging, waves
were normalized by maximum values. The histograms for up (A2) and down (A3) M1–S1 and M1–V1 delays of the same EEG recordings are shown. The delays were detected as shown in Figure 2E.
When S1 preceded M1 (V1 preceded M1), the time intervals calculated as negative. B, The similar plots for LFPs of wet cortical surface (n �3 animals). B1, Black line indicates contralateral EEG. Other
conventions as in A2 and A3. C, The similar plots for LFPs of dry cortical surface are shown (n � 3 animals). Other conventions as in A1 and A3. D, Plotted against phase, the absolute values of � LFP
signals (D1) recorded from the dry cortical surface, and up (D2) and down (D3) delay histograms are shown (n � 3 animals). Other conventions as in A1 and A3. The delays were detected as in Figure
2D. E, The similar plots for the absolute value of � LFP signals recorded from the deep layers (n � 6 animals). In all panels, the positive part of SEM is shown with gray (negative part is not shown).

Sheroziya and Timofeev • Slow-Wave Dynamics J. Neurosci., June 25, 2014 • 34(26):8875– 8893 • 8879



To average intracellular activities from different cortical and
subcortical structures obtained in independent experiments, the
most integrative and stereotypic process should be taken as a
reference wave. This process should not be influenced by local

fluctuations, and it should reflect as much as possible an averaged
large-scale brain activity. In previous studies, to eliminate the
influence of time variability of slow-wave duration, filtered EEG
was taken for phase analysis with Hilbert transform (Mallet et al.,

Figure 4. Paired intracellular recordings from different cortical areas. A, The examples of simultaneously recorded intracellular activities of two neurons from the motor and somatosensory, and
from the somatosensory and visual cortices. The cortical locations are indicated by colors. Note the time delays between active state onsets in the cell pairs. B, Superposition of averaged membrane
potentials of n � 5 M1–S1 and 3 S1–V1 neuronal pairs are plotted against phase (left) and time (right). In the time plots, zero time corresponds to the instantaneous phase �0.5. C, The
methodological approach for the delay analysis of paired intracellular recordings. The crossings at half of amplitude within each slow-wave cycle were detected. The delays were almost insensitive
to the threshold amplitude within significant range (shown with gray). The time intervals between crossings were calculated and represent up and down delays as shown. When S1 preceded M1 (V1
preceded S1), the time intervals calculated as negative. Duration of active state calculated as the time interval between down and up crossings. D, Superposition of all M1–S1 up and down delays
of 5 neuronal pairs (n delay plotted against n 
 1 delay). E, Distribution of all M1–S1 (shown with black) and S1–V1 (shown with pink) up (left) and down (right) delays divided by the corresponding
durations of M1 and S1 active states, respectively. F, All M1–S1 and S1–V1 up delays plotted against the duration of M1 and S1 active states, respectively. Black lines indicate linear fit for each
neuronal pair. G, The mean up delays between neuronal pairs plotted against depth difference of neurons. The depth differences were calculated as the difference between M1 and S1 neurons
(between S1 and V1, shown with gray). H, Left, Superposition of EPSP phase histograms normalized by mean representing the intracellular activity of 11 neurons recorded in the frontal cortex at
different depths. Middle, Right, Mean vector phases and lengths calculated from the same EPSP histograms plotted against depth from which the neurons were recorded.
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2008; Slézia et al., 2011). Because the delays of propagation of
EEG were minimal (Fig. 3A), in the remaining part of the study,
we used this signal as reference to align intracellular recordings
obtained in different cortical or thalamic locations.

Paired intracellular recordings from different cortical areas
To investigate the cellular basis of the results obtained from LFP
activities, we performed dual intracellular recordings of neuronal
activities from M1 and S1 (n � 5 pairs of neurons) and from S1
and V1 (n � 3 pairs of neurons) cortices. In all recorded pairs of
neurons, a majority of M1 active states started off before S1 active
states, whereas active states in S1 also started before V1. Examples
are shown in Figure 4A. Using Hilbert transform for simultane-
ously recorded EEG activities, we extracted the phase for each
recording and plotted membrane potentials from pairs of neu-
rons against the phase (Fig. 4B, left) and time (Fig. 4B, right). In
time plots, zero time corresponded to the instantaneous phase
�0.5. Averaged membrane potentials on phase and time plots
revealed phase and time delays between neurons from different
cortical areas. The mean time delays (measured at half rising
times; Fig. 4B, right) in M1-S1 and S1-V1 neuronal pairs were
46 � 11 ms and 55 � 25 ms, respectively. Considering the mean
distance from M1 to S1 and from S1 to V1 as �2 mm, the slow-
wave propagation velocity was 40 � 13 mm/s, which was similar
to the velocity previously described in other studies (Mohajerani
et al., 2010; Ruiz-Mejias et al., 2011).

To show the variability of the slow-wave propagation, we also
calculated up and down delays between individual active states of
simultaneously recorded neurons (Fig. 4C). Up and down delays
fluctuated around the mean values and did not reveal any tem-
poral/serial dependencies (Fig. 4D). The probabilities of poste-
rior–anterior propagation were 14.5% (from 6% to 25%) and 9%
(from 3% to 13%) in M1-S1 and S1-V1 pairs of neurons corre-
spondingly. As in LFP experiments, the intracellular active states
tended to terminate simultaneously (except one V1 neuron; Fig.
4B). Similar to a previous study on cats (Volgushev et al., 2006),
individual down delays revealed large fluctuations centered around
0 ms (Fig. 4D,E). The mean values of SEM for up and down delays in
M1-S1 pairs were 5.74 and 6.02 ms, respectively (the extent of fluc-
tuations was similar). We did not detect any apparent correlation
between the depth of neurons, the time delays between them, and
the preferential phase of involvement of individual neurons in the
slow oscillation (Fig. 4G,H). In all eight pairs of neurons recorded in
this study, we found a positive correlation between the up delays and
the durations of active states (Fig. 4F).

Intracellular slow-wave patterns in the mouse cortex
and thalamus
To investigate how cortical and thalamocortical cells of different
locations are involved in slow oscillation, we performed intracel-
lular recordings within six cortical areas along the anterocaudal
direction (see Materials and Methods) and from specific and
nonspecific thalamic nuclei. Together, we recorded 18, 8, 11, 5, 7,
and 7 neurons from FrA-O, M1, S1, V1, V-RS, and V-RS poste-
rior cortical areas and 159 cells in the thalamus. Thalamocortical
cells were identified either by their ability to respond with a char-
acteristic low-threshold spike (LTS) in response to a hyperpolar-
izing current pulse or by morphological location. Within VPM
nucleus and lateral geniculate nucleus (LGN), neurons were also
usually identified by their response to sensory stimulation (whis-
kers and hair: air puff and eye–light flash, respectively).

As expected, all cortical neurons demonstrated an alternation
of depolarized active (UP) and hyperpolarized silent (DOWN)

states, whereas thalamic neurons revealed two distinct slow-wave
patterns. Eighty-four thalamic neurons displayed unitary and/or
spindle-like IPSPs, which followed cortical slow waves. The other
75 thalamic neurons displayed depolarized active states, which
accompanied cortical slow waves, although occasionally we could
also identify IPSPs. The examples of EEG and the two character-
istic intracellular slow-wave patterns of TC neurons recorded
simultaneously with cortical S1 neurons are shown in Figure 5.

Within particular thalamic nuclei, we identified the location of 51
neurons (Table 1; Figs. 5 and 6). All the neurons from the higher-
order nuclei we identified histologically. Neurons from sensory nu-
clei were identified either by their response to sensory stimulation or
both histologically and by their response to sensory stimuli. The
neurons within VPM, LGN, PO, and AV nuclei generated LTS in
response to a hyperpolarizing current pulse, whereas the neurons
from PF, central lateral (CL), and AD did not generate LTS. Usually,
we did not observe spontaneous LTS in the mouse’s thalamus (Figs.
5 and 6), and only some PO neurons displayed spontaneous LTS
when steady hyperpolarizing current was intracellularly injected
(data not shown). Intralaminar PF neurons displayed the lowest
input resistance (Table 1), which was significantly different from the
input resistance of PO neurons (16 � 5 M� vs 25 � 6 M�, respec-
tively, p � 0.005), of AV neurons (24 � 8 M�, p � 0.05), and VPM
and LGN neurons together (23 � 7 M�, p � 0.05).

Using interpolation, we plotted membrane potentials against
phase for all stable intracellular cortical and thalamic recordings
(Fig. 7). At least 1 min segments of recordings with the robust
slow oscillation of well-anesthetized mice were used. On average,
the neuronal membrane potentials from PO (n � 7 neurons),
parafascicular (PF, n � 6 neurons), CL (n � 1 neuron, data not
shown), anterior dorsal (AD, n � 1 neuron; data not shown), and
anterior ventral (AV, n � 7 neurons) nuclei displayed depolar-
ized waves (averaged active states), which accompanied cortical
depolarized waves (Fig. 7). In 3 of 7 analyzed PO cells, we also
recorded occasional IPSPs that produced a local minimum dur-
ing active states (Fig. 7, red dotted line). The averaged intracellu-
lar slow waves within VPM (n � 14 neurons) and LGN (n � 6
neurons) nuclei were dominated by inhibitory activities that pro-
duced averaged IPSPs with negative peaks ��65 mV. The mem-
brane potential depolarization of all cortical cells as well as from
all the neurons within thalamic PO, PF, CL, AD, and AV nuclei
were phase-locked (p � 0.05, Moore–Rayleigh test).

Synaptic activities during slow oscillations in the mouse
thalamus and cortex
The main excitatory inputs formed on thalamocortical neurons
are usually divided to drivers and modulators based on the EPSP
amplitude and rising time (Li et al., 2003; Reichova and Sherman,
2004). To our knowledge, no driver-like EPSPs were reported in
the cortex. Typical examples of slow-wave cycles from different
thalamic nuclei and from the somatosensory cortex are shown in
Figure 8A. Large-amplitude, well-defined unitary EPSPs were a
common feature of spontaneous activity of all the neurons re-
corded within PO, AV, VPM, and LGN nuclei (Fig. 8A, red ar-
rows). Sensory responses within projecting VPM and LGN
neurons were also composed of large-amplitude, well-defined
unitary EPSPs as well IPSPs (Fig. 6B). Small-amplitude EPSPs
occurring in groups were present in neurons from all recorded
nuclei (Fig. 8A, blue arrows), but within projecting VPM and
LGN nuclei they were weak, even if the membrane potential was
hyperpolarized with injected current. We consider EPSPs called
here “large-” and “small-” amplitude corresponding to thalamic
drivers and modulators, respectively. We did not detect large-
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amplitude EPSPs in cortical neurons (Fig. 8A), so all cortical
EPSPs displayed modulator-like behavior.

First, we compared mean amplitudes and kinetics (half rise
and half decay time counting from the EPSP peak; Fig. 8B) of the
large-amplitude EPSPs within VPM, LGN, AV, and PO (n � 9, 7,
10, and 11 neurons, respectively). All measurements were per-
formed without injection of intracellular steady current and with

a membrane potential of ��60 to �75 mV. We found that EPSP
amplitude within PO neurons was significantly higher than
within VPM, LGN, and AV (7.37 � 0.45 mV vs 4.15 � 0.25,
4.32 � 0.25, and 4.72 � 0.47 mV, respectively, mean � SEM, p �
0.001; Fig. 8B). Both rising and decaying phases of EPSPs within
VPM, LGN, and AV nuclei were significantly (p � 0.05) faster
than they were within second-order PO neurons (Fig. 8B). “All or
none” behavior of driver EPSPs was reported previously (Li et al.,
2003; Reichova and Sherman, 2004; Groh et al., 2008); therefore,
we also calculated the ratio (SD)/(mean amplitude) for the large-
amplitude EPSPs extracted in each neuron (an “all or none” behav-
ior supposing an SD/mean ratio �� 1). We found that the ratio
SD/mean amplitude was significantly smaller in VPM neurons com-
pared with LGN, AV, and PO neurons (0.153 � 0.038 vs 0.322 �
0.126, 0.233 � 0.032, and 0.397 � 0.13, respectively, p � 0.001). The
ratios for AV and PO neurons were significantly different, too
( p � 0.007). There were no evidently pronounced large-
amplitude EPSPs within the other investigated nuclei (PF, CL,
and AD), and we failed to detect unitary EPSPs in neurons
from these nuclei either automatically or manually (Fig. 8A).

Figure 5. Two intracellular slow-wave patterns recorded from the mouse thalamus. A, Simultaneously recorded intracellular activities of thalamic and cortical S1 neurons and contralateral EEG
during the slow oscillation in anesthetized mice. Left, The thalamic neuron reveals a characteristic LTS in response to a hyperpolarizing (100 ms, 0.5 nA) current pulse. During cortical depolarizing
active states, the TC neuron displayed unitary or repetitive IPSPs. Thalamic IPSPs follow the onset of cortical active states. B, A segment of EEG and intracellular activities recorded from another pair
of thalamic (AD) and cortical neurons. A morphologically identified thalamic neuron (left) did not generate LTS in response to a hyperpolarizing current pulse (inset) of different amplitude (data not
shown). The thalamic neuron generated active states composed of multiple depolarizing events that followed cortical active states. There is a time delay between the onset of intracellular cortical
and thalamic active states (right).

Table 1. Histologically identified neurons within the thalamusa

Thalamic
nucleus

Number of
neurons Slow-wave pattern

Input
resistance, M�

LTS in response to
hyperpolarizing pulse

VPM 15 IPSPs 23 � 7 

LGN 7 IPSPs 23 � 7 

PO 11 EPSPs, active states 25 � 6 

PF 6 EPSPs, active states 16 � 5 �
CL 1 EPSPs, active states — �
AD 1 EPSPs, active states — �
AV 10 EPSPs, active states 24 � 8 

aThe neuronal location was identified according to Paxinos and Franklin (2001): AV, Anteroventral thalamic nucleus;
AD, anterodorsal thalamic nucleus; CL, centrolateral thalamic nucleus; LGN, lateral geniculate nucleus; PF, parafas-
cicular thalamic nucleus; PO, posterior thalamic nuclei group; VPM, ventral posteromedial thalamic nucleus.
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To reveal slow-wave modulation of the thalamic and cortical
synaptic activities, we plotted phase and time PSP (and/or synap-
tic noise) histograms (Fig. 9). We also analyzed spiking activities.
All detected cortical and thalamic PSPs were modulated by slow
waves, with the exception of large-amplitude EPSPs (drivers) re-

corded within VPM and LGN nuclei (Fig. 9A). PSPs and spikes of
all cortical cells as well as from all the neurons within thalamic PO
(n � 7 neurons), PF (n � 6), AV (n � 7), CL (n � 1, data not
shown), and AD (n � 1, data not shown) nuclei were phase-
locked (p � 0.05, Moore–Rayleigh test). Extracted IPSPs from

Figure 6. Two thalamic slow-wave patterns recorded from the first- and higher-order nuclei. A, Left, Light microscopic images of the intracellularly stained VPM and LGN neurons. There is a
specific first-order “bushy” morphology of the neurons. The neurons revealed LTS in response to hyperpolarizing (100 ms, 1 nA) current pulses. Middle, Simultaneously recorded cortical contralateral
EEG and intracellular activities from VPM and LGN nuclei. Both neurons displayed unitary IPSPs during cortical active states and “fast-rising” EPSPs, which were not modulated by cortical states.
Right, Selected IPSPs. B, Contralateral sensory stimulation (whiskers and hair on the muzzle-air puff, eye-flash) elicited synaptic responses consisting of IPSPs and fast-rising EPSPs in
VPM and LGN neurons. Top and bottom traces represent the responses of the neurons to sensory stimulation at depolarized and hyperpolarized membrane potential respectively with
injection of steady inward and outward current of 0.5 nA. C, Left, Light microscopic images of the intracellularly stained PO and PF neurons. In contrast to PO neurons, PF neurons did not
reveal LTS in response to hyperpolarizing (100 ms) current pulses. Right, Simultaneously recorded cortical EEG and intracellular activities from PO and PF nuclei. Both neurons displayed
the slow-wave pattern with depolarization during active states.
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VPM (n � 14 neurons) and LGN (n � 6) neurons were also
phase-locked (p � 0.05, Moore–Rayleigh test). In 4 of 14 ana-
lyzed VPM neurons, we extracted phase-locked small-amplitude
EPSPs/noise corresponding to modulators (Figs. 8A and Fig. 9A,
bottom, dotted black line, p � 0.05, Moore–Rayleigh test). How-
ever, when all large-amplitude EPSPs (corresponding to thalamic
drivers) or small- and large-amplitude EPSPs were extracted to-
gether, they were not phase-locked in the VPM (Fig. 9A, bottom,
solid black line). We failed to extract small-amplitude EPSP/
noise modulated by cortical slow waves in LGN neurons, which
were shown in Figure 8A. All EPSPs from that nucleus were not
phase-locked to the slow oscillation (Fig. 9A, bottom, solid red
line). Spike activities of only three VPM and no LGN neurons
were phase-locked to the slow oscillation (p � 0.05, Moore–
Rayleigh test; data not shown).

Global slow oscillation dynamics in the mouse
thalamocortical system
The averaged membrane potentials (Fig. 7) and PSP histograms
(Fig. 9) revealed intacellular slow-wave dynamics in the thalamo-
cortical system. The earliest structures involved in the generation
of slow waves were the FrA-O and M1 cortices as well as PF and
PO nuclei. Then, the intracellular active states propagated in the
anteroposterior direction that was also shown with LFP record-
ings (Fig. 3E). The latest structures involved into the slow oscil-
lation were V-RS posterior cortex and AV nucleus with an overall
delay of approximately half of a cycle from the earliest structures.
The mean phases (and significant differences between them) of
membrane potentials, EPSPs, and spike histograms are shown in
Tables 2 and 3. Both PF and PO half rising times were signifi-
cantly different compared with rising times from S1, V1, V-RS,
and V-RS posterior cortical neurons (Table 3). The mean PF
phases obtained from EPSP histogram and from membrane po-
tentials significantly differed from all the corresponding cortical
mean phases (p � 0.05, Watson–Williams test, Table 2). The

mean phases depend on the waveform and its duration. A more
precise analysis representing the order of activation was obtained
from the velocity of slow-wave activation (depolarization) plots
(Fig. 10A,B; same data as in Figs. 7 and 9). The phase shifts were
clearly revealed between thalamic and cortical neuron activation
(Fig. 10A,B). The cortical mean phases of membrane potential
derivatives (�0) and EPSP histogram derivatives (�0) were sig-
nificantly different compared with each other respectively, except
FrA-O versus M1 (p � 0.05, Watson–Williams test; mean phases
of individual neurons are shown in Fig. 10A2,B2). The thalamic
PF mean phases of membrane potential derivatives (�0) were
significantly different from all the corresponding cortical mean
phases (p � 0.05, Watson–Williams test). The thalamic PO mean
phases of membrane potential derivatives (�0) were not signifi-
cantly different from FrA-O and M1 phases. The thalamic PF and
PO mean phases of EPSP histogram derivatives (�0) were signifi-
cantly different from the corresponding mean S1, V1, V-RS, and
V-RS posterior phases (p � 0.05, Watson–Williams test) but were
not significantly different from FrA-O and M1 phases. Thus, the
phases obtained from the membrane potential derivatives revealed
that PF and PO led the slow-wave cycle, whereas the phases from
EPSP histograms showed a synchrony between thalamic PF/PO and
the frontal cortical areas. In Figure 10E, the membrane potential
(left) and EPSP histogram (right) derivatives (�0) of PF and orbital
cortex are plotted together, and their peaks are matched. The appar-
ent statistical difference between PF and the frontal cortical areas
obtained from the membrane potential derivatives is rather the re-
sult of the waveform and its duration since the peaks of activation
occurred simultaneously (Fig. 10E). Taking into account the preci-
sion of the method (e.g., filtering, smoothing, Hilbert transforma-
tion), we conclude here that, on average, the thalamic PF and PO
neurons started activation/depolarization simultaneously with the
frontal cortical areas and before the other investigated parts of the
cortex. Thalamic AV neurons were activated significantly after all
other cortical and thalamic neurons, except V-RS posterior phase
(Fig. 10A,B; Tables 2 and 3).

We also found a significant phase shift between IPSPs within
VPM and LGN nuclei (VPM vs LGN mean phases: �0.326 vs
0.145, p � 0.05, Watson–Williams test; Fig. 9A). The IPSPs from
the VPM nucleus occurred significantly later than M1 (but not
S1) cortex activation (mean phases, p � 0.05, Watson–Williams
test) and IPSPs from the LGN nucleus occurred after the activa-
tion of both M1 and S1 (but not V1) cortices (mean phases, p �
0.05, Watson–Williams test). The inhibition within the sensory
thalamus occurred statistically simultaneously with the activa-
tion of the corresponding primary cortical areas.

Despite an overt anteroposterior propagation of active state
onsets, the termination of cortical active states occurred almost
simultaneously in all investigated areas (Figs. 3E, 7, and 9). To
support further this observation, we compared the velocities of
active state termination in different cortical areas (negative com-
ponents of the first derivatives; Fig. 10C,D). The averaged curves
of cortical membrane potential and EPSP histogram derivatives
(�0) did not reveal clear shifts between their peaks and in right
parts indicating tendency to terminate simultaneously (Fig.
10C1,D1). Active state rising time or phase measured at half am-
plitude of histograms shown in Figure 9 revealed remarkable
propagation, whereas decay time measured at half amplitude did
not show significant propagation (Fig. 11A). Termination phase
measured at half amplitude showed significant differences be-
tween frontal and posterior parts of the cortex, but the signifi-
cance decreased when termination phase was measured at one-
tenth amplitude that implies that measured differences depended

Figure 7. Membrane potentials of thalamic and cortical cells are modulated by slow oscilla-
tion. Averaged membrane potentials of neurons recorded in the cortex (FrA-O, M1, S1, V1, V-RS,
and V-RS posterior: n � 18, 8, 11, 5, 7, and 7 neurons, respectively) and thalamus (PF, PO, AV,
VPM, and LGN: n � 6, 7, 7, 14, and 6 neurons, respectively) plotted against phase. In all panels,
the positive part of SEM is shown with gray (negative part is not shown). The cortical areas are
schematically shown in the left.
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Figure 8. Drivers and modulators during slow oscillations in the mouse thalamus. A, Typical examples of neuronal activities recorded during slow-wave cycles from different thalamic nuclei and
from the somatosensory cortex. The traces were aligned according to contralateral EEG (top). Red arrows and blue arrows indicate examples of unitary large-amplitude and merged together small
EPSPs, respectively. Spontaneous large-amplitude EPSPs were a characteristic feature of all intracellular activities recorded within VPM, LGN, PO, and (Figure legend continues.)
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on waveform (Fig. 11B). Similar to Figure 3E3 and the related
analysis, comparison of segregate points of histograms revealed
differences in termination (Fig. 11B), but taking into account the
whole process (Fig. 10C1,D1), we conclude that the active states
from different cortical areas tended to terminate simultaneously.
Thus, during the propagation of the leading edge in the antero-
posterior direction, active state duration became progressively
shorter (Fig. 11A). The active state duration within the V-RS
posterior versus the duration within frontal areas was almost
twice shorter (p � 0.001; Fig. 11A).

To verify the results of phase analysis, we performed paired
intracellular recordings within the thalamus and the cortex (Fig.
12). The neuron from the anterior thalamus started active states
hundreds of milliseconds after the cortical S1 neuron (Fig. 12A),
whereas the posterior thalamic neuron (presumably PO) was ac-
tivated before the cortical S1 neuron recorded simultaneously
(Fig. 12B). The results of time analysis obtained with dual intra-
cellular recordings support the findings obtained with phase
analysis of neuronal activation.

Comparison of the inhibitory inputs into projecting VPM and
second-order PO nuclei
One of unexpected findings of the study was absence of well-
defined inhibitory activities in most second-order thalamic nu-
clei. It is well documented that the main inhibitory input into
first-order thalamic nuclei is provided by the RTN, whereas
higher-order thalamus is also innervated with other subcortical
nuclei (Barthó et al., 2002; Bokor et al., 2005). Particularly, the
PO nucleus receives inhibitory input from the ZI (Trageser and
Keller, 2004). As expected, in sensory thalamic nuclei, we found
IPSPs phase-locked to the slow oscillation, but we did not find
profound IPSPs within higher-order thalamic nuclei during slow
oscillations. Therefore, using retrograde labeling by CtB, we in-
vestigated differences in the inputs from RTN and ZI into VPM
and PO nuclei, respectively. CtB injected in the VPM nucleus
(n � 7 mice) retrogradely labeled neurons within the cortical
layer VI of the somatosensory cortex as well as neurons in the
RTN (Fig. 13A), whereas, when injected into PO (n � 6 mice),
CtB labeled neurons mainly within the cortical layer V and in the
ZI (Fig. 13B). The labeled cells within the RTN tended to be
grouped in clusters, whereas labeled neurons within the ZI
tended to stain as individual neurons (Fig. 13). We used an un-
biased automatic quantification of all labeled objects (individual
neurons or clusters of neurons, area of �40 �m 2) from the sec-
tions containing the RTN or the ZI (Fig. 13C). To quantify dif-
ferences between local densities of stained neurons within VPM
and ZI nuclei, we calculated the ratio between the integrated areas

4

(Figure legend continued.) AV nuclei. AV neurons generated bursts of EPSPs. B, Averaged large-
amplitude EPSPs recorded from four thalamic nuclei (VPM, LGN, PO, and AV: n � 9, 7, 11, and
10 neurons, respectively). The plots represent the mean amplitudes (right) and kinetics (bot-
tom) of the EPSPs. *p � 0.05 (t test or Mann–Whitney sum rank test). **p � 0.01 (t test or
Mann–Whitney sum rank test). ***p � 0.001 (t test or Mann–Whitney sum rank test). Large-
amplitude EPSPs within VPM and LGN neurons, which were not modulated by cortical states
and responded to sensory stimulation displayed the shortest rising time (fast-rising EPSPs).

Figure 9. Synaptic activities during slow oscillations in the mouse thalamus and cortex. A, Averaged PSP histograms of the neurons recorded in the cortex (FrA-O, M1, S1, V1, V-RS, and V-RS posterior: n �
18, 8, 11, 5, 7, and 7 neurons, respectively) and thalamus (PF, PO, AV, VPM, and LGN: n �6, 7, 7, 14, and 6 neurons, respectively) plotted against phase. Here and below before grand averaging, the histogram
for each neuron was normalized by the mean value (each bin of the histogram was divided by the value of mean bin of the histogram). Bottom, The histograms for small-amplitude EPSPs extracted in 4 VPM
neurons are shown with a dotted line. The histograms for fast-rising EPSPs extracted in VPM and LGN neurons are shown with a solid line. B, Half rising amplitude of PSP histograms of each neuron is plotted
against phase (averaged mean phases of the same points are shown in Fig. 11B). Bottom, Half rising amplitude of IPSP histograms of the VPM and LGN neurons is plotted against phase. C, Time PSP histograms.
Zero time corresponds to the instantaneous phase �0.5. In all panels, the positive part of SEM is shown with gray (negative part is not shown).
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             mean phase

Membrane 
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mean phase -0.386 -0.399 -0.288 -0.181 -0.112 -0.021 -0.492 -0.446 0.192 
FrA + 
Orbit. 
(n=11+7)

-0.316 

M1 
(n=8) -0.299 

S1
(n=11) -0.187 

V1
(n=5) -0.105 

V-RS
(n=7) -0.054 

V-RS 
post 
(n=7) 

0.088 

PF
(n=6) -0.474 

PO
(n=7) -0.269 

AV  
(n=7) 0.257 

P < 0.05 

Table 2. The number of neurons are indicated. Above the diagonal: significant differences between the mean phases from EPSP histograms (Fig. 9A) are shown by gray. Below the diagonal:
significant differences between the mean phases from the averaged membrane potentials (Fig. 7) are shown by gray. p � 0.05 (Watson–Williams test).

Table 3. The numbers of neurons are indicated. Above the diagonal: significant differences between the mean 1⁄2 rising times obtained from time histograms (represented as mean � SEM, Figs.
9B and 11A). Below the diagonal: significant differences between the mean phases obtained from spike histograms (not shown). Differences are shown with different intensities of gray (for the
phases, Watson–Williams test; for the times, two-tailed t test or Mann–Whitney test).
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of clusters (object length �25 �m) to the total area of all labeled
objects for each animal. The ratios for RTN and ZI nuclei were
0.74 � 0.15 versus 0.20 � 0.09, respectively (p � 0.001), reflect-
ing the staining in clusters of neurons within the RTN versus the
staining of individual neurons in the ZI.

Discussion
In the present study, we show that, in the mouse thalamus, during
active phases of the slow oscillation, the inhibition dominates in
sensory nuclei, whereas the excitation dominates in higher-order
nuclei. Applying phase and time analysis to intracellular and LFP

Figure 10. Global slow-wave dynamics within the thalamocortical system of a mouse. A1, Differentiated by phase membrane potentials are plotted against phase of EEG slow oscillation. The
averaged positive component of the derivative is shown, which represents the velocity of depolarization in cortical and thalamic neurons. Here and below before grand averaging, the plot for each
neuron was normalized by the mean value. A2, The mean vectors (length) of the same components as in A1 are shown for individual neurons, which represent the mean phase of
depolarization of the neurons during slow wave. B1, Differentiated by phase, phase EPSP histograms are plotted. The averaged positive component of the derivative represents the
increments of EPSP number during transitions to the active states. B2, The mean vectors (length) of the same components as in B1 are shown for individual neurons, which represent the
mean phase of the increments of EPSP number during transitions to the active states. C1, The averaged negative component of the derivative represents the velocity of hyperpolarization
in cortical and thalamic neurons. C2, The mean vectors (length) of the same components as in C1 are shown for individual neurons, which represent the mean phase of hyperpolarization
during the transition from active to silent state. D1, The velocity of termination of active states estimated from EPSPs histograms for cortical neurons (top) and thalamic neurons
(bottom). D2, The mean vectors (length) of the same components as in D1 are shown for individual neurons, which represent the mean phase of EPSPs active state termination. E, The
positive components of derivatives from the thalamic PF and orbital cortical neurons are plotted together, and their amplitudes are normalized by maximum of the first peak (left,
obtained from membrane potentials; right, from EPSP histograms). In all panels, the positive part of SEM is shown with gray (negative part is not shown). F, The sequence of detection
of slow waves in the cortex and thalamus is schematically shown.
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activities within different cortical and tha-
lamic areas, this study is the first to pro-
vide information on the global structure
of the slow oscillation within the TC sys-
tem of anesthetized mice. (1) Similar to
previous studies (Massimini et al., 2004;
Mohajerani et al., 2010; Nir et al., 2011;
Stroh et al., 2013), we confirm that most
of the slow oscillation cycles started from
the frontal cortical areas and the leading
edge of the slow waves propagated over
the cortex in the anteroposterior direc-
tion, whereas the end of active states oc-
curred nearly simultaneously in different
cortical sites (Volgushev et al., 2006)
(Figs. 3, 7, 9, and 10); (2) the first-order
(sensory) thalamic nuclei followed the
corresponding cortical areas during the
slow oscillation; (3) the higher-order PO
and intralaminar PF thalamic neurons
started off the slow-wave active states ap-
proximately simultaneously; and (4) the
latest structure to become involved in the
slow-wave cycle was the anterior thala-
mus, which approximately followed the
retrosplenial cortex.

Neurons within the sensory thalamus
revealed IPSPs modulated by cortical slow
waves as well as large-amplitude, fast-
rising EPSPs originating likely from as-
cending structures and therefore not
modulated by the slow oscillation. When
“driver” inputs arrived to TC neurons
during IPSP, we never observed spikes
triggered by the driver, which is consistent
with the gating role of the slow oscillation
(Timofeev et al., 1996). The inhibitory po-
tentials in VPM and LGN neurons during
the slow oscillation originated likely be-
cause of burst firing of RTN neurons
(Contreras and Steriade, 1995; Timofeev
and Steriade, 1996). Instead, the nonsen-
sory thalamus revealed depolarizing ac-
tive states and therefore was actively
involved in the cortical slow oscillation by
providing a phase-locked positive feed-
back and likely contributing to the syn-
chronization of cortical active states.

The two intracellular slow-wave pat-
terns we detected in the sensory versus
higher-order thalamus of anesthetized
mice could be explained by the patterns of
their connectivity. (1) The drivers within
sensory nuclei originate in ascending sen-
sory pathways, whereas the drivers in
higher-order nuclei originate from layer V
pyramidal cells (Groh et al., 2008), which
by themselves are the neurons playing a
leading role in the generation of slow os-
cillation (Chauvette et al., 2010; Beltramo
et al., 2013). (2) Consistent with the
known ratio of large versus small excit-
atory synapses in different thalamic nuclei

Figure 11. Duration (A) and proportion of phase (B) of active states within different cortical areas. A, Calculated parameters are
shown schematically on top. Zero time was set at �0.5 of phase (Fig. 1). Active state duration was calculated as the time interval
between half rising and half decay within EPSP time histograms. The slow-wave cycle duration was calculated as time between
two consecutive crossings for decay. Active states become significantly shorter while propagating in the anteroposterior direction
independently on the duration of slow-wave cycle. B, Calculated parameters are shown schematically on top. One-tenth decay
phase was measured similar to half decay. Proportion of phase occupied by active states was calculated from the interval between
the half decay and half rising phases within EPSP phase histograms using basic statistics as in A. *p�0.05 (t test or Mann–Whitney
sum rank test). **p � 0.01 (t test or Mann–Whitney sum rank test). ***p � 0.001 (t test or Mann–Whitney sum rank test). Half,
one-tenth decay, and half rising phases were compared using circular statistics. *p � 0.05 (Watson–Williams test). **p � 0.01
(Watson–Williams test). ***p � 0.001 (Watson–Williams test). Data are mean � SEM (phase duration and time) and mean �
confidence interval stated at the 95% confidence level (half decay and half rising phases).
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Figure 12. The two examples of paired intracellular recordings revealed different time delays between cortical S1 cells and neurons from the anterior and posterior thalamus. A, The thalamic
neuron was recorded within the dorsomedial part of anteroventral nucleus (AVDM). The thalamic active states started almost 200 ms after the cortical active states. B, The thalamic active states
started �100 ms before the cortical active states. The thalamic neuron was not identified morphologically, but we targeted the posterior thalamus.

Figure 13. Comparison of the main inhibitory inputs projecting into first-order VPM and second-order PO nuclei. A, CtB injected in the VPM retrogradely labeled neurons within the cortical layer
VI as well as cells in the RTN. B, When CtB was injected into the PO nucleus, it labeled neurons within the cortical layer V and in ZI. Unlike ZI neurons, RTN-labeled cells tend to group together. C,
Quantification of labeled object size within ZI and RTN nuclei. Labeled RTN neurons tend to form clusters.
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(Van Horn and Sherman, 2007), the activities of modulators were
much more pronounced within higher-order nuclei than within
sensory VPM and LGN nuclei. (3) It appears that the RTN provides
a stronger inhibition into sensory thalamic nuclei during cortical
active states than the ZI onto higher-order nuclei because a majority
of RTN neurons fire bursts of action potentials (Avanzini et al., 1989;
Contreras et al., 1992; Fuentealba et al., 2005), but ZI neurons fire
tonically (Trageser et al., 2006). Therefore, the postsynaptic action of
RTN neurons should be stronger compared with ZI neurons. Also,
the RTN neurons form clusters (Fig. 13). It is known that RTN
neurons are interconnected by chemical and electrical synapses
(Landisman et al., 2002; Shu and McCormick, 2002). Clusters of
electrically coupled RTN neurons generate synchronous activities
(Long et al., 2004), suggesting that tightly interconnected bursting
RTN neurons within clusters would induce stronger IPSPs in their
targets than dispersed tonically firing neurons from ZI.

Consistent with morphological observations in primates
(Rovó et al., 2012), we did not observe “driver” EPSPs within
intralaminar PF neurons, but we observed it in the PO nucleus.
The thalamic PO drivers provided a strong relay between the
primary and the secondary somatosensory cortices (Theyel et al.,
2010), contributing to the long-range cortical synchronization.
The “driver” EPSPs within thalamic AV neurons probably origi-
nated from the hippocampal system and/or retrosplenial cortex
(Shibata, 1998; Petrof and Sherman, 2009).

The neurons within PF, CL, and AD nucleus did not display
LTS in response to a hyperpolarizing current pulse, corroborat-
ing previous extracellular unit and whole-cell in vitro studies
(Lacey et al., 2007; Beatty et al., 2009). Interestingly, the same
thalamic neurons in our study did not display driver EPSPs, sug-
gesting their very particular role in the thalamic functions.

One of the intriguing findings of the study was that, on aver-
age, the onset of active states in PO and in PF neurons occurred
simultaneously with the onset of earliest cortical active states. The
onset of depolarizing states appeared as a buildup of synaptic
“modulator” events in the PF nucleus or as large-amplitude
EPSPs in the PO nucleus (Fig. 8), suggesting its origin in presyn-
aptic structures. Cortical inputs to PF nucleus of rat arrive from
primary and secondary motor cortex, primary somatosensory
cortex, and parietal cortex (Cornwall and Phillipson, 1988; Van
der Werf et al., 2002). The frontal cortical areas as well as the
thalamus, forming long-distance and multiple connections, are con-
sidered to be hubs within the functional brain network (Honey et al.,
2007; van den Heuvel and Sporns, 2011). If one assumes a probabi-
listic mechanism of slow-wave initiation at any cortical site
(Timofeev et al., 2000; Chauvette et al., 2010), and the PF nucleus
represents a hub connecting these cortical areas, which integrates
multiple inputs from long-distance sites, the PF nucleus would be at
least the second to activate during each slow-wave cycle and thus, in
relation to all cycles together (average), it would be detected as the
first structure. The PF nucleus also receives inputs from laterodorsal
and pedunculopontine tegmentum, locus ceruleus, and raphe nu-
clei, most densely the dorsal raphe (Cornwall and Phillipson, 1988;
Van der Werf et al., 2002). During slow-wave sleep, locus ceruleus
neurons tend to fire before the onset of active states in the prefrontal
cortex (Eschenko et al., 2012); therefore, they can actively contribute
to the early onset of active states in PF neurons. Phase-locked firing
of other neuromodulatory structures may also contribute to shaping
of the slow oscillation.

Despite the fact that the PF neurons demonstrated the early
onset of slow-wave active states, their role in the global slow-wave
generation is unclear. The majority of projections from the PF

nucleus reach striatum (Deschênes et al., 1996; Van der Werf et
al., 2002). The cortical projections of these neurons form small
terminal puffs in layer VI of the frontal motor cortex (Deschênes
et al., 1996). These data indicate that PF neurons can boost the
slow oscillation mainly in frontal areas.

Neurons of the PO nucleus receive ascending inputs from
somatosensory, auditory, visual, and vestibular systems (Groe-
newegen and Witter, 2004), which should not be synchronized
with the slow oscillation. The cortical (driver) inputs arrive
mainly from somatosensory (S1 and S2) areas, but to a lesser
extent from medial frontal cortices (Veinante et al., 2000; Guan-
dalini, 2001); and frontal cortex is the first to display the onset of
slow waves, which potentially could drive these neurons and
show the early onset of activity in the PO nucleus. However, the
density of corticothalamic terminals originating from the frontal
cortex to PO and AV nuclei is similar (Guandalini, 2001); the PO
nucleus was among the first to enter into active phases of the slow
oscillation and the AV nucleus was the last one (Fig. 10).

This and other studies (Massimini et al., 2004; Volgushev et
al., 2006; Ruiz-Mejias et al., 2011) show that cortical active state
onsets propagate in the anteroposterior direction as well as dem-
onstrate simultaneous termination of active states across neocor-
tex. Although the exact mechanisms of this simultaneous
termination remain unknown, several investigations point to a
possible role of inhibitory processes in such termination (Ste-
riade et al., 1993; Puig et al., 2008; Chen et al., 2012). Active
contribution of higher-order thalamocortical neurons in active
state maintenance suggests that some of them can provide a
small, but widespread, influence over distant cortical areas and
therefore control termination of active states.

In this study using stereotypic global slow-wave pattern in
ketamine-xylazine anesthetized mice, we show that the active
phases of slow waves occur first in frontal cortical areas and in
second-order (posterior) thalamic nuclei (PF and PO). The slow
waves propagate in the rostrocaudal direction in the cortex (from
frontal to retrosplenial cortex). The sequence of detection of slow
waves in the thalamus was in the caudorostral direction (from
posterior PF and PO nuclei to the anterior AV nucleus; Fig. 10F).
The AV nucleus forms reciprocal connections with the limbic
system and, in particular, with the retrosplenial cortex (Groe-
newegen and Witter, 2004) as well as the medial prefrontal cortex
(Guandalini, 2001), potentially making a link between cortical
areas with the earliest and the latest involvement in the slow
oscillation. Our results demonstrate that only the first-order nu-
clei might contribute to the sleep-related gating of peripheral
inputs, whereas higher-order thalamic nuclei may facilitate an
intracortical dialog during sleep, which is possibly a key compo-
nent of sleep-dependent memory consolidation (Rasch and
Born, 2013).
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