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The majority of neurotransmitter systems shows variations in
state-dependent cell firing rates that are mechanistically linked to
variations in extracellular levels, or tone, of their respective neuro-
transmitter. Diurnal variation in dopamine tone has also been
demonstrated within the striatum, but this neurotransmitter is
unique, in that variation in dopamine tone is likely not related to
dopamine cell firing; this is largely because of the observation that
midbrain dopamine neurons do not display diurnal fluctuations in
firing rates. Therefore, we conducted a systematic investigation of
possible mechanisms for the variation in extracellular dopamine
tone. Using microdialysis and fast-scan cyclic voltammetry in rats,
as well as wild-type and dopamine transporter (DAT) knock-out
mice, we demonstrate that dopamine uptake through the DAT and
the magnitude of subsecond dopamine release is inversely related
to the magnitude of extracellular dopamine tone. We investigated
dopamine metabolism, uptake, release, D2 autoreceptor sensitiv-
ity, and tyrosine hydroxylase expression and activity as mecha-
nisms for this variation. Using this approach, we have pinpointed
the DAT as a critical governor of diurnal variation in extracellular
dopamine tone and, as a consequence, influencing the magnitude
of electrically stimulated dopamine release. Understanding diurnal
variation in dopamine tone is critical for understanding and
treating the multitude of psychiatric disorders that originate from
perturbations of the dopamine system.
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The dopamine transporter (DAT) is a transmembrane protein
that removes dopamine (DA) from the extracellular space to

terminate signaling at pre- and postsynaptic receptors. Extensive
evidence indicates that aberrant DAT function may be involved
in many neuropsychiatric illnesses, including attention deficit
hyperactivity disorder (1, 2), depression (3, 4), substance abuse
disorders (5, 6), schizophrenia (7–9), and anxiety disorders (10,
11). Our current understanding of the role of the DAT under
physiologically normal conditions is that of a homeostatic regu-
lator. This basic hypothesis was confirmed in work using DAT
knock-out (KO) mice, where extracellular DA levels ([DA]ext)
and corresponding locomotor activity are substantially higher
than in WT animals (12, 13). In addition, up- or down-regulation
of the DAT is regarded as a compensatory plasticity to “nor-
malize” [DA]ext in the context of repeated exposure to abused
drugs (5, 14, 15).
Despite this progress in understanding DAT function, much

less work has been dedicated to understanding the role of the
DAT and other presynaptic modulators of [DA]ext over time
periods that extend across the light and dark phases. Diurnal
variations in [DA]ext have been demonstrated within the striatum
(16–18), but are not related to variations in DA cell firing, be-
cause midbrain DA neurons do not display diurnal fluctuations in
firing rates (19–23; but see ref. 24). This finding is in stark contrast
to other neurotransmitter systems (e.g., serotonin, norepineph-
rine, and histamine), which show variation in state-dependent
firing that is mechanistically linked to their respective extracel-
lular levels or tone (25–30). Given the controversy surrounding

the link between DA firing and [DA]ext, we performed a system-
atic investigation of how variations in subsecond DA release and
uptake relate to variations in [DA]ext.
Despite the limited mechanistic understanding of the complex

relationship between [DA]ext and nerve terminal function,
behaviors known to be governed by DA are strongly influenced by
diurnal cycles. For example, behaviors that measure reinforcement
and reward, such as psychostimulant self-administration and con-
ditioned place preference, fluctuate markedly across the light/dark
cycle (31–34). Given that DA signaling is critical to the reinforcing
and rewarding properties of drugs, it is possible that variations in
DA signaling may drive the diurnal fluctuations observed in drug-
associated behaviors. Therefore, the goal of the current project was
to define diurnal variation in [DA]ext and to fully investigate the
mechanisms that underlie such variation. We therefore measured
[DA]ext, extracellular DA metabolite levels, D2 autoreceptor sen-
sitivity, tyrosine hydroxylase (TH) expression, TH activity, sub-
second electrically stimulated DA release ([DA]o), and DA uptake
activity across the light/dark cycle and manipulated these param-
eters to understand their relationships and mechanistic links. We
predicted that if the ability of DAT to recover [DA]ext was driving
oscillations in [DA]ext, then DA uptake by the DAT should be
inversely related to [DA]ext. In other words, DA uptake should be
slowest when [DA]ext reaches peak levels, and fastest when [DA]ext
reaches a trough.

Results
Diurnal Oscillations in Extracellular DA and Metabolites. First, we
monitored extracellular DA and metabolite levels over 36 con-
secutive hours using microdialysis in awake, freely moving rats
and recorded subsecond DA release and uptake kinetics using
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fast-scan cyclic voltammetry (FSCV) in brain slices of rats at 6-h
intervals on a 12-h light/dark cycle. Fig. 1A demonstrates that
[DA]ext oscillates in a sinusoidal fashion (third-order best-fit
model) that is significantly different from linearity [F(2,291) =
28.9, P < 0.0001], with the peak and trough occurring midway
through the dark and light phases, respectively. The DAmetabolites,
homovanillic acid (HVA) (Fig. 1B) , and 3,4-dihydroxyphenylacetic
acid (DOPAC) (Fig. 1C), also oscillated according to a third-
order model that significantly deviated from linearity (P <
0.0001) with the primary DA metabolite (DOPAC) offset in time
from DA by 6 h (Fig. 1D), consistent with the well-documented
slow time course of metabolism.

The Rate of DA Uptake Is Inversely Related to Extracellular DA Levels.
Given the notion that the DAT is a homeostatic regulator of
[DA]ext, we investigated whether there was diurnal variation in
DA uptake across four strategically selected, equally spaced time
points [zeitgeber time (ZT)1, ZT6, ZT13, ZT18] across the light/
dark cycle using voltammetry in rat brain slices. Maximal rates of
DA uptake (Vmax) demonstrated a significant inverted U-shaped
trend in the caudate-putamen (CPu) (Fig. 2A), nucleus accumbens
(NAc) core (Fig. 2B), and NAc shell (Fig. 2C) when plotted across
time, starting at ZT1. Fig. 2D describes an inverse relationship
between Vmax and [DA]ext, such that the fastest Vmax (ZT6) oc-
curred when [DA]ext was at the lowest levels, whereas the slowest
Vmax (ZT18) occurred when [DA]ext was at the highest levels.
Tukey’s multiple comparison post hoc test indicated the most
robust differences midway through the light (ZT6) and dark
(ZT18) phases (Fig. 2 A–C). Furthermore, linear regression of
the slopes between ZT18 and ZT6 in Fig. S1 showed an increase
in Vmax at a rate of 8.78% per hour with a corresponding de-
crease in [DA]ext of 2.6% per hour.

The Magnitude of Rapid DA Release Is Inversely Related to Extracellular
DA Levels. We next measured diurnal variation in the peak-height
of electrically stimulated DA transients ([DA]o) across the same
four time points measured for uptake data using voltammetry in rat

brain slices. Similar to Vmax, single-pulse stimulations produced
a significant quadratic, inverted U-shaped trend in [DA]o when
plotting across time, starting 1 h into the light phase (ZT1). This
trend was evident in CPu (Fig. 3A), NAc core (Fig. 3B), and NAc
shell (Fig. 3C). Additionally, there was a main effect of time-of-day
for each region (CPu and core, P < 0.001; shell, P < 0.01), with
Tukey’s multiple comparison post hoc test indicating the most ro-
bust differences midway through the light (ZT6) and dark (ZT18)
phases (Fig. 3 A–C). Fig. 3D shows the predicted inverse relation-
ship between stimulated [DA]o and [DA]ext when both are nor-
malized and plotted in the same graph. Indeed, the amount of
stimulated [DA]o is lowest midway through the dark phase, a time
that is characterized by highest [DA]ext. The inverse relationship is
exhibited in the light phase such that when stimulated [DA]o is
highest, [DA]ext is at the lowest point. This relationship is consistent
with the idea that [DA]ext is recycled back into DA nerve terminals
via an uptake mechanism and is packaged into vesicles for release
(35, 36), with the efficiency of Vmax determining the magnitude
of [DA]o.

D2 Autoreceptor Sensitivity Is Synchronous with Extracellular DA
Levels. Oscillations in the sensitivity of D2 autoreceptors could
contribute to changes in [DA]ext. The ability of D2 autoreceptors
to inhibit [DA]o was measured using the D2-agonist, quinpirole,
using voltammetry in rat brain slices. Investigating [DA]o elicited
by single-pulse stimulations in a brain slice preparation allows for
interrogation of presynaptic D2 autoreceptors because quinpirole
does not modulate [DA]o in mice with genetic knock-out of
presynaptic D2 autoreceptors (37). Therefore, there is little to no
documented effect of quinpirole modulating [DA]o via post-
synaptic D2 signaling when using slice voltammetry (37). There
were significant changes in the ability of the quinpirole to reduce
[DA]o across the light/dark cycle. Fig. 4 A and B show that
quinpirole (30 nM and 100 nM, respectively) reduced electrically
stimulated DA release to a greater extent in the dark phase, with
the most robust effects occurring midway through the dark phase
(ZT18). Next, data from Fig. 4A were expressed as a percent of

Fig. 1. Extracellular dopamine (A) and metabolites HVA (B) and DOPAC (C), expressed as percent of baseline, oscillate across the light/dark cycle with peaks
and trough of DA and HVA occurring midway through the dark and light phases, respectively. The DOPAC cycle is phase-shifted to the right of dopamine by
∼6 h (D). DA, HVA, and DOPAC are best fit to a third-order regression curve that is significantly different from linearity (***P < 0.001).
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the mean effect of quinpirole across the four time points, then
inverted and plotted against [DA]ext in Fig. 4C to evaluate the
relative sensitivity of autoreceptors relative to [DA]ext. Thus,
greater inhibition of [DA]o by quinpirole, when inverted, trans-
lates to greater sensitivity of D2 autoreceptors in Fig. 4C. The
sensitivity of D2 autoreceptors oscillates in a manner almost
identical to [DA]ext. Specifically, autoreceptors are at their great-
est sensitivity during the dark phase when [DA]ext is highest, and
are the least sensitive during the light phase when [DA]ext is
lowest. This synchrony suggests two points. The first point is that
the sensitivity of D2-autoreceptors does not drive [DA]ext directly,
as one would expect high [DA]ext when D2 autoreceptors are less
able to inhibit DA release for this to be the case. The second point
is that [DA]ext does not drive D2R sensitivity, as the extant liter-
ature would predict low D2R sensitivity when [DA]ext is high.
Indeed, G protein-coupled receptors are thought to desensitize as
they are activated by their endogenous ligands. It is possible that
[DA]ext does not reach levels high or low enough across the light/
dark cycle to affect receptor sensitivity.

The DA Transporter Is Necessary for Diurnal Variation in Extracellular
DA Levels. Ruling out D2 autoreceptors provides additional evi-
dence that DAT function drives oscillations in [DA]ext. Fur-
thermore, the ability of the DAT to take up DA appears to
control levels of intracellular, releasable DA. To fully test the
hypothesis that Vmax is the mechanism that drives [DA]ext, we
monitored [DA]ext for 36 consecutive hours using microdialysis
in awake, freely moving mice with and without a genetic knock
out of DAT (DAT KO and WT, respectively). Additionally, we
recorded release and uptake kinetics using FSCV in brain slices
from WT and KO mice. As was the case for rat [DA]ext, Fig. 5A
demonstrates that [DA]ext in WT mice oscillates in a sinusoidal
fashion (fourth-order best fit) that is significantly different from
linearity [F(3,314) = 65.4, P < 0.0001], with the peak and trough
occurring midway through the dark and light phases, respectively.
Contrary to WT mice, DAT KO mice demonstrated no sinusoidal
oscillation in [DA]ext, which was best fit by a straight line model

(first order) with no slope (β = 0.044) (Fig. 5B). Both third- and
fourth-order models, which would be indicative of sinusoidal os-
cillation, would not fit when forced on the data (R2 = 0.0001, P =
0.98). The lack of diurnal oscillation of [DA]ext in DAT KO mice
indicates that the DAT is necessary for diurnal oscillations in
[DA]ext. These findings, combined with the inverse relationship
between [DA]ext and the rate of DA uptake, leads to the con-
clusion that diurnal oscillations in the function of the DAT drive
oscillations in [DA]ext.

Oscillations in the Level and Activity of TH Cannot Account for Diurnal
Variation in Extracellular DA Levels. Oscillations in the level or
activity of TH could contribute to changes in [DA]ext inde-
pendent of oscillations in DA uptake. Therefore, we examined
both the levels and activity of TH across the four time points in
the light/dark cycle in both WT and DAT KO mice. Similar to
previously published reports (38, 39), Western blot analysis
revealed that TH levels oscillated in a manner similar to [DA]ext
in WT mice. Indeed, Fig. 5C (green) shows TH expression in WT
mice oscillated in a sinusoidal fashion, with the peak and trough
occurring midway through the dark and light phases, respectively.
Consistent with TH levels, we show that the activity of TH, as
measured by L-dopa (L-DOPA) accumulation after DOPA decar-
boxylase inhibition with systemic injection of NSD-1015 (Fig. 5C,
blue symbols), oscillated in a manner almost identical to both
[DA]ext and TH levels in WT mice (Fig. 5C, blue). Namely,
L-DOPA in WT mice oscillated in a sinusoidal fashion (third-
order best fit) that was significantly different from linearity
[F(2,22) = 5.70, P < 0.01], with the peak and trough occurring
midway through the dark and light phases, respectively.
We next measured TH levels and activity across the four time

points in the DAT KO mice that, as shown above, do not express
diurnal oscillations in [DA]ext. Western blot analysis of TH
protein levels in the striatum revealed that despite no variation
in [DA]ext, TH levels in DAT KO mice oscillated in a manner
almost identical to WT mice (Fig. 5D). The sinusoidal curve
(third-order best fit) was significantly different from linearity

Fig. 2. Maximal rate of DA uptake (Vmax) in the caudate (A), NAc core (B), and shell (C) engenders an inverted u-shaped trend when plotted starting one
hour into the light phase (ZT1; main effect of ZT, ***P < 0.001, **P < 0.01). Tukey’s multiple comparisons (ΔΔΔP < 0.001, ΔP < 0.05 relative to ZT6; ΦΦP < 0.01,
ΦP < 0.05 relative to ZT13). Vmax demonstrates an inverse relationship to extracellular dopamine levels ([DA]ext) in the caudate (D). The green line represents
the best-fit model for Vmax and the red line represents the best-fit model for [DA]ext.
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[F(2,23) = 6.78, P < 0.05], with the peak and trough occurring
midway through the dark and light phases, respectively. There
was no significant difference in TH levels between WT and DAT
KO mice when expressed as a percent baseline (i.e., compare
green points in Fig. 5 C and D). The nonsignificant trend toward
lower-magnitude shifts in WT TH levels relative to DAT KO
animals occurred because, consistent with previous literature
(40), we observed significantly higher absolute TH protein levels
in WT mice (mean ± SEM = 1.27 ± 0.07) relative to DAT KO
mice [mean ± SEM = 0.89 ± 0.07, t(41) = 3.72, P < 0.001]. Be-
cause shifts in absolute TH levels are of similar magnitude in
both strains (P > 0.05), the higher baseline levels in WT mice
appear to attenuate shifts in this strain when they are expressed
as percent of baseline levels.

L-DOPA levels oscillated in DAT KO mice, with the peak and
trough occurring midway through the dark and light phases, re-
spectively. This finding was almost identical to TH activity in WT
and DAT KO mice, and in a manner consistent with L-DOPA
levels in WT mice. Therefore, both TH levels and activity (as
measured by L-DOPA accumulation) oscillate in DAT KO and
WT mice in a similar, diurnal fashion. This similarity is com-
pelling evidence that DA synthesis, as measured by TH protein
levels and activity, cannot solely contribute to, and is not suffi-
cient for, diurnal variation in [DA]ext. Similar to TH levels de-
scribed above, there was no significant difference in L-DOPA
levels between WT and DAT KO mice when expressed as a
percent baseline (i.e., compare blue points in Fig. 5 C and D).
The nonsignificant trend toward lower magnitude shifts in DAT
KO levels of L-DOPA relative to WT animals occurred because,
consistent with previous literature (40), we observed significantly
higher absolute L-DOPA levels in DAT KOmice (mean ± SEM =
202.8 ng/mg ± 15.52) relative to WT mice [mean ± SEM =
135.1 ng/mg ± 9.96, t(40) = 3.67, P < 0.001]. Because shifts in
absolute L-DOPA are of similar magnitude in both strains (P >
0.05), the higher baseline levels in DAT KO mice appear to

attenuate shifts in this strain when they are expressed as percent
of baseline levels.

The DAT Is Necessary for Diurnal Variation in the Magnitude of Rapid
DA Release. If variation in [DA]ext at the time of slice preparation
determines variation in [DA]o, as suggested by our rat voltam-
metry data (Fig. 2D), then we would predict that DAT KO mice
would show no variation in [DA]o across the light/dark cycle. To
this end, we killed WT and DAT KO mice at two time points
(midway through dark, ZT18; and midway through light, ZT6),
which correspond to the peak and trough of [DA]ext in WT
animals, and measured [DA]o using voltammetry in brain slices.
As predicted, Fig. 6 (green bars) shows that [DA]o in WT mice
was identical to the rat data where [DA]o was significantly
greater midway through the light phase (ZT6) than midway
through the dark phase (ZT18) [t(13) = 3.31, P < 0.01]. Unlike
WT mice and rats, DAT KO mice exhibited no change in [DA]o
(Fig. 6, blue bars), which is consistent with the lack of variation in
[DA]ext across the light/dark cycle. Given these data, we pre-
dicted that oscillations in [DA]ext that occur over the course of
many hours before killing a WT animal ultimately determine
oscillations in [DA]o in the slice preparation. This explanation is
based on the notion that the rate of DA uptake can bias DA
levels to an intracellular or extracellular location over many
hours. Indeed, the DAT has been directly linked to the recycling
of DA and the filling of readily releasable vesicles (35, 36). We
argue that this occurs over time and to an increasing extent
leading up to midway through light phase. This is a time when
the rate of DA uptake through the DAT is high, allowing for
more efficient filling of vesicles. This mechanism would lead to
greater readily releasable [DA]o when DA is biased to an in-
tracellular location in the light relative to the dark. To test this
hypothesis, we implanted WT mice with osmotic minipumps that
delivered cocaine (7.5 mg·kg·h) for 48 consecutive hours to block
DA uptake for two complete diurnal cycles before sacrifice. In
a manner similar to the DAT KO mice, WT mice outfitted with

Fig. 3. Electrically-stimulated dopamine release ([DA]o) in the caudate (A), NAc core (B), and shell (C) engenders an inverted u-shaped trend when plotted
starting 1 h into the light phase (ZT1; main effect of ZT, ***P < 0.001, **P < 0.01). Tukey’s multiple comparisons (ΔP < 0.05 relative to ZT6; ΦP < 0.05 relative to
ZT13). (D) [DA]o demonstrates an inverse relationship to extracellular dopamine levels ([DA]ext) in the caudate. The blue line represents the best-fit model for
[DA]o and the red line represents the best-fit model for [DA]ext.
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cocaine minipumps exhibited no change in [DA]o between ZT6
and ZT18 (Fig. 6, orange bars). These results are consistent with
DAT function being required for diurnal cycling of DA, as well
as DA being recycled by an uptake mechanism and therefore
biased toward an intracellular location and ready for release
upon electrical stimulation when the rate of DA uptake is high.
To confirm that many hours of attenuated recycling and ac-

cumulation of intracellular DA through reduced DAT function
were required to decrease [DA]o, we added an acute, high dose
of cocaine (10 μM) to the bath of brain slices from WT mice to
block DA uptake after slice preparation. Because there is no
[DA]ext in a slice preparation, the amount of readily releasable
[DA]o should be limited to intracellular DA levels that were
present at the time of sacrifice. Despite the acute pharmaco-
logical blockade of DAT, differences between ZT6 and ZT18
remain in this group (Fig. 6, red bars) [t(10) = 2.30, P < 0.05].
Therefore, acute pharmacological blockade of DAT in slices
from WT mice is not sufficient for reconciling the difference
between light and dark phases, and does not recapitulate data
observed in DAT KO mice or mice with cocaine minipumps.
This finding rules out the contribution of acute blockade of DAT
in a slice to modulate variation in diurnal [DA]o. Moreover,
[DA]o is significantly enhanced at ZT6 and not at ZT18 following
acute cocaine application (Fig. 6, green vs. red bars) [t(16) = 1.88,
P < 0.05]. The fact that [DA]o can be augmented by DA uptake
inhibition at this time point suggests that more DA is available for
release at a time when there are augmented levels of intracellular,
readily releasable DA.

Discussion
The activity of DA neurons does not fluctuate across the light/
dark cycle (19–23), so it is possible that variations in [DA]ext are
associated with variation in the ability of the DAT to take up
DA into the nerve terminals and effectively offset release (i.e.,
maintain homeostasis). Diurnal variation in the density of cell-
surface DAT (38, 39) and some changes in DA uptake kinetics
have been noted (41, 42); however, no work has systematically
compared variations in DA uptake to the number of parameters

investigated herein. Therefore, our initial experiments focused
on examining the extent to which uptake fluctuated across the
light/dark cycle. We demonstrate that DA uptake through the
DAT and the magnitude of evoked, subsecond [DA]o is inversely
related to the magnitude of [DA]ext, with fastest uptake occur-
ring when [DA]ext is lowest, and slowest uptake occurring when
[DA]ext peaks.
Neither metabolism nor autoreceptor inhibition of DA can

account for the diurnal variation in [DA]ext. The metabolites
HVA and DOPAC were either time-locked to DA rhythms or
delayed for as much as 6 h, respectively. This finding replicates
earlier work (43) and strongly suggests that although metabolism
actively degrades DA, it is not a mechanism for variations in
[DA]ext. Rather, metabolite levels oscillate as a function of the
variation in [DA]ext. Similar to metabolites, D2 autoreceptor
sensitivity varies synchronously with [DA]ext, such that highly
sensitive D2R are associated with high [DA]ext. This relationship
is the opposite of what would be expected if D2R governed
[DA]ext or vice-versa, suggesting no immediately interpretable
causal link between the two. To our knowledge, research in-
vestigating oscillations in D2R function across the light/dark
cycle have not segregated pre- and postsynaptic D2R pop-
ulations, with interpretations usually favoring implications from
a postsynaptic perspective. However, [DA]o elicited by single
pulse stimulations in brain slices is considered too rapid to be
influenced by retrograde signaling that would be mediated by
postsynaptic D2 receptors. Furthermore, Bello et al. (37) dem-
onstrated that the contribution of quinpirole on postsynaptic
D2R to modulate [DA]o as measure by voltammetry in brain
slices is negligible compared with the direct inhibitory influence
of quinpirole on D2 autoreceptors. Therefore, to our knowledge,
this is the first specific demonstration of diurnal oscillations in
presynaptic D2 autoreceptor function. Although light/dark dif-
ferences in D2R function vary across studies, increased sensi-
tivity of D2R during the dark phase is congruent with work in
mice demonstrating substantially higher [125I]sulpiride binding in
the striatum during the dark phase (38), larger responses to apo-
morphine during the dark phase in rats (44), and larger reflexive

Fig. 4. Electrically stimulated DA release ([DA]o) in the caudate following 30 nM (A) and 100 nM (B) quinpirole, expressed as a percent of predrug [DA]o
engenders a decreasing linear trend when plotted starting one hour into the light phase (ZT1; main effect of ZT, **P < 0.01). Tukey’s multiple comparisons
(##P < 0.01 relative to ZT1; ΔΔP < 0.01, ΔP < 0.05 relative to ZT6). (C) The relative sensitivity of caudate D2 autoreceptors to inhibit [DA]o is plotted against
extracellular DA in the caudate.
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locomotor responses to quinpirole during the dark in Drosophila
melanogaster (45).
In contrast to metabolism and D2 autoreceptor activity, we

show with a number of experiments that variation in the effi-
ciency of DA uptake governs [DA]ext. First, we demonstrated
that more rapid uptake of DA occurs during the light phase
when [DA]ext is low, and a slowing of DA uptake occurs during
the dark phase when [DA]ext is high. Indeed, this result is con-
gruent with research showing increased cell-surface DAT during
the light phase (38); this placed the efficiency of DA uptake in an
ideal position to be mechanistically linked to [DA]ext. Further-
more, blockade of DAT with genetic modification or pharma-
cological intervention leads to elevated [DA]ext, so it is perfectly
reasonable that physiological variation in the efficiency of DAT
would lead to variation in [DA]ext. In fact, recent mathematical
models highlight transporter concentration (i.e., cell-surface ex-
pression) as a critical component of neurotransmitter homeo-
stasis (46). Second, we confirmed the necessity of DAT in
mediating diurnal variation in [DA]ext by documenting a lack of
variation in [DA]ext in DAT KO mice. Third, we showed that
diurnal variations in TH levels and activity are present not only
in WT mice, as shown previously (38, 39), but also in DAT KO
mice that show no variation in [DA]ext. TH is therefore not
sufficient for mediating diurnal variations in [DA]ext because
[DA]ext cannot vary without the DAT, despite oscillations in TH
expression and activity.
Based on this evidence, we propose a model for the diurnal

regulation of [DA]ext, whereby lower rates of DA uptake midway
through the dark phase (likely via decreased cell surface DAT
expression) lead to a predominantly extracellular location of DA,
whereas faster rates of DA uptake midway through the light
phase (likely via increased cell surface DAT expression) lead to
a predominantly intracellular location of DA. Indeed, the DAT
has been explicitly linked to the recycling of [DA]ext and the
filling of readily releasable vesicles (35, 36). This DAT-driven
intracellular vs. extracellular location of DA is confirmed by our
demonstration of the oscillation in magnitude of subsecond

[DA]o upon stimulation. Intracellular availability of DA in vesicles
is a limiting factor in the magnitude of [DA]o in voltammetry
experiments (40), suggesting lower intracellular availability when
[DA]ext is high. Notably, we prevented the diurnal variation in
[DA]o in mice where the DAT is genetically inactivated. DAT KO
mice exhibit extremely high, fivefold increase in [DA]ext (40), and
a 95% depletion of intracellular DA, suggesting uptake is neces-
sary for intracellular storage of DA. Furthermore, in DAT KO
mice vesicular DA levels were the limiting factor in the magnitude
of [DA]o (40), suggesting lower intracellular availability of DA
when DAT is fewer. Note that acute blockade of DA uptake di-
rectly on a slice with a saturating concentration of cocaine failed
to reconcile diurnal differences in [DA]o. This finding is fully
consistent with our model and may be attributed to the fact that
acute blockade of the DAT in these experiments occurred after
DA had already shifted to a predominantly intra- vs. extracellular
location. We propose that this shift occurs over the course of
several hours across the light/dark cycle, and therefore can only be
blocked in experiments with sustained DAT blockade. Specifi-
cally, we showed that pharmacological blockade of DA uptake
with continuous exposure to cocaine for 48 h in vivo, via mini-
pumps, mimicked the effects demonstrated in DAT KO mice.
These experiments suggest that the DAT is necessary for the
movement of DA from predominantly intra- vs. extracellular
locations. Namely, intracellular DA that is available for stimulated
release may be low when uptake rates are slow enough to “bias”
DA toward a primarily extracellular location, and [DA]o may be
high when uptake rates are rapid enough to supply high in-
tracellular DA levels. Although the DAT influences [DA]o over
time as described here, it is apparent that other mechanisms must
also be influencing [DA]o given that the magnitude of the ob-
served shift in [DA]ext cannot solely account for the relatively
larger shift in [DA]o magnitude. Therefore, it is also important to
consider other mechanisms that are known to regulate the prob-
ability of release and may play a role in diurnal regulation of DA
release magnitude. For example, Cragg et al. (47, 48) have shown
that the probability and magnitude of release elicited by electrical

Fig. 5. Extracellular dopamine [DA]ext in the caudate of WT mice (A) oscillates across the light/dark cycle. The red line signifies a fourth-order regression best-
fit model that was significantly different from linearity (***P < 0.001). DAT KO mice (B), demonstrated no light/dark cycle oscillation in [DA]ext. TH expression
(green line) and activity (blue line; as measured by L-DOPA accumulation after administration of NSD-1015) oscillates in both WT (C) and DAT KO (D) mice in
a manner similar to [DA]ext in WT mice.
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stimulation varies across subregions of the striatum, and depends
on the amount of available calcium (47) and tissue content of DA
(48). Thus, it is possible that calcium levels, among other factors,
are diurnally regulated and impact the probability and magnitude
of [DA]o.
Regardless of the specific mechanisms, diurnal variation in the

magnitude of [DA]o suggests that there may be diurnal changes
in postsynaptic receptor activation resulting from phasic DA
release. The D1 receptor is thought to be activated by higher-
amplitude, phasic release events because of their relative low
affinity for DA, whereas the D2 receptors have higher affinity for
DA and are activated by tonic [DA]ext (49). The relative balance
of D1 and D2 receptor activation might lean toward less D1/
more D2 activation during a time-of-day when [DA]ext is high
and [DA]o is low (e.g., midway through dark phase), whereas the
inverse might be true during a time-of-day when the balance
shifts toward more [DA]o and less [DA]ext (e.g., midway through
light phase). Nevertheless, the shifts in [DA]ext are relatively
modest compared with shifts in [DA]o, so the extent to which D2
receptor activation might be influenced by shifts in [DA]ext may
be less than for shifts in [DA]o influencing D1 receptors.
Our results are consistent with research relating DAT levels/

density and function to arousal. For example, decreased DAT
density is associated with shorter sleep duration in humans (50)
and lower DAT function is associated with increased arousal/
wakefulness and decreased rest in fruit flies with mutations of
the gene that encodes for DAT (51), in DAT KO mice (52), and
in rhesus monkeys with chronic DAT inhibition (53). These data
match our results indicating lower DA uptake via the DAT
midway through the active/dark cycle, although caution should
be taken in inferring changes in wakefulness from the relatively
small diurnal fluctuation in DA compared with the large shifts
observed in DAT KO mice and in rhesus monkeys with chronic
DAT inhibition shown in previous work (52, 53). Thus, the DAT
is a pharmacotherapeutic target for promoting wakefulness (54),
and likely plays a critical role in clinical manifestations of some
disorders that disturb both nighttime rest and daytime activity.
For example, with respect to nighttime rest, recent work has
shown decreased DAT levels (55) and increased DA (56) in
patients with restless legs syndrome when assessed using real
time imaging of the DAT. With respect to disruption of daytime
activity, pharmacotherapeutic targets of the DAT (e.g., mod-

afinil and amphetamine) are efficacious in the treatment of ex-
cessive daytime sleep disorders (52, 57–59). Therefore, the DAT
likely plays a role in both ends of the sleep disorder spectrum,
which is consistent with an uptake mechanism governing [DA]ext.
Additionally, it will be important to investigate altered cycling
within a phase in addition to experiments aimed at understand-
ing differences in the dark and light phases. For example, the
frequency of periodic limb movements associated with restless
legs syndrome changes within a single phase, and is more
prominent during the early portion of the sleep period (60),
which coincides with a time when our data demonstrate low
uptake (ZT1).
In addition to implications for sleep regulation, these data also

highlight the need for a paradigm shift within neuropharmacol-
ogy from the idea that mesolimbic DA is a static system, whereby
transporters and receptors simply up- or down-regulate following
drug exposure, to the concept that it is a dynamic system that
may become increasingly off-balance with drug experience and
abuse. For example, it is noteworthy that 48 h of continuous
cocaine exposure eliminated natural variation in [DA]o. Al-
though modern animal models of drug abuse typically limit drug
intake, early studies show that animals given unlimited access to
a drug will elect to administer psychostimulants continuously
for days until crashing into bouts of sleep (61). Thus, it appears
that under behaviorally plausible conditions of psychostimulant
intake, cocaine disrupts diurnal variation in DA signaling. How-
ever, more research is needed to outline disruption of neu-
rotransmitter signaling under conditions of more regulated
drug intake.
In conclusion, we have pinpointed the DAT as a critical gov-

ernor of diurnal variation in [DA]ext and an important regulator
in the amount of releasable [DA]o over time. Future research
should investigate whether these amplified DA signals may ex-
plain, at least in part, increased psychostimulant drug seeking
during the active phase (34). These data outline underlying tenets
of the basic physiology of the DA system over time, and likely
have implications for DA-dependent learning, sleep/wake behav-
ior, locomotor activity, reward, and drug addiction.

Methods
Subjects. Male Sprague–Dawley rats (375–400 g; Harlan Laboratories) and
mice with and without genetic deletion of the DAT (28–35 g) were used as
subjects. All animals were maintained on a 12-h light/dark cycle with food
and water available ad libitum. Rats were double-housed and mice were
housed in groups of three to five up until the time of surgery at which time
they were singly-housed. All animals were maintained according to the
National Institutes of Health (NIH) guidelines in Association for Assessment
and Accreditation of Laboratory Animal Care-accredited facilities. The ex-
perimental protocol was approved by the Institutional Animal Care and Use
Committee at Wake Forest School of Medicine.

Microdialysis. Microdialysis guide cannulae (CMA/Microdialysis) were ste-
reotaxically implanted above the dorsal striatum (CPu) at coordinates
anteroposterior +0.7 mm, lateral ±3.2 mm, ventral −3.0 mm for rat experi-
ments, and coordinates anteroposterior +0.7 mm, lateral ±1.75 mm, ventral
−2.5 mm for mouse experiments relative to bregma, midline, and skull sur-
face (rat)/dura (mouse), respectively. Rats and mice recovered for 3–5 d after
surgery before the start of experimentation. Concentric microdialysis probes
(2 mm membrane length; CMA/Microdialysis) were inserted ∼8 h before the
beginning of sample collection and continuously perfused at 0.8 μL/min with
artificial cerebrospinal fluid (aCSF) (pH 7.4) containing: NaCl (148 mM), KCl
(2.7 mM), CaCl2 (1.2 mM), MgCl2 (0.85 mM). The outlet line of the micro-
dialysis probe was connected directly to an HPLC injection loop, which would
automatically inject sample once every 30 min. DA, DOPAC, and HVA levels
were monitored online for 38 consecutive hours (two samples per hour)
beginning at lights off.

HPLC and Tissue Content. All microdialysates were analyzed online by HPLC
coupled to electrochemical detection at +220 mV (ESA Inc.). Neurotrans-
mitters and their metabolites were separated on a Luna 100 × 3.0 mm C18 3 μm

Fig. 6. Stimulated dopamine release [DA]o is higher during the light in WT
(green, **P < 0.01), but not DAT KO (blue) mice. Cocaine eliminated varia-
tion in [DA]o when administered for 48 consecutive hours in vivo via mini-
pump (orange bars) but augmented the difference in [DA]o between the
light and dark in WT mice when applied acutely to brain slices (**P < 0.01,
*P < 0.05; ΔP < 0.05 red vs. green ZT6).
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HPLC column (Phenomenex). The mobile phase consisted of 50 mM citric acid,
90 mM sodium dihydrogen phosphate, 1.7–2.0 mM 1-octanesulfonic acid, 50
μM ethylenediaminetetracetic acid, 10–12% (vol/vol) acetonitrile, and 0.3%
triethylamine in a volume of 1 L (pH 3.0). Analytes were quantified using
PowerChrom software (eDAQ) by comparison with a three point external
standard curve bounding the expected range of analyte values.

For the tissue content/TH activity studies, DAT WT and DAT KO mice were
killed at 1 and 6 h into the light and dark phases of the light/dark cycle, 40min
after pretreatmentwith 100mg/kg 3-hydroxybenzylhydrazine dihydrochloride
(NSD-1015; Sigma-Aldrich). NSD-1015 blocks the activity of DOPA decar-
boxlyase to prevent the transformation of L-DOPA into DA. This magnitude of
L-DOPA accumulation under these conditions is a reliable measure of TH ac-
tivity. The striatum was dissected, snap-frozen, and samples (10–30 mg per
sample wet weight) were homogenized in 250 μL of 0.1 M HClO4 and ana-
lyzed for protein concentration by the BCA method (Thermo Scientific).
Extracts were centrifuged and the supernatants removed and analyzed for
L-DOPA using HPLCy (HPLC) coupled to electrochemical detection at +220 mV
(ESA Inc.) and separated on a Luna 100 × 3.0 mm C18 3 μm HPLC column
(Phenomenex). The mobile phase consisted of 5.99 g sodium dihydrogen
phosphate, 200 μM EDTA, 0.584 g sodium chloride, 40 mg Octyl sulfate so-
dium salt, 100 mL Methanol, 1 L ultrapure water (pH 2.6). Analytes were
quantified using PowerChrom software (eDAQ) and a calibration.

Fast-Scan Cyclic Voltammetry. For slice voltammetry experiments, animals
were killed by decapitation at one of four time points across the 24-h day
(ZT1, ZT6, ZT13, ZT18). Coronal slices (400 μM) containing the NAc and CPu
were prepared from each animal with a vibrating tissue slicer while im-
mersed in oxygenated aCSF containing: NaCl (126 mM), KCl (2.5 mM),
NaH2PO4 (1.2 mM), CaCl2 (2.4 mM), MgCl2 (1.2 mM), NaHCO3 (25 mM),
glucose (11 mM), L-ascorbic acid (0.4 mM), and pH was adjusted to 7.4. Once
sliced, tissue was transferred to the testing chambers containing bath aCSF
(32 °C), which flowed at 1 mL/min. A cylindrical carbon fiber microelectrode
(100−200 μM length, 7-μM radius) and a bipolar stimulating electrode were
initially placed into the CPu. DA was evoked by a single, rectangular, elec-
trical pulse (750 μA, 4 ms), applied every 5 min. Extracellular DA was moni-
tored at the carbon fiber electrode every 100 ms using FSCV by applying
a triangular waveform (−0.4 to +1.2 to −0.4 V vs. Ag/AgCl, 400 V/s). Once the
extracellular DA response was stable (i.e., did not exceed 10% variation in
peak height for three successive stimulations), the process was repeated at
two additional locations by moving the carbon fiber electrode and stimu-
lator first to the core of the NAc and then to the shell of the NAc. Imme-
diately following the completion of each brain region, carbon fiber electrodes
were calibrated by recording their response (in electrical current, nA) to
a known concentration of DA in aCSF (3 μM). Evoked levels of DA were
modeled using Michaelis–Menten kinetics, as a balance between release and
uptake. Michaelis–Menten modeling provides parameters that describe the
amount of DA released following stimulation (i.e., the peak-height of the
signal) and the maximal rate of DA uptake (Vmax). We followed standard

voltammetric modeling procedures by setting the apparent Km parameter to
160 nM for each animal based on well-established research on the affinity of
DA for the DAT (62), and baseline Vmax values were allowed to vary as the
baseline measure of rate of DA uptake. In a separate set of experiments,
a quinpirole concentration-response using two concentrations (30 nM and
100 nM) of the drug was applied cumulatively after establishing stable [DA]o
in the CPu. Each concentration was applied until [DA]o was stable as described
above (45 min per concentration), before adding the subsequent concentra-
tion. In the acute cocaine experiments, a saturating concentration of cocaine
(10 μM) was applied to the slice and [DA]o was recorded until reaching stability
as described above. All voltammetry data were collected and modeled using
Demon Voltammetry and Analysis Software (63). All data were compared
across groups using either two-way or one-way ANOVA using GraphPad
statistical software. When significant main effects were obtained (P < 0.05),
differences between groups at each dose were tested using either Tukey’s
Multiple Comparison or Bonferroni post hoc tests.

Western Blot Hybridization. Mice were killed at 1 and 6 h into the light- and
dark-phases at ZT1, ZT6, ZT13, and ZT18. Brains were rapidly removed and
placed into ice-cold oxygenated aCSF. For precise microdissections of striatal
regions, a vibrating tissue slicer was used to prepare 300- to 400-μm-thick
slices of brain tissue, from which the NAc and CPu were free-hand dissected.
Samples were flash-frozen in isopentane (2-methylbutane; Fisher Scientific)
and stored at −80 °C freezer.

Tissues dissected from the NAc and CPu were homogenized in RIPA buffer
(150 mM NaCl, 1.0% Triton-X-100, 0.5% Sodium Deoxycholate, 0.1% SDS,
50mM Trizma Base, pH 8.0) and centrifuged at 12,000 × g for 30 min. Protein
concentration was determined by BCA protein assay kit (ThermoScientific).
Because we have previously shown that the levels of TH in DAT knockout
mice are reduced 96% compared with WT mice (40), 60 μg of protein from
DAT KO mice, and 5 μg of protein from DAT WT mice were used for Western
blot analyses. Samples were loaded onto 10% (wt/vol) SDS polyacrylamide
gels and transferred onto PVDF membranes (Bio-Rad Laboratories). After
incubation with the blocking buffer containing 5% (wt/vol) nonfat milk in
Tris-buffered saline, the membranes were probed overnight at 4 °C with
mouse antityrosine hydroxylase antibody (Santa Cruz Biotechnology). Fol-
lowing primary antibody incubation, the membranes were incubated with
goat anti-mouse antibody conjugated with peroxidase. Western bots were
visualized by enhanced chemiluminescence substrate solution (Thermo-
Scientific) and exposure to X-ray film. Films were analyzed densitometrically
using ImageJ (NIH). Actin was used as an internal control. The band den-
sity was normalized to its respective actin level for quantitation of TH
expression.
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