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1. INTRODUCTION

Proteins, with their seemingly limitless functional diversity, are major players in the

maintenance of life. The ability of proteins to fulfill these various biological functions is

encoded in their amino acid sequences. Although for a very long time it has been believed

that the specific functionality of a given protein is predetermined by its unique three-

dimensional (3-D) structure,1,2 it is recognized now that a large portion of any given

proteome is occupied by so-called intrinsically disordered proteins (IDPs).3–67 These

proteins and others with disordered regions (IDPRs) possess a very wide range of biological

functions, but are characterized by the lack of a well-defined 3-D structure under

physiological conditions.8–26 Some illustrative biological activities of IDPs include

regulation of cell division, transcription and translation, signal transduction, protein

phosphorylation and other post-translational modifications, storage of small molecules,

chaperone action, and regulation of the self-assembly of large multiprotein complexes such

as the ribosome.8–10,12–30 For IDPs, structural flexibility and plasticity originating from

their lack of a definite ordered 3-D structure represent a major functional advantage,

enabling them to interact with a broad range of binding partners including other proteins,

peptides, membranes, nucleic acids, oligonucleotides, oligosaccharides, and various small

molecules.31–33
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The binding of some IDPs/IDPRs to specific partners involves a disorder-to-order transition,

as a result of which IDPs adopt more structured conformations.26,34–42 However, many

IDPs can remain predominantly disordered in the bound state outside the binding interface.

Such mode of interaction is known as “the flanking fuzziness” in contrast to “the random

fuzziness” when the IDP remains entirely disordered in the bound state.43–46 Furthermore,

activities of other IDPs do not directly involve coupled binding and folding, but rather are

dependent on the flexibility, pliability, and plasticity of the backbone. These are so-called

entropic chain activities, as they rely entirely on an extended disordered conformation of a

polypeptide that maintains motion and dynamic flexibility while carrying out function.17

Functions of many ordered proteins are known to rely on induced fit. In the case of

enzymes, the original paradigm was that the active site is continually reshaped by

interactions with the substrate. This process continues until the substrate is completely

bound, and the amino acid residues that make up the active site are molded into the precise

positions that enable the enzyme to perform its catalytic function.47 Some ordered proteins,

including enzymes, are subject to allosteric regulation, where binding of the effector

molecules to the specific allosteric sites, which are different and physically distinct from the

protein’s active site, modulates protein function by inducing specific conformational

changes.48,49 On the other hand, the structure of many ordered proteins, for example,

nonenzymes that simply mediate interactions, can remain unchanged during their function.

Therefore, biologically active proteins can either have or be devoid of unique 3-D structures,

and structures of proteins can either change or remain unchanged during function. The

function-related structural changes range from local partial folding to complete folding, and

from allosteric transitions to induced fit adjustments in IDPs and ordered proteins,

respectively. Generally, the most common outcome of function-related structural changes is

the overall increase in the amount of ordered structure. However, functions of some ordered

proteins rely on the decrease in the amount of their ordered structure; that is, these functions

require local or even global functional unfolding of a unique protein structure. The

important features of these functional alterations are their induced nature and transient

character. In other words, the function-related changes in these so-called conditionally

disordered proteins50 are induced by transient alterations in their environment or by

modification of their structures. They are reversed as soon as the environment is restored or

the modification is removed.

On the other hand, one should remember that unwinding (unfolding) of α-helices (i.e., α-

helix to irregular structure transitions) does not necessarily correspond to a (transient) order-

to-disorder transition. In fact, even if a region adopts an extended conformation (i.e.,

irregular conformation as opposite to an α-helical or β-structural conformation), disorder is

not concerned as far as the polypeptide chain remains visible in the electron density maps

obtained in the X-ray crystallographic experiments. Therefore, induced unfolding is not

always a synonym of transient disorder. An order-to-disorder takes place when a region

being originally well-defined in the electron density map (irrespective of whether it is α-

helix, a β-strand, or a coil) becomes undetectable in X-ray structure due to dynamic disorder

or when it is shown to become highly dynamic and hence to exist as a conformational

ensemble by NMR.
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Figure 1 shows that cryptic disorder can be awoken by a wide spectrum of factors, which

crudely can be grouped into two major classes, passive and active. Passive factors are

environmental factors that are not dependent on any specific interaction between the protein

and its partners and correspond to modification of some global parameters of the protein

environment, such as changes in pH, temperature, the redox potential, mechanical force, or

light exposure. Alternatively, active factors typically involve some specific interaction of a

protein with its environment and include interactions with membranes, ligands, other

proteins, nucleic acids, or various post-translational modifications or release of

autoinhibition (see Figure 1). This Review is dedicated to the description of protein

functions relying on the induced unfolding and transient disorder mechanism. Some

illustrative examples of such functions are discussed, and a general model of this functional

mechanism is proposed.

2. PASSIVE FACTORS PROMOTING TRANSIENT DISORDER: INDUCTION

OF FUNCTIONAL PROTEIN UNFOLDING BY GLOBAL ENVIRONMENTAL

CHANGES

2.1. Protons in Action: Functional Protein Unfolding Induced by Changes in pH

Protons can affect protein conformation and activity via their interactions with amino acid

residues in the polypeptide chain. The vast majority of ordered proteins are known to

denature (or unfold at least partially) and lose their biological activity at extremely low pH

values (around pH 1 or 2). However, a few proteins are known to be activated by solution

acidification. The 9.7 kDa chaperone HdeA, one of the smallest known chaperones, is an

example. Unlike most chaperones, HdeA functions as a monomer and does not require any

energy factors or cochaperones. This protein is expressed in the bacterial periplasm, where it

combats acid-induced protein unfolding and aggregation. At neutral pH, HdeA exists as a

very stable (Tm ≈ 75 °C) but chaperone-inactive dimer. However, this protein specifically

senses low pH conditions (pH <3), where it partially unfolds and dissociates into chaperone-

active monomers. Thus, HdeA is activated by the same conditions that lead to the

inactivation and aggregation of other proteins.51 This makes HdeA a member of a growing

class of conditionally disordered chaperones. This acid-induced partial unfolding and

monomerization of HdeA occurs very rapidly (k > 3.5 s−1). Binding studies suggest that

HdeA uses its hydrophobic dimer interface for substrate binding.51 Furthermore, due to its

partially disordered conformation, the activated monomeric HdeA is apparently able to

adopt different conformations necessary for binding a broad range of substrate proteins.52,53

These properties result in a chaperone that is rapidly activated by acid stress and is able to

efficiently suppress the aggregation of substrate proteins several times its own size.51

In the crystal structure of the HdeA dimer, more than 2370 Å2 of solvent-accessible surface

area is buried at the dimer interface.54 The dimer is stabilized by hydrophobic interactions

between the second helix of each monomer, the linkers connecting the second and third

helix, and parts of the N-terminus. Another part of HdeA’s N-terminus as well as its C-

terminus were not resolved in the crystal structure and are likely disordered.55 On the basis

of the computational analysis of the HdeA sequence, this protein was expected to behave as

a typical ordered protein at neutral pH but to be at least partially unfolded at acidic pH,56 a

Jakob et al. Page 3

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



prediction that was supported also by experimental evidence.52 In fact, it has been shown

that at acidic pH, monomeric HdeA is in a “globally disordered” conformation characterized

by the almost complete lack of specific signals in the near-UV CD spectrum and noticeable

changes in the intrinsic fluorescence spectrum, suggesting dramatic reduction of ordered

tertiary structure.51 Also, the far-UV CD spectra of this protein at pH values below 2.5 are

typical of highly disordered polypeptide chains, being characterized by the large negative

ellipticity at 203 nm and the weak ellipticity values at 208 and 222 nm.51 Finally, in the two-

dimensional 1H–15N heteronuclear single quantum correlation (HSQC) experiments,

dimeric HdeA showed well-dispersed signals in 1H–15N HSQC spectra, indicating the

presence of well folded structure, whereas the 1H–15N HSQC spectrum of HdeA recorded at

pH 2.5 was characterized by limited chemical shift dispersion, clearly indicating that HdeA

adopts a mostly unfolded conformation at acidic pH.51

Because each HdeA monomer contains 28 pH-titratable residues (12 lysine residues and 16

aspartic and glutamic acid residues; HdeA does not possess any histidine or arginine

residues), the pH-sensitive conformational switch is determined by the fact that the HdeA

dimer is predicted to be stabilized in large part by electrostatic interactions between aspartic

and glutamic acid residues on one monomer and positively charged lysine residues on the

other monomer.57 As the pH drops below the pKa of critical glutamic acid residues, these

residues lose their charge, resulting in a decrease in the attractive force between the two

monomers. This results in the dissociation of the two monomers, their partial unfolding, and

activation of the protein as a chaperone. Mutations in two of these critical glutamic acid

residues E20 and E51 have now been shown to convert HdeA into a monomeric, partially

unfolded, and constitutively active chaperone.58 Therefore, the pH-induced conformational

changes in HdeA “wake up” the dormant intrinsically disordered nature of this protein

crucial for its biological function.56 This pH-induced functional unfolding of HdeA is

triggered by a significant decrease in the periplasmic pH, to pH < 3.0. In other words, this

example involves global conformational changes induced by a large and global

environmental perturbation.

Other well-known pH-sensors are sodium proton antiporters, which are ubiquitous

membrane proteins found in the cytoplasmic and organelle membranes of plant, animal, and

bacterial cells. They are involved in cell energetics, play primary roles in the regulation of

intracellular pH, cellular Na+ content, and cell volume, and their structures and functions are

characterized by strong pH sensitivity.59–62 For example, NhaA, the main sodium-proton

exchanger in the inner membrane of Escherichia coli, regulates the cytosolic concentrations

of H+ and Na+. It was shown to undergo highly localized structural changes upon its

activation by alkaline pH.63–65 These structural changes are crucial for the biological

activity of NhaA, which is inactive at acidic pH, becomes active between pH 6 and pH 7,

and reaches maximal activity at pH 8.5 (its ion transport capacity changes by 3 orders of

magnitude between pH 7.0 and 8.5).66,67 The function-related structural changes are

localized to the loop VIII–IX region of NhaA and most likely correspond to local unfolding,

as indicated by a noticeable increase in the accessibility of this region to proteolytic

cleavage.63–65
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Other examples of pH-sensing proteins are envelope proteins of several viral families (e.g.,

the Alphavirus and Flavivirus genera), which fuse with the membranes of endosomal

compartments of the host cells in a pH-dependent fashion. It is known that the endosomes,

these membrane-bound compartments inside eukaryotic cells, are characterized by acidic

pH, which progressively decreases along the endocytic pathway, from pH 6.0–6.5 in early

endosomes to pH 4.5–5.5 in late endosomes and lysosomes.68–70 Upon exposure to mildly

acidic conditions (pH ~6.5), these viral proteins undergo extensive conformational and

oligomeric state changes, which serve to tether viral and cellular membranes and pull them

into close apposition required for lipid mixing.71,72 For example, fusion of vesicular

stomatitis virus (VSV) with the host cell membranes occurs within a very narrow pH range,

between 6.2 and 5.8, and is mediated by its envelope glycoprotein, the G protein.73 This

viral G protein has at least three function-related conformational states: the native prefusion

state (N), present at the surface of the virus at pH values above 7; the activated hydrophobic

state (A), which interacts with the target membrane during the first step of the fusion

process; and the postfusion fusion-inactive conformation (I), which is observed after

prolonged incubation at low pH and is structurally different from both the native and the

activated states.74–79 The major difference between the VSV G protein and many other

fusigenic glycoproteins is in the ability of the VSV G to undergo I→N transition and to

recover its native conformation after being reincubated above pH 7.80

Many other fusogenic viral glycoproteins experience dramatic conformational changes upon

exposure to specific environmental triggers (e.g., a low pH environment and/or cellular

receptors), leading to the exposure of hydrophobic motifs (so-called “fusion peptides” or

“fusion loops”). These motifs then interact with one or both of the participating membranes,

resulting in their destabilization and fusion.81,82 In a similar manner, the VSV G protein

undergoes dramatic structural rearrangements at the fusion pH, likely losing its unique 3-D

structure and undergoing a reorganization of secondary structure.83 To explain the

mechanism of low-pH sensing by proteins, the “histidine switch” hypothesis was

proposed,84,85 because protonation of the histidine imidazole ring has profound effects on

histidine chemistry under physiological conditions.86 This hypothesis states that histidine

residues, which become protonated and charged upon exposure to moderately acidic

conditions (the typical intrinsic pKa-values of histidine in proteins are in the range of 6.0–

7.0),87 can uniquely serve as pH-sensors and trigger reversible conformational changes in a

pH-dependent manner.84,85 The model proposes that in the inactive (prefusion)

conformation, critical histidine(s) are located close to positively charged residue(s), possibly

interacting via hydrogen bonds.84 At low pH (postfusion), the histidine residues become

protonated and hence positively charged. This positive charge disrupts any existing

hydrogen bonds, causes electrostatic repulsion, and therefore promotes local unfolding. The

histidine(s) would form salt bridges with negatively charged residues, thus stabilizing the

postfusion, active conformation.84 To enable this mechanism, the molecular surfaces

involved in the corresponding structural rearrangements leading to fusion should be highly

conserved.84 For a number of viral proteins responsible for the pH-sensitive fusion with the

host cells, the validity of this hypothesis was established by deleting, modifying, or mutating

key histidine residues (reviewed in ref 84).
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Members of the inward rectifier K+ channel family, ROMK channels (Kir1.1 and Kir1.2),

illustrate another role that pH-sensing switches play in the regulation of protein function. In

fact, the inward rectifier K+ channels, which appear to control K+ secretion in renal tubular

cells and membrane potential in excitable cells, are known to be strongly inhibited by a

decrease in intracellular pH.88–93 Detailed site-directed mutagenesis analysis revealed that

the pH sensing in ROMK channels requires four histidine residues that are distributed within

the C-terminus.94 Earlier studies revealed that pH sensing also required lysine (Lys80) and

threonine (Thr70) residues that may not be titratable at physiological pH levels and are

located in the N-terminus of the ROMK channels.90,95 In contrast to the N-terminus, the C-

terminal domain of the ROMK channels is characterized by a high density of histidine

residues that are accessible for pH-dependent titration.94 On the basis of these observations,

a simple model was proposed, wherein a pH-dependence of the interaction between the N-

and C-terminal domains regulates the ROMK channel activity. Here, the C-terminal

histidines serve as the pH-sensing sites. Protonation of these sites induces local structural

changes in the C-terminal region, which enhances its binding affinity to the N-terminus.

Binding of the C-terminal domain to the N-terminal region near residues Lys80 and Thr70

may subsequently inhibit channel activity.94 Obviously, ROMK channels are not

exceptional in their use of histidines as pH-sensors, and there is experimental evidence

indicating that histidine residues play a central role in the pH-dependent modulation of a

number of other ion channels, including KST1, connexin 43, GABA receptor, Kv2.1, and

porin.96–101

At neutral pH, the dimeric mycobacterial adenylyl cyclase Rv1264 (an enzyme that is

responsible for synthesis of the universal second messenger 3′,5′-cyclic adenosine

monophosphate, cAMP) is autoinhibited by its N-terminal domain,102 because its catalytic

and regulatory domains share a large interface involving catalytic residues.103 Figure 2

shows that acid activation of Rv1264 involves global structural rearrangement of this

dimeric protein, where the symmetry-related catalytic domains of neighboring molecules

rotate by 55° to form two catalytic sites at their interface. Although activation induces

extensive structural rearrangements of the entire Rv1264, the most affected regions are two

switch elements, the α1-switch helix (residues 226–231), which is α-helical in the active

state and irregular in the inhibited state, and the αN10-switch helix (residues 192–206),

which, conversely, is irregular in the activated state and α-helical in the inhibited state.103

The α1-switch is located within the catalytic domain, whereas the αN10-switch, which

undergoes the most dramatic structural change, is located in the linker region. In the active

state, this fragment assumes a disordered conformation with a short helical segment

(residues 202–206) loosely connecting regulatory and catalytic domains. In the inhibited

state, this segment forms an α-helix, extending the αN10-helix of the regulatory domain by

24 Å, or four helical turns, to keep the two catalytic domains apart.103 Therefore, acid

activation of Rv1264 imposes opposite effects on two switch elements, inducing folding of

the active site α1-switch and almost complete unfolding of the linker region αN10-switch.

On the basis of a high sequence similarity between the catalytic domains of Rv1264 and

mammalian adenylyl cyclases, the α1 and the αN10 switch regions were proposed as

prototypical regulatory elements for the entire class III adenylyl cyclases.103
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The pH-specific activation of furin represents another example of how pH-induced local

structural changes are involved in the regulation of protein activity. Furins are members of

the pro-protein convertase family of calcium-dependent serine endoproteases. They cleave

pro-proteins and pro-hormones at pairs or clusters of basic amino acids in a pH- and cell

compartment-dependent manner, generating mature active proteins and hormonal processing

intermediates that require additional post-translational modifications to gain full

bioactivity.104,105 In fact, the proteolytic maturation of pro-hormones requires the acidic pH

of maturing secretory granules, whereas the proteolytic activation of pro-protein substrates

by furins is also pH-specific and takes place in the trans-Golgi network/endosomal system.

Furin efficiently cleaves its pro-protein substrates at the consensus site Arg-X-Lys/Arg-Arg

(where X is any amino acid). Furin-controlled activation of the target pro-protein is

mediated by pH-dependent changes in the conformation of its substrates.105 Intriguingly,

furin itself is also synthesized as a pro-protein, making the autoproteolytic cleavages of its

cognate pro-domain necessary for activation. Folding and activation of furin itself is

compartment- and pH-dependent.105 A recent study revealed that the conserved His69 of

furin serves as the pH sensor that regulates this compartment-specific cleavage of the pro-

peptide. Similar to many other pro-proteins, pro-furin folds in the endoplasmic reticulum

(ER) under the guidance of its pro-domain and undergoes an autoproteolytic cleavage at the

consensus furin site Arg-Thr-Lys-Arg107. This generates an enzymatically masked furin–

propeptide complex competent for transport to late secretory compartments. Upon transport

to the mildly acidic environment of the trans-Golgi network/endosomal system, furin

undergoes subsequent maturation steps, where the bound propeptide is cleaved at the

internal site 69HRGVTKR75, unmasking the active furin capable of substrate cleavage.105

At the neutral pH of the ER, His69 is unprotonated and is involved in stabilization of a

solvent-accessible hydrophobic pocket. Exposure to the acidic pH of the late secretory

pathway leads to His69 protonation. This disrupts the hydrophobic pocket mentioned above

and results in local unfolding, exposure, and subsequent cleavage of the internal cleavage

site at Arg75, which activates the enzyme.106

In summary, this section illustrates how changes in the pH of a protein’s environment can

result in either global or local structural changes that are associated with alteration of protein

function. There is an obvious correlation between the magnitude of pH changes and the

degree of induced structural alterations, with larger changes in the environmental pH

typically promoting more global functional unfolding.

2.2. Heat Wave: Functional Local Unfolding Promoted by Temperature Changes

Similar to extreme pH, high temperatures are known to denature and inactivate many

ordered proteins, causing complete loss of function. However, some proteins, such as the

Saccharomyces cerevisiae holdase Hsp26 and the wheat holdase Hsp16.9, are activated by

high temperatures that cause heat stress-induced unfolding.107

The Hsp26 monomer contains four distinct domains, the disordered N-terminal region,

middle domain, α-Crystallin domain, and the C-terminal tail.108 Under nonstress conditions

in vitro, Hsp26 exists as a hollow sphere comprised of 12 Hsp26 dimers.109 Hsp26 is

specifically activated by an increase in temperature.110 Conformational analysis of Hsp26
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revealed the existence of two thermal transitions, with midpoints at ~36 and ~74 °C.111 The

first structural transition coincides with Hsp26 activation, whereas the second corresponds to

global protein unfolding.111 Temperature-activated Hsp26 is characterized by a lower

content of ordered secondary structure (in comparison with the inactivated state) and by

noticeable rearrangement of the environment of its 11 phenylalanine residues, nine of which

are located within the disordered N-terminal region of Hsp26.112

The Hsp16.9 holdase from wheat forms a dodecameric double disc with the dimensions 95

Å × 55 Å with a central cavity 25 Å in width.113 This dodecamer is sufficiently flexible to

allow rapid exchange of dimeric subunits.107 At heat shock temperatures (40 °C), the

dodecamer-to-dimer equilibrium shifts toward the dimeric species, and the Hsp16.9

complexes disassemble into stable dimers, which are the active species responsible for high

affinity binding of client proteins. Upon restoration of the normal environmental

temperature, the dimeric subunits reassemble into large oligomeric structures.113

Importantly, the Hsp16.9 client-binding sites are hidden in the oligomer and become

exposed upon disassembly of the oligomer into dimers.113 Analysis of the Hsp16.9 crystal

structure revealed that in both monomers of the dimeric building block of the dodecameric

oligomer (which consists of two disks, each comprising six α-Crystallin domains organized

in a trimer of dimers), the α-Crystallin domain and C-terminal extension are ordered and

resolved. However, the N-terminal arm in only one monomer is fully resolved and

composed of helices connected by a random coil segment, whereas the 42 N-terminal

residues in the other monomer are disordered.113 The dodecamer structure is stabilized by a

multitude of intersubunit contacts, including contacts between the C-terminal protrusions of

the bottom disk monomers and the hydrophobic grooves in the top disk monomers (which

are the potential client binding sites), and a series of specific structural locks formed via

pairwise intertwining of the six ordered N-terminal arms about the crystallographic 2-fold

axes.113 Here, folding of a pair of N-terminal arms involves an interaction between a

monomer from the top disk and a monomer in the bottom disk. Each of these helix–helix

interactions results in the formation of a shared helical domain (helical lock) located on the

inside of the dodecamer.113 Obviously, these helical locks are absent when the dodecamer

dissociates to dimers. Dissociation also removes C-terminal protrusions from the

hydrophobic grooves of neighbors, thereby making them accessible to clients. Therefore, the

temperature-induced dissociation of the inactive Hsp16.9 dodecamer into the active dimers

is accompanied by the noticeable functional unfolding of this holdase.

2.3. Protein Activation via Redox-Induced Functional Unfolding

Among several classes of molecular chaperones, holdases occupy a unique niche. These

ATP-independent holding chaperones serve as high-affinity binding platforms for unfolded

proteins. Once activated, holdases bind specifically to aggregation-prone protein folding

intermediates, therefore preventing protein aggregation under stress conditions. Holdases are

activated via a number of mechanisms and are collectively known as post-translationally

regulated, stress-related proteins. The activation mechanisms enable immediate response of

chaperone structure to changes in its environment under stress conditions. Among factors

leading to the activation of holdases are elevated temperatures (e.g., Hsp26), extreme pH

(e.g., HdeaA), and oxidative stress (e.g., Hsp33). Therefore, these stress-specific chaperones

Jakob et al. Page 8

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



are activated by the very stress conditions that they combat.107 Typically, they have well-

ordered (potentially crystallizable) structures in the inactive form and are activated by stress-

promoted partial unfolding.

An illustrative example of a redox-regulated chaperone is Hsp33, which is a well-conserved

protein identified in the vast majority of prokaryotic species as well as in some unicellular

eukaryotic parasites (e.g., Trypanosomatidae).114 This protein is a highly specialized

holdase with a unique activation mechanism that protects bacteria against severe oxidative

stress conditions that lead to protein unfolding.115 Hsp33 activation requires either slow

acting reactive oxygen species (ROS) combined with protein-unfolding temperatures (i.e.,

oxidative heat stress)116 or protein-unfolding fast acting oxidants, such as hypochlorous acid

(HOCl).117 To be activated by these two stimuli, Hsp33 has two stress-sensing regions

located in the C-terminal domain, a redoxsensing zinc-center and a linker region, which

responds to unfolding conditions.118 The redox-sensitive zinc-center contains a conserved

motif, Cys232-X-Cys234-X-Cys265-X-X-Cys268. Under nonstress conditions, these four

cysteines coordinate one Zn2+ ion, whose binding provides significant stability to Hsp33’s

C-terminus.119 The zinc binding domain connects to the Hsp33 N-terminal domain via a

highly flexible ~52-amino acid linker region. In its inactive form, the linker region is

compactly folded and makes extensive contacts with a highly hydrophobic, four-stranded β-

sheet platform of the Hsp33 N-terminal domain.120 This tight binding of the linker region to

the N-terminal domain keeps Hsp33 monomeric and functionally inactive.

Once exposed to oxidative stress that leads to protein unfolding, Hsp33’s cysteines are

oxidized and zinc is released. This leads to the unfolding of Hsp33’s zinc binding domain

and the adjacent linker region.121 Therefore, upon activation, the redox-switch domain of

Hsp33 adopts a natively unfolded conformation.116 This large conformational rearrangement

and partial unfolding leads to dimerization of Hsp33 and results in the exposure of

hydrophobic surfaces in the N-terminal substrate-binding domain, which likely contribute to

the binding of partially folded client proteins.118 Most recent studies also suggested that the

unfolded linker region in Hsp33 is involved in client recognition and binding.122 Structural

analysis of complexes formed between active Hsp33 and partially unfolded client proteins

revealed significant stabilization of Hsp33’s linker region upon client binding, suggestive of

client binding-induced refolding of Hsp33. While the enormous flexibility contained in its

IDR endows Hsp33 with the ability to bind a wide variety of different client proteins, the

high solubility of this region would explain how Hsp33 successfully maintains its client

proteins in a soluble state and prevents their irreversible aggregation.122

2.4. Protein Photocycles: Light-Mediated Functional Unfolding of Proteins

Light is among the most important environmental factors. Light-dependent organisms

developed multiple mechanisms for the detection of the quality and quantity of light in the

environment, and for the subsequent control of a wide range of biological responses. Often,

photosensitive proteins undergo activation via functional unfolding in response to

interaction with light.

To avoid harmful light exposure, both directionality and run length of free-swimming

bacteria are modulated by blue light.123 Photoactive yellow protein (PYP) is a water-soluble
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~14 kDa protein that contains a thioester linked p-coumaric acid cofactor. It serves as the

photosensor in Ectothiorhodospira halophila, a motile, alkalophilic, and halophilic

bacterium.124–127 Upon light excitation, trans/cis isomerization of a double bond in the

chromophore triggers a cycle of structural events yielding a long-lived, blue-shifted

intermediate (known as pB) with a lifetime on the order of 1 s.128,129 High-resolution NMR

spectroscopic analysis revealed that this long-lived pB intermediate exhibits a large degree

of disorder and exists as an ensemble of multiple conformers that exchange on a millisecond

time scale.130 Furthermore, the increased exposure of the PYP backbone to the solvent in the

presence of light was confirmed by the observation of its increased sensitivity to

proteolysis.130 Figure 3 provides an illustration of this functional unfolding of the

photoactive yellow protein induced by light. Although these light-induced structural

perturbations affected almost the entire molecule, the ordered structure of PYP was restored

once pB converted back to its ground state (pG). This cycle of light-induced unfolding and

dark-promoted refolding was proposed to be related to protein function, with the disordered

pB state being able to bind partner molecules, allowing the swimming bacterium to operate

the directional switch that protects it from harmful light exposure.130

A recent review by Zoltowski and Gardner131 provided an excellent description of the

mechanisms of action of several important blue-light photoreceptors from various

organisms. In this report, the structural consequences of light activation and the effects of

these photoinduced structural changes on protein–protein interactions and other functions of

several flavin-binding photoreceptors were reviewed. Among the proteins discussed were

self-contained photoreceptors, which harbor both sensory and signaling mechanisms in a

single module. These include PYP, light oxygen voltage (LOV), and blue light using flavin

adenine dinucleotide, FAD (BLUF), as well as light-activated modules that serve as sensory

elements in large multidomain signaling proteins (e.g., cryptochromes, CRYs).131

LOV domains are blue-light-sensing modules found in various multidomain proteins that

regulate enzymatic activity and signaling cascades in prokaryotic and eukaryotic

organisms.132 Typically, LOV domains have a well-folded sensory domain (containing FAD

or flavin mononucleotide, FMN, cofactors) and signaling elements with either α-helix–β-

strand–β-hairpin or β-strand–α-helix topologies. Because these signaling elements are

commonly located at the N- or C-termini of the LOV domains, they are known as Ncap or

Ccap elements. Photoactivation alters the interactions between the core sensory domain and

these signaling elements. As a result, the signaling elements are expelled from the structure

and partially unfold, preparing the protein for subsequent interactions with various binding

partners.131

CRYs show an overall structural similarity to DNA photolyases, but do not possess

photolyase activity.133 Most CRYs are composed of two domains: an N-terminal

photolyase-related (PHR) region and a C-terminal domain (known as CRY C-terminus,

CCT) of varying size, which is largely disordered. This CCT dictates postactivation protein–

protein interactions and signaling, and contains regions of residual structure with conserved

signaling motifs.131 It was emphasized that the CCT can act either as a directly repressive

element that inhibits interactions at the PHR domain or as an independent recognition

element. In both cases, light-induced activation of CRY includes partial protein unfolding
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caused by the disruption of intramolecular interactions between the PHR domain and the

CCT domain.131

The soluble orange carotenoid protein (OCP) acts as a blue-green light-responsive

photoreceptor essential for the photoprotection of cyanobacteria.134–138 Activation of OCP

by light induces a shift in the absorbance properties of the protein (the color of the absorbed

light changes from orange to red) and induces energy dissipation, resulting in a detectable

non-photochemical-quenching of the cellular fluorescence through interaction with the

phycobilisome.134 In the light-activated form, OCP undergoes dramatic structural changes,

where compaction of the β-sheet domain is accompanied by the noticeable reduction of the

rigid helical structure in a significant portion of OCP.135 The light-induced structural

rearrangements may be a precondition for the OCP interaction with the phycobilisome or

other proteins.135

Light-regulated gene expression in plants, bacteria, cyanobacteria, and fungi is controlled by

phytochrome, a soluble chromoprotein of about 120 kDa.139–141 Structurally, phytochrome

is divided into two modules: the N-terminal conserved photosensory module, which consists

of a PAS (PER/Arnt/Sim), a GAF (cGMP phosphodiesterase/adenylyl cyclase/FhlA), and a

so-called PHY (phytochrome-specific domain/phytochrome) domain, and the C-terminal

module that contains two PAS domains and a kinase-like domain.142 The C-terminal PAS

repeat region (amino acids 594–917) contains a putative cryptic nuclear localization signal

(NLS).143,144 Upon absorption of light, this photoreceptor is converted from the inactive

near-redlight-absorbing form to the active far-red-light-absorbing form. Photoactivation

induces structural changes in phytochrome, promoting its import into the nucleus by the

nuclear localization activity of the C-terminal region of the molecule. Nuclear relocalization

is clearly a light-regulated process, because in darkness, the N-terminal chromophoric

domain suppresses the nuclear localization activity of the C-terminal domain activity and

retains the phytochrome in the cytoplasm.145 Furthermore, the photosensory GAF–PHY

domains interact in a light-dependent manner with the PAS domain.144 Because nuclear

localization signals are commonly located within disordered regions,146 these findings

suggest that interaction with light induces partial unfolding of the phytochrome.

Obviously, denaturing factors are not acting alone and may affect proteins in various

combinations. An interesting illustration of this concept is the light-regulated and redox-

mediated activation of the chloroplast glyceraldehyde-3-phosphate dehydrogenase

(GAPDH), a NAD(P)H-dependent enzyme involved in plant photosynthetic carbon

reduction. GADPH of higher plants is a tetramer consisting of two A and two B subunits.

The B subunit is 80% identical in sequence to the A subunit. In addition, the B-subunit has a

C-terminal extension (CTE) of 30 residues. The CTE is highly conserved among different

plant species, and contains two invariant cysteines and nine negatively charged amino acids.

The regulatory function of CTE depends on these invariant redox-active cysteines, which

undergo dithiol/disulfide exchange reactions with thioredoxin under physiological

conditions. In the absence of light, GAPDH is oxidized and exists as a high molecular

weight oligomer with low NADPH-dependent activity.147 In the presence of light,

thioredoxin-mediated reduction of the disulfide bond leads to the dissociation of these high

molecular weight oligomers into lower molecular weight forms, mostly active

Jakob et al. Page 11

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



tetramers.148,149 Analysis of the crystal structure of oxidized A2B2–GAPDH complexed

with NADP revealed that each disulfide-containing CTE is docked into a deep cleft between

a pair of A and B subunits, preventing the functionally important interaction between

Arg-77 and NADPH.150 GADPH activation depends on the reduction of this disulfide bond

and on the subsequent local unfolding of the CTE.

2.5. Force Sensors: Mechanically Gated Channels

Because mechanical stimuli are common in nature, mechanosensing represents one of the

most ancient sensory transduction processes that evolved in living organisms. A wide range

of cellular and organismal sensations, from touching, to hearing and cell swelling, to

proprioception, to sensing the osmotic gradients, gravitropism, and control of cellular turgor,

are mediated by mechanically sensitive ion channels. These channels detect and transduce

external mechanical forces into electrical and/or chemical intracellular signals, and have

been implicated in a wide variety of mechanical transduction processes in diverse organisms

and species.151,152 Mechanosensitive ion channels recognize and respond to membrane

tension, that is, the mechanical forces applied along the plane of the cell membrane, rather

than to the hydrostatic pressure perpendicular to the membrane plane.153

The mechanosensitive channel of large conductance (MscL) is one of the best characterized

bacterial membrane channels in both structural and functional terms. MscL responds to

membrane tensions of about 10–12 mN/m.154,155 The MscL homologue from

Mycobacterium tuberculosis was shown to exhibit a homopentameric channel structure in

the closed state, with each subunit containing two membrane-spanning α-helices (TM1 and

TM2).156 The N-terminal region forms the S1 helix, and the C-terminal region forms a long

α-helix that participates in an intersubunit five-helix bundle at the cytoplasmic side of the

membrane. This helical bundle stabilizes the closed structure, which is further stabilized by

a hydrophobic lock of the gate.157,158 Using patch clamp methods, fluorescence resonance

energy transfer (FRET) spectroscopy, data from electron paramagnetic resonance

experiments, and molecular and Brownian dynamics simulations, a model for the open state

of the MscL channel was proposed.159 In this model, membrane tension was proposed to

induce the outward movement of the TM1 and TM2 helices to increase the pore diameter

from 2 to 28 Å, accompanied by the noticeable stretching and unwinding of both

transmembrane helices (i.e., their partial unfolding).159 Furthermore, upon full opening, the

cytoplasmic helical bundle is thought to disassemble, and individual helices might be

involved in interaction with the membrane, whereas the hydrophobic lock is buried in the

protein interior by the rotation of TM1.157,158 It is tempting to speculate that disassembly of

the helical bundle leads to the transient unfolding of individual helices, which subsequently

fold upon interaction with the membrane surface. The mentioned structural changes

associated with the membrane tension-induced opening of the MscL channel are illustrated

in Figure 4, which represents the results of the constrained molecular dynamic

simulations.159 Here, the resulting structures retrieved for the closed state and model open

states obtained under various membrane tensions are shown. Noticeable unwinding of

several helices is evident.
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Illustrative examples of eukaryotic mechanosensitive ion channels include members of the

two-pore-domain (2P-domain) weakly inward-rectifying K+ channels, TWIK (for “tandem

of P domains in a weakly inward-rectifying K+ channel”), TWIK-1 related K+ channel

(TREK), and TWIK-1 related arachidonic acid-stimulated K+ channel (TRAAK).151 These

channels are comprised of four transmembrane segments and tandem pore domains, with

both N- and C-termini facing the cytosol. The C-terminal domain is essential for

mechanosensing, and partial deletion of this region impairs channel activation by membrane

tension.160 The channels are opened by membrane stretching as well as by cell swelling.

Although eukaryotic mechanosensitive ion channels have more complex structures in

comparison with MscL, they likely utilize a similar gating mechanism where changes in the

membrane tension induce local unfolding–folding reactions.

In addition to mechanosensitive channels regulated by lateral membrane tension, some

channels are regulated by a linear force applied either through cytoskeletal and through

extracellular matrix elements attached to the channel.161 The transition from the closed to

the open state in these channels resembles mechanical force-induced activation of the titin

kinase (see below). Two examples of such linear force-modulated channels are found in the

hair cells from vestibular organs and in the touch cells from C. elegans.161

Mechanosensitive channels related to hearing perception are located in the inner ear, where

the mechanosensory cells (the hair cells) use a bundle of stereocilia to apply force to the

channels located at the tips of stereocilia, most likely at both ends of the tip links.161,162 A

positive deflection of shorter stereocilia toward the tall stereocilia causes shearing between

adjacent stereocilia that increases tension on the tip links (which serve as gating springs that

are stretched and therefore partially unfolded by the stimulus-induced shear), and this

tension is apparently directly conveyed to the channels. 161–164

2.6. Mechanoenzymology: Modulation of Protein Catalytic Activity by Mechanical
Unfolding

The ability to process mechanical signals, react to mechanical stress, and convert

mechanical force into biochemical signals (i.e., mechanosensing) is a fundamental property

of many living cells. In fact, muscle cells, including cardiomyocytes, are constantly exposed

to external forces and generate forces themselves. The section below considers some of

these strain-sensing proteins, whose mechanically induced conformational changes initiate

signaling cascades that mediate changes in cell and tissue properties.

Titins (also known as connectins) are a family of muscle proteins that include some of the

largest known vertebrate polypeptides (e.g., human titin is a 4.2-MDa protein consisting of

38 138 amino-acid residues).165 A single titin molecule spans one-half the sarcomere, with

its N- and C-termini being firmly anchored at the Z-disc and M-band of the sarcomere,

respectively. Therefore, titins are uniquely positioned relative to the mechanosensory

“hotspots”, which are located in the Z-disk, I-band, and M-band regions of the sarcomere. In

this setting, they are crucial mechanosensing players that sense the mechanical stimuli and

transform them into biochemical signals, such as signals triggering cardiac hypertrophy.166

In addition to mechanosensing, the major biological roles of titins are their functions as

“molecular rulers”, regulating the assembly of the highly ordered para-crystalline structure
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of the sarcomere, and as molecular springs. The latter role is mostly attributed to the I-band

region of titin, which is extendable and contains distinct mechanically active elements that

respond differently to stretch forces.166

Vertebrate titin is a string-like, highly asymmetric, and modular molecule that is about 1 µm

long and consists of ~300 immunoglobulin (Ig) domains (i.e., I-set) and fibronectin-like (Fn,

type III) domains arranged in tandem. Each of these domains contains ~100 amino acid

residues folded in a β-sheet sandwich.167 At a more global level, a titin molecule has two

parts, the A-band, consisting of super-repeats or periodic patterns of the Ig and Fn domains,

and the I-band, consisting mainly of Ig-like domains. In addition, the I-band part harbors

several unique sequences. The largest of these is the PEVK region, which is rich in proline

(P), glutamate (E), valine (V), and lysine (K) residues and is responsible for muscle

elasticity. Finally, a specific titin kinase domain is located near the C-terminus of the

molecule.167

Because titins are firmly embedded in the contractile machinery, their conformation and

function is directly affected by mechanical forces.168,169 This type of mechanosensing is

nicely illustrated in the titin kinase domain. This domain is involved in strain-sensing via its

unique regulation by dual autoinhibition mechanisms, where a C-terminal regulatory tail

blocks the ATP binding site, and a tyrosine residue inhibits the catalytic base.170 Using

atomic force microscopy (AFM)-based single-molecule force spectroscopy, molecular

dynamics simulations, and enzymatic studies, the conformational changes induced in the

human titin kinase by mechanical strain were studied.170 These analyses confirmed the

existence of strain-mediated activation of this protein and showed that application of

mechanical force is able to pull the inhibitory tail from the active site, unfold the tail, and

activate ATP binding before unfolding of the structural Ig and Fn domains occurs.170

Therefore, titin can obviously function as a force sensor. These experimental results are in

agreement with the conclusions obtained from earlier force-probe molecular dynamics

simulations, which provided evidence for a sequential mechanically induced opening of the

catalytic site without complete domain unfolding. The simulations furthermore suggested

that the inhibitory C-terminal domain exhibits low force resistance relative to the remainder

of the protein.171 Similar sequential mechanical unfolding was described for the protein

kinase domains of the giant Caenorhabditis elegans titin-like proteins, twitchin and TTN-1,

both of which unfold in a stepwise fashion, where the first step involves the unwinding of

the autoinhibitory region, followed by two-step unfolding of the catalytic core.172

3. ACTIVE FACTORS PROMOTING TRANSIENT DISORDER: INTERACTION-

INDUCED FUNCTIONAL UNFOLDING

3.1. The “Membrane Field” Effect: Functional Unfolding Induced by the Membrane

Many proteins are known to exist in both aqueous and membrane-bound states,173,174 and

some of these proteins can be activated through binding to membranes. Among such dual

personality proteins are protein toxins,175,176 including alamethicin, 177 apolipoprotein H,178

SecA,179 cytochrome c,180 and trichosanthin.181 As early as 1988, it was proposed that the

membrane surface can be considered as one of the major protein structure-modifying factors
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of the living cell, exhibiting the ability to denature the rigid structure of an ordered

protein.182 In fact, the interaction of some ordered proteins with membranes or even their

positioning in the vicinity of a membrane can lead to partial protein unfolding.183 For

example, one of the bacterial protein-toxins, colicin A, was shown to denature during its

translocation through membranes in Escherichia coli cells.184–186 It is now clear that in

addition to colicine A, a variety of other colicines, including B, D, E1, E3, Ia, M, and N, also

undergo binding-stimulated denaturation upon interacting with the membranes of the

bacterial cell surface.187 Denaturation was also detected upon interaction of ricin, a potent

cytotoxin from the seeds of Ricinus communis, with biological membranes.188 Ricin is

composed of an RNA N-glycosidase A-chain (RTA), which is disulfide-bonded to a cell-

binding B-chain (RTB). RTA is a member of a large family of plant-derived

ribosomeinactivating proteins (RIPs), which cause depurination of a specific adenyl

ribonucleotide, thereby inhibiting the binding of elongation factors to the ribosome.

Inhibition of protein synthesis eventually causes cell death.189,190 Similar membraneinduced

unfolding is likely to be involved in the transmembrane penetration of other RIPs, such as

cholera toxin, Shiga toxin, Shiga-like toxin, and Pseudomonas exotoxin.191–194

Structural changes accompanying the interaction of filamentous phages with host cells

represent another interesting case of global and cooperative membrane-induced unfolding of

proteins. The peculiarities of this process were analyzed in detail for the fd phage

penetrating host cells.195,196 Here, fd phage was shown to undergo large morphological

changes, morphing first from the highly extended original form to the contracted I-form,

about 1/3 as long as the original phage, then to the micelle-like spherical S-form, and finally

to a helical form embedded in membrane bilayers.196 Detailed biophysical analysis revealed

that both I- and S-forms of the fd phage represented compact conformations characterized by

nonrigid side chain packing and non-native morphologies but native-like secondary

structures. In fact, these features correspond to a molten globule state.196 Therefore, the

membrane-induced transition from an ordered protein to a molten globule-like conformation

may be necessary not only for translocation of proteins through the membrane, but also for

the assembly and disassembly of large protein complexes, such as phage and virus capsids.

Finally, another group of ordered proteins, whose function depends on membrane-mediated

denaturation, includes transport proteins, which require a global structural change to release

large hydrophobic ligands at the delivery site.197,198 A recent NMR analysis of the ternary

system composed of the bile acid binding protein, bile acids, and a membrane mimetic

system revealed that the liver bile acid binding protein undergoes association with the

anionic membrane, which induces its partial unfolding and the release of bile salts.199 These

studies are in agreement with earlier model studies, which described the release of retinol

from the retinol-binding protein.200,201

Mechanistically, the denaturing capacity of a membrane is determined by its effects on the

pH and dielectric constant of the solution. In fact, a negative electrostatic potential of the

membrane surface can attract protons from the solution, resulting in a noticeable local

decrease in pH at the membrane surface and the formation of a pronounced pH gradient

extending to the surroundings. Because the local pH decrease does not exceed 2 pH units in

salt-free solutions, such mild “acidification” of the media is insufficient for pH-induced
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denaturation of the majority of globular proteins, which typically takes place at extremely

low pH values (pH 2.0–3.0). Therefore, the local pH decrease cannot be considered as the

sole denaturing factor of the membrane surface. However, a local decrease in the effective

dielectric constant near the membrane surface can be considered as an additional denaturing

factor.198 Water–organic solvent mixtures at moderately low pH values were suggested as

model systems to study the joint action of the local decrease in the solution pH and dielectric

constant near the membrane surface (i.e., “membrane field effect”) on the structure of

ordered proteins.197,202,203 In agreement with this hypothesis, an increase in the methanol

concentration at moderately low pH values transformed cytochrome c,202 retinol-binding

protein, 200,201 and α-fetoprotein into a molten globular state.204 The existence of the

dielectric constant-induced molten globule-like intermediate has also been described for the

well-characterized ordered protein β-lactoglobulin.203

In conclusion, interaction with biological membranes can induce global conformational

changes in many ordered proteins. Typically, the influence of a membrane induces

denaturation and transformation of an ordered protein into the molten globule-like

conformation. The denaturing activity of membrane is due to its global effects on the

solution pH and dielectric constant at the membrane surface. The membrane-induced

denaturation is crucial for protein translocation through the membrane, release and binding

of the large hydrophobic ligands, and the assembly and disassembly of large protein

complexes.

3.2. Functional Unfolding Induced by Ligand (Small Molecule) Binding

Local or global folding is a very general outcome of interaction of many different proteins

with many different ligands. The examples of such binding-induced folding events are

practically limitless. On the basis of the analysis of available literature data on the effect of

ligand binding on protein structure, the following classification was proposed in 1998.205,206

Class I: The release of ligands does not result in noticeable changes of the unique protein

structure. While the structural characteristics of apo- and holo-forms coincide, the

conformational stability of the protein molecule changes.

Class II: The release of the ligand promotes detectable changes in the protein structure.

However, the protein molecule still possesses an extensive tertiary structure, and its

secondary structure does not change substantially.

Class III: The ligand release transforms the protein into the molten globule state. Whereas

the unique tertiary structure is lost upon release of the ligands, the secondary structure is

retained, and the protein molecule remains compact.

Class IV: The ligand release initiates noticeable protein unfolding. The ligand-free form of

the protein is largely unfolded, has no tertiary structure, the secondary structure content is

noticeably less than in the holo-protein, and dimensions of the apoprotein distinctly differ

both from statistical coil dimensions and from the dimensions of the holo-protein.

Jakob et al. Page 16

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Class V: The ligand release initiates global protein unfolding. The apo-form represents a

completely unfolded polypeptide chain.

Class VI: Release of ligands induces large-scale movements of large parts (domains or

subunits) of the protein molecule.

For all of these cases (apart from class I), the structural consequences of ligand binding are

easy to rationalize, because binding does what it is supposed to do: it induces global or local

protein folding. However, there are some proteins, which actually unfold upon ligand

binding. Because binding-induced unfolding is a rather atypical phenomenon, examples of

such behavior are rare. This conclusion is supported by a recent analysis of the effects of

ligand binding on protein structure using the Protein Data Bank structures.207 Here, 839

nonredundant pairs of crystal structures of proteins with and without bound low-molecular-

weight ligand were compared, and protein motions coupled with ligand binding were

analyzed and systemized. The authors showed that binding of ligand frequently induces

local motions, which in several instances are accompanied by order–disorder or α-helix–coil

conformational transitions. Ligand-induced local unfolding typically affects only a few

residues, and in the entire set of 839 analyzed pairs, there was only one protein, succinyl-

CoA:3-oxoacid coenzyme A transferase (SCOT), where binding of the ligand, 2-

(ethylmercuri-thio)-benzoic acid (EMT), produced unfolding of two relatively long regions

(loops containing 24 and 19 residues, respectively).207 There were 15 proteins in which

ligand binding induced unfolding of regions longer than 10 residues. Furthermore, in a few

cases, ligand binding was accompanied by the simultaneous unfolding of several short

regions within the protein.207 One illustrative example is the human inositol 1,4,5-

trisphosphate 3-kinase, where ligand binding induced local unfolding of its N-terminal

portion comprising residues 187–196, which was a well-defined α-helix in the apo-form.208

3.3. Functional Unfolding via Protein–Protein Interactions

Similar to many other types of protein interactions, binding of two or more proteins is

commonly accompanied by their mutual adjustment and folding. In line with the general

theme of this Review, examples below show that some protein–protein interactions cause

functional protein unfolding.

A recently described example of protein binding-induced local unfolding involves the partial

unfolding of BCL-xL upon binding of its interaction partner PUMA.209 BCL-xL is a helical,

globular antiapoptotic protein that binds and sequesters both pro- and antiapoptotic factors

in the cytoplasm through protein–protein interactions.210 Best known to sequester the so-

called BH3-only proteins, one of which is the protein PUMA, BCL-xL also interacts with

the apoptotic effector proteins, BAX and BAK.211 In addition, BCL-xL modulates the

apoptotic regulatory activity of other cytoplasmic proteins, including the tumor suppressor

p53.212 Under conditions of genotoxic stress, cytoplasmic p53 binds and activates BAX and

engages the intrinsic mitochondrial pathway of apoptosis.213 However, BCL-xL binds and

sequesters p53 in an inactive form, preventing engagement of apoptosis. In the absence of

PUMA, two α-helices (α2 and α3) within BCL-xL form part of the interface with p53.209

Strikingly, the binding of PUMA to the BCL-xL/p53 complex causes the binding-induced

unfolding of these two helices, leading to p53 release, BAX activation, and subsequent
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apoptotic events. These structural changes are illustrated by Figure 5 showing the major

events taking place during this process. NMR spectroscopy and X-ray analysis showed that

the BH3 domain of PUMA folds into an α-helix upon binding within a hydrophobic groove

on the surface of BCL-xL and that a π-stacking interaction between W71 at the N-terminus

of PUMA’s α-helix and H113 of BCL-xL locally distorts the BCL-xL structure, leading to

the destabilization of α-helices 2 and 3. BH3 domains from other BH3-only proteins lack a

tryptophan residue at positions equivalent to W71 in PUMA, and, while most can bind to the

p53/BCL-xL complex, they fail to cause local unfolding of α2 and α3 (of BCL-xL) and do

not release p53. PUMA is an intrinsically disordered protein, and its BH3 domain

extensively folds upon binding BCL-xL; it is interesting that this folding-upon-binding event

is accompanied by binding-induced partial unfolding of BCL-xL. Whether this entropic

compensation scheme is operative in other cases of ligand and protein binding-induced

unfolding must be investigated in the future.

In their 2004 review, Prakash and Matouschek discussed the roles and mechanisms of in

vivo protein unfolding using examples of ATP-dependent proteases and the mitochondrial

import machinery.214 ATP-dependent proteases (proteasomes in eukaryotes and proteasome

analogues such as the ClpAP, ClpXP, HslUV, Lon, and FtsH proteases in prokaryotes) are

crucial for the timely and controlled degradation of regulatory proteins as well as of

misfolded or damaged polypeptides. Furthermore, they are responsible for the production of

antigenic peptides. All of these ATP-dependent proteases are large protein assemblies,

which are typically barrel-shaped. The proteolytic sites of these proteases are located within

the central core and are accessible only through a narrow translocation channel aligned with

the long axes of the particles.215 A crucial functional step of these ATP-dependent proteases

is the active unfolding of their protein substrates, as demonstrated for ClpAP,216 ClpXP,217

FtsH,217 Lon,218 the archaebacterial proteasome-regulatory ATPase complex PAN,219 and

the eukaryotic proteasome.220 It is likely that these proteases unfold their substrates

mechanically by pulling the polypeptide chain into their channel. This conclusion follows

from the observation that during degradation of a protein by the ATP-dependent protease,

unfolding occurs together with translocation of the polypeptide chain into the degradation

channel.214

The translocation of cytosolic proteins into mitochondria is controlled by the mitochondrial

import machinery complex. This machine includes translocases in the outer and inner

mitochondrial membranes termed “TOM proteins” and “TIM proteins”, respectively, as well

as several other proteins in the matrix. Complexes of TOM and TIM proteins associate to

form a contiguous translocation channel that connects the cytosol to the mitochondrial

matrix.221 Mitochondria actively unfold substrates by unraveling them from the targeting

signal.222 During import, most mitochondrial proteins are unfolded by the electrical

potential across the mitochondrial inner membrane acting directly on positive charges in the

targeting sequences.223,224

The commonality of the proteasome- and mitochondria-mediated unfolding of target

proteins is that the susceptibility of a protein to unfolding during proteasome-catalyzed

degradation or mitochondrial import is determined primarily by the stability of the local
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structure adjacent to the targeting signal rather than by the overall stability of a protein to

global unfolding.220,222,225

An ATP-dependent protease HslVU (heat shock locus VU) found in E. coli is a bacterial

ATP-dependent protease distantly related to eukaryotic proteasomes. In addition to the ATP-

dependent unfoldase activity described above, local unfolding is likely involved in the

formation of the active proteasome-like complex. HslVU is one of the two-component ATP-

dependent proteases in bacteria, consisting of hexameric HslU ATPase and dodecameric

HslV protease packed to align the HslU and HslV central pores.226–228 HslV exhibits ~20%

sequence similarity with respect to the β-subunit of 20 S proteasome, and these two proteins

share a conserved fold. HslV forms a barrel-shaped dodecameric complex by head to head

stacking of two hexameric rings.229 Therefore, the HslVU complex contains 12 proteolytic

active sites, which are sequestered in an internal protease chamber of HslV. HslV alone

shows a very weak peptidase activity, but its activity increases 1–2 orders of magnitude

when it binds to HslU in the presence of ATP.230 Analysis of the HslVU crystal structure

revealed that this activation might be caused by localized unfolding of two segments

(residues 65–69 and 84–93) within the HslV subunits. In HslU-unbound HslV, the 84–93

segment is an α-helix lining the entrance channel into the HslV protease chamber.231

Unfolding of this helix induced by binding to HslU might enable the target protein to enter

the protease chamber.

The proteasome and mitochondrial import machinery complex discussed above are

considered to be unfoldases because they actively unfold their substrates. Several

chaperones are also unfoldases and assist the refolding of misfolded proteins that are

kinetically trapped in local conformational energy minimum. ATP-dependent molecular

chaperones use free energy from ATP binding and/or hydrolysis to assist folding by

randomly disrupting non-native interactions (i.e., local unfolding) via repeated cycles of

binding and release, allowing the substrate to resume its search in conformational space for

the global energy minimum.31,232–235 By using this mechanism, ATP-dependent chaperones

(e.g., Hsp70 proteins) are able to lower the activation energy barrier for the transitions from

the misfolded species to the productive intermediates without changing the microscopic rate

constant for the folding reaction. Acting as unfoldases, ATP-dependent chaperones reverse

the nonproductive reactions leading to the misfolded species, and therefore keep the

polypeptide chain in a folding-competent state.235 Unfoldase activity was studied in detail

for several members of the Hsp70 family, such as DnaK,235 the mitochondrial heat shock

protein, mtHsp70,236 GroEL,237 and particularly members of the ClpB family.238–241

There are three potential mechanisms for the unfoldase activity of chaperones: the entropic

pulling model, mechanical unfolding via forcible stretching, and the entropy transfer

model.56 GroEL binds non-native proteins by means of a ring of hydrophobic residues that

line the entrance to the central cavity of its heptameric ring.242,243 When GroEL binds ATP

and the GroES cochaperonin, massive structural changes double the GroEL cavity volume

and occlude its hydrophobic binding surface.244,245 In fact, before binding ATP and GroES,

GroEL’s binding sites are located 25 Å from each other, whereas upon the addition of ATP

and GroES, the apical domain of each GroEL subunit twists upward and outward so that the

binding sites move apart to a position 33 Å from one another. As a result, neighboring
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binding sites move apart by 8 Å and non-neighboring sites by larger increments, up to 20 Å.

These large-scale movements provide the means for the mechanical unfolding of the

misfolded substrate protein, which, as it is tethered to these sites, will be forcibly stretched

and partially unfolded.246,247

Another mechanism of the unfoldase activity of chaperones is described by a so-called

entropy transfer model:31 the ability of disordered segments of the chaperone to rapidly and

transiently bind the substrate and subsequently create local order may “pay” the

thermodynamic cost of local substrate unfolding. In other words, the entropy transfer model

implies the ordering of the chaperone with a concomitant unfolding of the substrate. Here,

the binding-induced folding of a disordered, nonspecific binding segment of a chaperone

may promote the local unfolding of the misfolded segment, and the energy required for the

local unfolding of the substrate may be provided by the binding and folding of the

chaperone.31

Flagella are filamentous organelles that extend from the cell surface and are required for

motility. It has been shown that transient unfolding plays a crucial role in the flagellar

protein export and in the subsequent assembly of the flagella.248–250 The bacterial flagellum

is a supramolecular structure consisting of about 30 different proteins with copy numbers

ranging from a few to tens of thousands of copies. They are assembled into a basal body, a

hook, and long helical flagellar filaments with a diameter of ~120–250 Å and a length of up

to 15 µm.251 The assembly of the flagellum is a very complex process that involves multiple

proteins and intricate mechanisms.248–250 Among these mechanisms are the flagellar type III

protein export apparatus-driven translocation of the majority of the flagellar components

across the cytoplasmic membrane, the diffusion of these components through the narrow

channel, and the self-assembly of these components at the flagellar distal end with the help

of a cap structure.248 Flagellar proteins are synthesized in the cytoplasm. They are targeted

to the export apparatus by a set of flagellum-specific chaperones and are pushed into the

channel by an ATPase.248 An important step of the flagellar protein translocation is transient

unfolding that is required for their directed diffusion through the export channel. The need

for transient unfolding of flagellar proteins follows from the mismatch between the folded

sizes of these exported proteins and the geometry of the inner channel of the export

apparatus. In fact, the diameter of the export path for flagellar proteins, known as the central

channel of the flagellum, is only ~20 Å, whereas native hydrodynamic dimensions of

proteins to be exported are significantly larger than this opening.251 A model has been

proposed in which successive unfolding and translocation of the long polypeptide chain

through the narrow pore of the export gate is driven by the one-dimensional Brownian

motion biased by the proton motive force (i.e., the work per unit charge required to move a

proton).249

4. ACTIVE FACTORS PROMOTING TRANSIENT DISORDER: INDUCTION OF

FUNCTIONAL UNFOLDING BY POST-TRANSLATIONAL MODIFICATIONS

Although proteins are generally synthesized from 20 natural amino acid residues, their

chemical complexity is dramatically increased by various post-translational modifications,

such as acylation (acetylation, isoprenylation, myristoylation), adenosine diphosphate
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(ADP)-ribosylation, farnesylation, glycosylation, lipidation, methylation, nitration, S-

nitrosylation, oxidation, phosphorylation, proteolysis, sulfation, sumoylation, ubiquitination,

etc.252 More than 300 different post-translational modifications are known, which have the

potential to change protein size, charge, structure, or conformation, or can introduce new

functional groups that can modify interactions with other molecules. Some proteins are

known to undergo multiple and different post-translational modifications. An important

feature of many post-translational modifications is their reversible nature. Structural and

functional consequences of different post-translational modifications are very diverse. In

general, post-translational modifications alter protein characteristics such as enzyme

activity, binding affinity, or hydrophobicity.253 They affect and change protein structure and

function directly and also modulate protein functionality indirectly, determining

compartmentalization, sequestration, degradation, elimination, and protein–protein

interactions.253 Several examples of post-translational modification-modulated functional

unfolding of proteins are given below.

4.1. Functional Unfolding Induced by Phosphorylation/Dephosphorylation

Phosphorylation–dephosphorylation cycles are crucial for functional regulation of many

proteins in both eukaryotes and prokaryotes, with reversible protein phosphorylation being

known to provide a major regulatory mechanism in eukaryotic cells.254 Phosphorylation

sites are frequently found within functionally important protein domains, and about one-

third of all eukaryotic proteins are estimated to undergo reversible phosphorylation.255 At

least 575 protein kinases or kinase domains constitute a human kinome. This is the third

most populous functional class in the human proteome and covers ~2% of the total

genome.256 Although the crucial role of reversible phosphorylation is most obvious for

eukaryotes, in prokaryotes, signaling by phosphorylation is also very important. For

example, approximately 1.5% of the entire E. coli genome (62 genes) encode proteins

related to histidine kinase/response regulator systems.257 Phosphorylation–

dephosphorylation pathways inside the cell can be triggered in response to various

extracellular and intracellular signals, such as growth factors, hormonal, or neuronal signals

on the outside of the cell. This provides a controllable mechanism for the cell to switch on or

switch off many vital processes.257 Among these phosphorylation-controlled pathways are

metabolism, growth, differentiation, transcription, motility, transport, learning, memory,

kinase cascade activation, modifications of enzymes, linker molecules, and transcription

factors, and many others.258

Functionally, phosphorylation can result in protein activation or inhibition. Structurally, it

can modify the surface properties of a protein to affect its self-association or propensity to

interact with other molecules; it can initiate conformational changes that may be local or

remote from the site of phosphorylation; it can act by steric blocking, relief of steric

blocking, or by relief of autoinhibition.258 A systematic computational analysis revealed that

phosphorylation sites in proteins are predominantly located within intrinsically disordered

regions.254 The structural consequences of phosphorylation are diverse, and both disorder to

order and order to disorder transitions have been observed to follow the phosphorylation

event.257 A few illustrative examples of functional order to disorder transitions induced by

phosphorylation are presented below.
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In eukaryotes, the cap-dependent translation initiation activity of the eukaryotic translation

initiation factor eIF4E is regulated by the family of the 4E-binding proteins (4E-BPs).259,260

The affinity of the 4E-BPs for eIF4E is regulated by phosphorylation, connecting protein

translation initiation to the presence of growth factors, hormones, mitogens, and

cytokines.260 Biophysical analysis revealed that in their unbound forms, the 4E-BP family

members (e.g., 4E-BP1) are typical IDPs that contain little or no structure in solution.261–263

Upon forming complexes with eIF4, their binding regions undergo significant disorder-to-

order transitions and become more structured (approximately 50% helical).262,264

Interaction between 4E-BP1 and eIF4E is controlled by 4E-BP1 phosphorylation, with S65

phosphorylation in 4E-BP1 causing the greatest reduction in eIF4E-binding affinity as

compared to all other single phosphorylation events reported for this inhibitor protein.265

Recently, a systematic biophysical analysis revealed that phosphorylation of this S65, which

is located at the C-terminal end of the inducible helical region and required for tight binding

to eIF4E, causes a decrease in the propensity of this region to fold. Therefore,

phosphorylation acts as an intramolecular structural regulator that modulates the disorder–

order transition of 4E-BP1 via the effective destabilization of the nascent α-helix to favor

the unfolded form that cannot bind eIF4E.266

Recently, phosphorylation-induced unfolding was also shown to enhance chaperone activity

of two milk proteins, αs- and β-caseins.267 Combining a functional assay with a variety of

spectroscopic techniques, the authors established that the alkaline phosphatase-catalyzed

dephosphorylation of αs- and β-caseins resulted in a decrease in the chaperone efficiency of

these milk proteins concomitant with an increase in their ordered structure. In other words,

naturally phosphorylated αs- and β-caseins are less ordered and more chaperone-active than

the dephosphorylated proteins.267

In many cases, phosphorylation-induced local unfolding of important inhibitory regions is

used as an activating mechanism (i.e., release of autoinhibition). An example for this

mechanism is found in the p27/cyclin-dependent kinase (Cdk)/cyclin cell cycle regulatory

system.268 p27 is an intrinsically disordered protein that folds upon binding and inhibits the

Cdk/cyclin complexes that are the master regulators of cell division.269 Here, a conserved,

80 residue long N-terminal kinase inhibitory domain (KID) of p27 binds to the Cdk/cyclin

complex through interactions of a short N-terminal motif termed D1 with cyclin A, whereas

a longer C-terminal motif termed D2 interacts with Cdk2.270 These two motifs are

connected by a linker domain termed LH. When bound to Cdk2/cyclin A, the D2 subdomain

of p27 inserts a tyrosine residue (Y88) into the ATP binding pocket of Cdk2 to inhibit its

catalytic activity. Remarkably, despite burial in the Cdk2 active site in crystals, Y88 is

accessible for phosphorylation by nonreceptor tyrosine kinases, suggesting that dynamic

fluctuations of this residue in and out of the binding pocket are involved.271 Once

phosphorylated, Y88 is unable to resume its inhibitory conformation, restoring partial kinase

activity to Cdk2. Restoration of Cdk2 activity triggers a cascade of other post-translational

modifications within p27, including phosphorylation of T187. This phosphorylation is

followed by ubiquitination through the E3 ligase SCFSkp2, and the degradation of

ubiquitinated p27 by the 26S proteasome. The elimination of p27 in turn fully activates

Cdk2/cyclin complexes, which then drive progression of the cell division cycle from G1 to S

phase and ultimately through mitosis.272 Because of the disordered features of isolated p27,
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the different subdomains of p27 behave independently within the Cdk/cyclin complexes.

Therefore, phosphorylation of Y88 exerts an exquisitely local unfolding effect on the bound

conformation of p27 (ejection of Y88 from the Cdk2 active site), while its other subdomains

remain bound to Cdk2 and cyclin A. This enables T187, which is located within the 100

residue-long and highly flexible C-terminus of p27, to be phosphorylated by Cdk2 through a

pseudo unimolecular mechanism that efficiently propagates the signaling cascade.271 This

example illustrates the regulatory versatility of a disordered protein;273 folding-upon-

binding events accompany the targeting of p27 to inhibit Cdk/cyclin complexes, while

phosphorylation-dependent local unfolding of the kinase inhibitory structural element (Y88)

relieves this inhibition and triggers a downstream signaling cascade. These phosphorylation-

induced local unfolding events and their critical roles in cell cycle regulation are illustrated

by Figure 6. Clearly, this process represents an illustrative example of the PTM-induced

regulation of the autoinhibition mechanisms described in section 5.1 (see below).

4.2. Local Unfolding of Ordered Proteins and Destabilization of the Unfolded State Induced
by Glycosylation

Many biological activities of glycoproteins and glycopeptides are orchestrated by their

carbohydrate moieties (or glycans),274,275 making glycosylation an important regulator of

many biological processes, such as protein folding and stability, manipulation of a protein’s

cellular localization and trafficking, and cell–cell interactions.276 Glycosylation is an

enzymatic process that covalently links oligosaccharide chains to certain amino acids. There

are four main categories of glycosylation: (i) N-linked glycosylation (addition of the sugars

to the amide group (NH2) of an asparagine of secreted or membrane-bound proteins), (ii) O-

linked glycosylation (addition of the sugar to the hydroxyl group (OH) of a serine or a

threonine), (iii) C-mannosylation (addition of a mannose sugar to tryptophan), and (iv) GPI

anchors (see lipid anchor modifications).277 Often, oligosaccharides constitute a significant

fraction of the mass of glycoproteins and glycopeptides and therefore can significantly affect

peptide backbone behavior.278–281 Similar to several other PTMs (e.g., phosphorylation),

structural consequences of protein glycosylation are difficult to predict, because this

modification is known to stabilize some proteins and lead to the destabilization and local

unfolding of other proteins. Through their bulky hydrophilic character, glycans often

increase solubility and resistance to proteolysis of the protein to which they are attached.

Moreover, glycosylation modulates structural and conformational characteristics of proteins

by affecting differently the thermodynamics (enthalpy or entropy) of the unfolded and/or

folded state, enhancing both the thermodynamic and the kinetic stability of proteins.282 It

was also reported that glycosylation helps in the formation of a secondary structure of a

peptide backbone, especially the β-turn,283–285 and stabilizes the peptide backbone

conformation.286–288 However, carbohydrate moieties were also shown to induce local

structural perturbations, affecting the α-helical structure around the glycosylation sites,289 or

even promote complete disruption of α-helical structure.290 Attachment of glycans inhibits

transient interactions in the unfolded state, leading to its destabilization (or the formation of

an unfolded state with a higher enthalpy). In other words, glycosylation reduces residual

structure typically found in the unfolded proteins, therefore making them more unfolded and

resulting in a significant increase in their radius of gyration.282 The degree of destabilization

of the unfolded state increases with the degree of glycosylation. As a result, the unfolded
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state ensembles of the glycosylated proteins are more extended in comparison with the

conformational ensembles of the nonglycosylated proteins, and their dimensions correlate

with the degree of glycosylation.282

4.3. Regulatory Unfolding Caused by S-Glutathionylation

Protein S-glutathionylation is a reversible addition of the tripeptide glutathione (GSH) to

cysteine residues that have low pKa values due to their localization in the vicinity of Lys,

Arg, or His that create a basic local environment.291 Reversibility of S-glutathionylation is

catalyzed by members of the glutaredoxin family.292,293 This type of modification is

increasingly recognized as an important mechanism underlying redox regulation of signaling

pathways with downstream effects on numerous cell functions.294,295 S-Glutathionylation

does not simply block a free thiol, but adds ~305 Da, introduces a net negative charge to the

protein (as a consequence of the addition of Glu), and can result in the introduction of steric

hindrance due to the addition of this bulky tripeptide. Obviously, these additions are

expected to destabilize or even locally unfold protein structure. In agreement with this

hypothesis, S-glutathionylation of protein disulfide isomerase was shown to promote partial

unfolding and inhibition of this important molecular chaperone.295 Similarly,

glutathionylation also induces partial unfolding of cyclophilin A, causing an overall loss of

α-helical structure and a gain in statistical coil in comparison with the nonmodified form.296

Finally, S-glutathionylation of the Escherichia coli Hsp33, which is activated by oxidative

conditions, results in partial disruption of ordered tertiary and secondary structure, the

formation of solvent-exposed hydrophobic clusters, and functional activation.297

4.4. Protein S-Nitrosylation and Transient Unfolding

Protein S-nitrosylation, the covalent attachment of a nitrogen monoxide group to the thiol

side chain of cysteine, is another redox-sensitive, thiol-based, and reversible post-

translational modification. It plays an important role in a variety of processes, such as

mitochondrial metabolic regulation, intracellular Ca2+ handling, protein trafficking,

regulation of cellular defense against apoptosis and oxidative stress, etc.298 S-Nitrosylation

is produced when cysteine sulfhydryls react with the physiological carrier forms of NO,

such as nitrosoglutathione (GSNO), which predominates among the NO carriers

intracellularly.299,300 The interaction of cysteine residues with GSNO is known to play a

pivotal role in the regulation of biological activity of various proteins, making S-

nitrosylation a precisely regulated process in vivo.300–303 Among various structural and

functional consequences, S-nitrosylation was shown to promote release of zinc ions from

zinc fingers,304 therefore disrupting zinc–sulfur clusters in proteins and causing unfolding of

this structural unit.305,306 Similar oxidation-mediated zinc release and unfolding of

structural zinc sites has also been observed in response to reactive chlorine species and

peroxide, making zinc centers, whose major biological function is to interact with nucleic

acids and other proteins, one of the primary oxidation targets in the cell.305,306

4.5. Transient Unfolding Promoted by Methionine Oxidation

All amino acids are susceptible to oxidation to various degrees,307 with methionine being

one of the most readily oxidized amino acid residues apart from cysteine. Methionine is
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easily oxidized to methionine sulfoxide, MetO, by different oxidants produced in biological

systems, including H2O2, hydroxyl radicals, hypochlorite, chloramines, and peroxynitrite.308

Like most cysteine modifications, methionine sulfoxides can be repaired by methionine

sulfoxide reductase, which catalyzes the thioredoxin-dependent reduction of MetO to

methionine.309,310 On the basis of these observations, it was proposed that methionines

might serve as internal redox scavengers, as the reversible oxidation of surface-exposed

methionines may protect other functionally essential residues from oxidative damage.311 In

human α-synuclein, an abundant presynaptic protein in the brain, misfolding and

aggregation of which are implicated as critical factors in several neurodegenerative

diseases,312–315 there are four methionines (Met1, Met5, Met116, and Met127). All of these

were shown to be highly susceptible to oxidative modification (methionine sulfoxide

formation) in vitro.316–319 The oxidized form of α-synuclein was shown to be more

unfolded than the nonoxidized protein as manifested by the larger contribution of unordered

structure to both Fourier-transform infrared (FTIR) and far-UV circular dichroism (CD)

spectra,318 and by a detectable decrease in the α-synuclein-MetO compactness.319 This was

attributed to the decreased hydrophobicity of oxidized methionine leading to a decrease in

the overall hydrophobicity of the protein.

5. ACTIVE FACTORS PROMOTING TRANSIENT DISORDER: RELEASE OF

AUTOINHIBITION

5.1. General Consideration

Autoinhibition is a very common and potent regulatory mechanism, where functions of

proteins are switched on and off in response to various signals utilizing “built-in” inhibitors,

autoinhibitory domains, which are the protein regions that negatively regulate the function

of other domains via specifically controllable intramolecular interactions and keep the

targeted domains in a secure off state. The inhibitory intramolecular interactions between the

autoinhibitory domain and the reminder of a protein either directly or allosterically interfere

with the function of a “targeted” domain. Generally speaking, autoinhibition can be

considered as a reversible barrier that prevents unwanted activation of signaling pathways.

Although the autoinhibitory intramolecular interactions are relatively weak and often

characterized by relatively small surface areas, their efficiency is determined by the

relatively high effective local concentration that is generated by covalent tethering of the

regulatory and regulated domains.320

Autoinhibition and its release represent a simple and robust mechanism for the control and

regulation of protein functions. The efficiency of this mechanism is determined by a simple

architecture of the autoinhibited proteins, where a functional domain (FD) and an inhibitory

module (IM) are located within one polypeptide chain, by the ability of a system to exist in

at least two states: an inhibited (inactive) state, in which the IM is bound to the FD, and an

active state, in which FD and IM do not interact, and by the variety of means that can be

used to release or enhance the autoinhibition. Figure 7 shows that the FD activity is inhibited

by a direct occlusion of its active site (which could be a binding site or a catalytic site) by

IM and illustrates that the activation of the autoinhibited protein can be reversible or

irreversible. Here, the reversible activation relies in the temporal removal of IM from the FD
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proximity either due to the IM binding to activating partner(s), or its post-translational

modification (PTM), whereas the irreversible activation is typically caused by the IM

proteolysis (see Figure 7).320 Also, Figure 7 shows that PTMs and interaction with a specific

partner or some specific PTMs can reinforce the autoinhibition.320 Another important

observation is that transitions between the active and inhibited states are associated with

some structural changes either in IM or in FD. Also, certain flexibility in the polypeptide

segments that tether the IMs to the FDs is required for this mechanism to work.321

A recent comprehensive bioinformatics study revealed that the inhibitory modules of

autoinhibited proteins are enriched in intrinsic disorder.321 Typically, these intrinsically

disordered inhibitory modules contain multiple phosphorylation sites and are common

subjects of alternative splicing. These two mechanisms provide means for the fine-tuning of

the equilibrium between active and inactive states of autoinhibited proteins. Furthermore,

activation of the autoinhibited proteins is commonly accompanied (or is associated with, or

promoted by) changes in secondary structure in their inhibitory modules.321

Some of the examples where proteins were activated by the local unfolding of self-inhibitory

domains (i.e., due to the release of autoinhibition) were already considered throughout this

Review. Several of the cases discussed above were related to the activation of proteins by

functional unfolding of autoinhibitory domains induced by passive environmental factors,

such as changes in pH (e.g., mycobacterial adenylyl cyclase Rv1264 and furin), mechanical

forces (e.g., titin and titin-related molecules), and light-induced changes in the redox state

(GAPDH). However, many other mechanisms are utilized for the release of autoinhibition.

A comprehensive review by Puffal and Graces provides an outstanding compilation of

studies on the auto-inhibitory phenomenon and on the role of this process in regulation of

protein interaction with various ligands.320 Although many autoinhibited proteins are

activated via spontaneous local unfolding, many proteins can be activated via the local

unfolding induced by the active interactions of autoinhibitory domains with various

modulators or by the post-translational modification of the autoinhibitory domains. Some of

the illustrative examples of the release of autoinhibition via conformational switches,

interactions with binding partners, or post-translational modifications are presented below.

The Src family of nonreceptor tyrosine kinases provides additional examples of release of

autoinhibition through post-translational modification- and protein binding-dependent

unfolding events. In the case of Src, its regulatory SH3 and SH2 domains bind to linker

segments between these domains and the kinase domain, as well as C-terminal tail that

contains a critical, phosphorylated tyrosine residue (pY527), to impose a compact,

autoinhibited conformation.322 While contacts between many different segments within Src

contribute to the stability of the autoinhibited structure, those between pY527 and the SH2

domain anchor this conformation. Dephosphorylation of Y527 or competition for its

interaction with the SH2 domain by pY-containing peptides (and proteins) disrupts this

interaction, leading to the disassembly of the autoinhibited conformation, and release and

activation of the kinase domain. Interestingly, the related Abl kinase lacks a Y residue

analogous to Y527 in Src; however, N-terminal myristoylation of Abl enables the formation

of an autoinhibited conformation involving its SH3, SH2, and kinase domains that is

virtually identical to that of Src.323 The N-terminal myristoyl group of Abl binds within a
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deep hydrophobic cleft on the kinase domain surface, and this interaction functionally

substitutes for the “clamping” pY527–SH2 domain interaction observed in Src by imposing

conformational changes in the kinase domain that enable inhibitory SH2 domain–kinase

domain interactions. As with Src, peptides containing a pY residue bind to the SH2 domain

of Abl and disrupt the autoinhibited conformation. Recently, a small molecule was shown to

activate Abl by binding to the myristoyl binding cleft and presumably disrupting the

autoinhibited conformation.324 The common features of these tyrosine kinase regulatory

mechanisms are that a rigid and compact, auto-inhibited conformation holds the tyrosine

kinase domain in an inactive conformation and that this conformation can be released by

various means that disrupt or compete for a subset of the stabilizing interdomain

interactions. Once these inhibitory interactions are destabilized, various rigid interactions

between the SH2, SH3, and kinase domains, as well as the intervening linker segments, are

disrupted by unfolding of the linkers, giving rise to a dynamic, multidomain structure with

flexible interdomain linkers in which the kinase domain is active. This type of complex

regulatory mechanism not only allows control of kinase domain activity but also control of

interactions mediated by the SH3 and SH2 domains through sequestration of these domains

within the autoinhibited conformation and their exposure upon its disruption.

5.2. Protein Activation via Conformational Switch-Induced Local Unfolding of
Autoinhibitory Domains

Autoinhibition is achieved via the interactions between a regulatory element (an

autoinhibitory domain) and a functional domain located in a distinct region of the same

polypeptide chain. Therefore, the active sites of the autoinhibited proteins are occluded by

the autoinhibitory elements that physically block sites of interactions and/or catalytic

activity. Because the relief of autoinhibition typically requires activators to bind and/or

covalently modify sites in the regulatory element that are buried in the autoinhibited

structure, autoinhibited proteins typically require large structural changes to switch between

inactive and active states. Obviously, internal dynamics of such proteins provides access to

such sites and therefore is likely to be crucial for the regulation and activation of

autoinhibited systems.325 The autoinhibition of the Dbl homology (DH) domain of the

protooncoprotein and guanine nucleotide exchange factor Vav1 via interactions between its

catalytic site and a helix from an N-terminal acidic region represents an illustrative example

of the important role of a spontaneous conformational switch in regulation of autoinhibition.

In fact, although the phosphorylation of the inhibitory helix relieves Vav1 autoinhibition, the

phosphorylatable residue, Tyr174, is completely buried in the DH–helix interface.326 NMR

analysis revealed that Vav1 exists in equilibrium between a ground state where the

inhibitory helix is bound to the DH domain and a weakly populated excited state where the

helix is released and unfolded.325 This analysis clearly shows that the conformational

switching and internal dynamics are required for and control both basal activity and the rate

of full activation of the autoinhibited DH domain.325

A fibroblast growth factor receptor (FGFR) extracellular domain represents another

illustration of the role of conformation switching in regulation of autoinhibition. Although

the prototypical FGFR extracellular domain consists of three Ig domains (D1–D3), only the

two membrane-proximal D2 and D3 domains and the interconnecting D2–D3 linker are
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important for ligand binding, whereas D1 and the D1–D2 linker play autoinhibitory roles in

the regulation of FGFR. Analysis of the crystal structure of the three-Ig form of FGFR3c

(which is a canonical form of the human fibroblast growth factor receptor 3) in complex

with the fibroblast growth factor 1, FGF1, revealed that ligand binding results in the

complete unfolding of D1 and the D1–D2 linker.327 Because, despite the fact that the

autoinhibitory domain blocks the interaction of the FGFR with its ligand, the FGF1–

FGFR3c complex is still formed, one can assume that the FGFR3c exists in equilibrium as a

mixture of binding-competent and binding-incompetent (autoinhibited) conformations and

that there is a conformational switch that regulates transitions between these two forms.

5.3. Protein Activation via Interaction-Induced Unfolding of the Autoinhibitory Domains:
Interaction with Nucleic Acids

Binding affinity and/or specificity of many transcription factors and other DNA-binding

proteins are altered by specific inhibitory regions. In one example, DNA binding specificity

is regulated via DNA binding-induced structural changes in the inhibitory region. Interaction

of the dimeric BamHI endonuclease (from Bacillus amyloliquefaciens H) with DNA

illustrates an intricate regulatory mechanism, where a C-terminal α7-helix, which is ordered

in the free protein, partially unfolds and assumes an extended, partially disordered

conformation upon binding to DNA.328 Typically, α-helices in proteins are only marginally

stable by themselves, whereas their structure and configuration within protein folds are

stabilized via tertiary interactions. In free BamHI, α7 was the most mobile and solvent

accessible helix of the enzyme,329 suggesting a low-energy threshold between folded and

unfolded states. As a result, DNA binding-induced perturbations in the core of BamHI

contributed to the destabilization of the C-terminal helix and its unfolding and release from

the core.328

Members of the ETS family of transcription factors further illustrate functional unfolding

induced by DNA-binding. These proteins contain a specific 85-amino acid region termed the

ETS (for “E twenty-six”) domain, which adopts a secondary structure similar to the winged

helix–turn–helix (wHTH) motif, consisting of three α-helices and four antiparallel β-strands.

The “wing” is a loop between adjacent β-strands.330,331 Adjacent to the ETS domain there

are flanking regions that fold into an inhibitory domain, which, in the absence of DNA, is

composed of four α-helices and interacts with the ETS domain via a set of intramolecular

contacts.332 Using far-UV CD analysis combined with limited proteolysis, it was shown that

DNA binding to Ets-1 was accompanied by transient unfolding of an α-helix and the

transient relief of inhibition.333 It was also hypothesized that unfolding of the inhibitory

region could expose a putative protein–protein interaction domain, and the ETS–DNA

complex could be stabilized by interactions with a protein partner.333 In essence, this

interaction mode illustrates the “cascade-binding mechanism”, where the first interaction

with the first partner alters structure of one or both interactors to prepare the complex for

secondary and tertiary interactions with other partners.

Generally, in these and many related cases, DNA acts as an allosteric ligand whose binding

alters the affinity of a protein for other ligands, such as coactivators or corepressors.334
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5.4. Protein Activation via Interaction-Induced Unfolding of the Autoinhibitory Domains:
Protein–Protein Interactions

Activity of the mammalian Na+/H+ exchange regulatory factor 1 (NHERF1), a multidomain

scaffolding protein essential for controlling intracellular trafficking and macromolecular

assembly of transmembrane ion channels and receptors, is regulated by an autoinhibitory

domain.335 Among numerous NHERF1 functions are the assembly of signaling complexes

and the regulation of endocytic recycling of the cystic fibrosis transmembrane conductance

regulator (CFTR), cell surface adhesion and antiadhesion proteins, G-protein coupled

receptors, and tyrosine kinase receptors.335 NHERF1 consists of two modular protein–

protein interaction domains, PDZ1 and PDZ2, which bind to the cytoplasmic domains of

transmembrane receptors and channels, and a C-terminal domain that binds the membrane-

cytoskeleton linker protein ezrin. The interaction of NHERF1 with ezrin and other ezrin-

radixin-moesin (ERM) proteins is crucial for establishing a communication bridge between

plasma membrane proteins and the actin cytoskeleton.336,337 Ezrin modulates the PDZ

domains of NHERF1 to assemble multiprotein complexes; for example, when ezrin is bound

to the ezrin binding domain of NHERF1 (residues 329–358), the binding affinity of PDZ2

for the C-terminal domain of CFTR increases 24-fold.338 The autoinhibition of NHERF1 is

achieved through intramolecular interactions between PDZ2 (residues 150–240) and the CT

domain (residues 242–358), and ezrin binding is believed to be crucial for the release of this

autoinhibition.335 Recently, a detailed structural analysis of the PDZ2CT domains of

NHERF1 by high-resolution NMR and small-angle X-ray scattering revealed that there are

only weak intramolecular interactions between the largely disordered CT domain and the

PDZ ligand binding site.335 The autoinhibited state is held together via a series of transient

interactions between the well-folded PDZ2 domain and the different parts of the mostly

disordered CT domain. In fact, an autoinhibited conformational ensemble of the CT domain

includes two major types of structures. In the one type of structure, the CT domain consists

of the PDZ2-bound single N-terminal helix (residues 323–334) with the remaining part of

the CT domain, including the ezrin binding region, adopting a random coil conformation. In

the other type of structure, the most C-terminal ezrin binding region of the CT domain

adopts a helical conformation and is docked into the PDZ2 domain, whereas the remaining

part of the CT domain is unfolded.335 Importantly, neither the N-terminal helix (residues

323–334) nor the ezrin binding domain of NHERF1 (residues 329–358) adopt well formed

α-helical conformations in the isolated CT domain, suggesting that the helical structures

observed in PDZ2CT are induced and stabilized in the otherwise largely disordered CT

domain through weak intramolecular interactions with PDZ2. The autoinhibition is

successfully removed by the PDZ2CT interaction with ezrin, which leads to the release of

the C-terminal domain from interactions with PDZ2 and the noticeable extension of the

largely disordered CT domain. As a result, the PDZ2 and ezrin are separated by a distance of

80 Å and hence not in contact with each other.335

SecA, the 204-kDa ATPase motor of the Sec translocase, is autoinhibited via interaction of

the C-terminal region with the elongated groove used by SecA to recognize and bind a

diverse set of signal sequences. The biological function of translocases is to recognize and

secrete extra-cytoplasmic polypeptides, which are usually synthesized as “preproteins”

carrying amino terminal, cleavable signal peptides,339 across membranes. The Sec
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translocase is a highly conserved proteinaceous machine responsible for processing the vast

majority of bacterial and ER exported proteins.340 The bacterial Sec translocase contains the

SecYEG protein-conducting channel and the peripheral ATPase motor SecA.341,342 SecA is

a large, 901 residue-long, protein that forms homodimers. The helicase-like motor is located

at the N-terminus of SecA. This motor is comprised of the discontinuous nucleotide binding

domain (NBD) and the intramolecular regulator of ATP hydrolysis-2 domain (IRA2). The

nucleotide binds at a cleft formed at the interface of NBD and IRA2.343,344 Preproteins and

signal sequences interact with the preprotein-binding domain (PBD), which “sprouts” out of

the body of NBD through an antiparallel β-sheet forming a series of grooves separating PBD

and other domains.345 The C-terminal domain of SecA encompasses four subdomains: the

long α-helical scaffold domain (SD), the IRA1 hairpin, the winged domain (WD), and a

highly flexible C-tail region.344 In turn, this extreme C-terminal tail (residues 834–901 in E.

coli) comprises two regions, with the first region (residues 834–855) interacting with the

core of SecA and ending up in a β-strand (residues 849–854) that forms a β-sheet with the

two antiparallel β-strands linking NBD and PBD,344 and the second region containing a

zinc-finger motif (residues 879–897) that constitutes the primary binding site for the SecB

chaperone.346 SecA is autoinhibited via the N-terminal region of C-tail (residues 834–848),

which occludes a portion of the peptide binding groove.347,348 This autoinhibition is

relieved by the SecB chaperone that binds to the zinc-finger site of the C-tail and displaces it

from the binding groove.347

Diaphanous-related formin (Drf), a member of the formin family, promotes the nucleation

and polymerization of unbranched actin filaments via the formin-homology domains 1 and

2. Interaction of the Drf with the Rho·GTP releases the autoinhibition induced via the

interaction of the C-terminal diaphanous-autoregulatory domain (DAD) with the N-terminal

regulatory region.349 The core DAD region is folded as an α-helix, which binds in the

highly conserved regulatory N-terminal region via a set of mostly hydrophobic interactions.

Rho·GTP displaces DAD by ionic repulsion and steric clashes,349 likely causing unfolding

of the diaphanous-autoregulatory domain.

5.5. Protein Activation via Interaction-Induced Unfolding of the Autoinhibitory Domains:
Interaction with Membranes

In addition to numerous factors, such as hormones, growth factors, neurotransmitters,

antigens, and other external stimuli, interaction with lipid membranes is assumed to play a

role in the activation of phospholipase C (PLC) isozymes.350 The major function of the PLC

isozymes is to hydrolyze phosphatidylinositol 4,5-bisphosphate (PtdIns[4,5]P2) into the

second messengers diacylglycerol (DAG) and inositol 1,4,5-trisphosphate (IP3).351 Analysis

of the crystal structure of PLC-β2 revealed that this protein is autoinhibited due to the

occlusion of the active site by a loop (known as an X/Y linker) separating the two halves of

the catalytic TIM barrel.350 Although the X/Y linker of PLC-β2 spans approximately 70

amino acids (466–537), only 22 of them (516–537) are ordered. Residues 516–529 of this

region form an α-helix capped at its C-terminus by a tight turn and an extended region

(residues 530–537) containing a short 310-helix (residues 530–534). The C-terminus of the

α-helix and the extended region make a set of extensive contacts with the phospholipase

active site.350 The X/Y linkers of different PLC isoforms were noted to vary greatly in both

Jakob et al. Page 30

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



length and sequence, and even within any given PLC subgroup, no significant conserved

regions exist within the sequences that separate the TIM barrels.350 However, in many PLC

isoforms, the X/Y linkers provide a mechanism for occlusion of the active site that is

generally dependent on the overall length and negative charge of the linker region.

Activation of different PLCs is usually achieved by the physical removal and/or unfolding of

the X/Y linkers. The only common feature of otherwise highly diverse X/Y linkers is an

unusually high density of the negatively charged residues. On the basis of these

observations, it has been hypothesized that the highly negatively charged X/Y linkers can

provide an important control of the PLC activities at negatively charged substrate

membranes.350 Here, the negatively charged X/Y linkers are sterically and electrostatically

repelled from the negatively charged phospholipid membranes upon recruitment of PLC.

This eliminates active site occlusion and activates PLC. In other words, the ordered region

of the X/Y linker is needed for regulation of the fine-tuned access to the active site, whereas

the negatively charged disordered regions serve as the major autoinhibitory determinant.350

5.6. Activation via Phosphorylation-Induced Unfolding of Inhibitory Regions

In several protein classes, phosphorylation-induced local unfolding plays a crucial role in the

relief of intramolecular autoinhibition. For example, in most autoinhibited kinases, the relief

of intramolecular autoinhibition is essentially a partial unfolding event of the autoinhibited

conformation, driven by ligand binding or post-translational modification, including

phosphorylation.

On the basis of NMR analysis, the nonphosphorylated form of the N-terminal inactivation

domain (ID) of the voltage-gated K+ channel Kv.4 possessed a compact structure with high

affinity for its receptor.352 This tight interaction blocks the pore on the cytoplasmic side and

therefore results in channel inactivation. Phosphorylation of the ID by protein kinase C

(PKC) on any of three putative sites (serine residues 8, 15, and 21) is proposed to cause a

loss of overall structural stability, local unfolding, and relief of this form of inhibition.352

These ID phosphorylatable sites are in close proximity to two glutamate residues, Glu27 and

Glu28, which, upon phosphorylation, would cause steric and electrostatic repulsion and

promote local disorder.257

Activation of the autoinhibited interferon regulatory factor 3 (IRF-3), a member of the

family of transcription factors that are important for host defense against viral infection, the

development of the immune system and apoptosis, also depends on phosphorylation.353 The

C-terminal half of this protein contains a conserved IRF association domain (IAD)

responsible for the homo- and hetero-oligomerization, whose transactivation function is

suppressed by an autoinhibitory region.353 This C-terminal autoinhibitory sequence of IRF-3

contains seven phosphorylation sites responsible for its virus-induced activation. 354

Analysis of the IRF-3 crystal structure revealed that the IAD and the flanking autoinhibitory

elements collapse to form a hydrophobic core.355 Here, the folded N- and C-terminal

autoinhibitory segments are interspersed within the IRF-3 structure, interact with each other,

and together cover a large hydrophobic surface of 1200 Å2 on the H3- and H4-helices of the

IAD. Phosphorylation reorganizes the autoinhibitory elements, leading to their unfolding
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accompanied by the unmasking of a hydrophobic active site and realignment of the DNA

binding domain for transcriptional activation.355

Phosphorylation of the conserved autoinhibitory elements proximal to tandem Sec7-

pleckstrin homology (PH) domains activates Grp1, a member of a family of

phosphoinositide-dependent Arf GTPase exchange factors. Grp1 is autoinhibited through a

pseudosubstrate mechanism, where a linker region between domains and a C-terminal

amphipathic α-helix physically blocks the docking sites for the switch regions of Arf

GTPases. Phosphorylation of the C-terminal α-helix induced local unfolding and release of

autoinhibition.356

Catalytic activation of the S6K1 kinase, a member of the AGC subfamily of serine-threonine

protein kinases, requires dual phosphorylation of critical residues in the conserved T-loop

(T229) and hydrophobic motif (HM; T389) peptide regions of its catalytic kinase domain

(residues 1–398). In addition to the kinase domain, S6K1 contains a C-terminal

autoinhibitory domain (AID; residues 399–502), which wraps around the catalytic domain

and prevents T-loop and HM phosphorylation. Autoinhibition is relieved via the AID

phosphorylation at multiple serine and threonine sites (S411, S418, T421, and S424) and the

subsequent unfolding of this regulatory domain.357

Members of the X11/Mint family of multidomain adaptor scaffold proteins are composed of

a nonconserved N-terminus, a conserved phosphotyrosine binding (PTB) domain, a pair of

C-terminal PDZ (postsynaptic density 95, PSD-85; discs large, Dlg; zonula occludens-1,

ZO-1) domains arranged in tandem, and a conserved C-terminal tail. Many proteins are

known to interact with the tandem PDZ domains of X11 proteins.358NMR analysis revealed

that the highly conserved C-terminal tail of X11α (and probably those of other X11

proteins) folds back and inserts into the target-binding groove of the first PDZ domain,

resulting in an autoinhibited conformation of X11α. This autoinhibition is likely to be

controlled through phosphorylation, because substitution of the absolutely conserved C-

terminal tyrosine with glutamate abolished binding of the C-terminal tail to PDZ1.358

5.7. Activation via Dephosphorylation-Induced Unfolding of Inhibitory Regions

As was already mentioned above, the binding of Ets-1 to DNA is mediated by the ETS

domain (residues 331–414), and is modulated by flanking regions (residues 301–330 and

415–440) that fold into an inhibitory module.332 DNA binding is accompanied by a

structural rearrangement that disrupts the inhibitory module and unfolds the marginally

stable N-terminal inhibitory helix HI-1.333 The autoinhibitory module-induced repression of

the ETS is further enhanced by the presence of an adjacent intrinsically disordered serine-

rich region (SRR, residues 244–300).359 This attenuation of DNA binding by Ets-1 is

controlled by multisite phosphorylation of the SRR in response to the Ca2+ signaling.360 It

has been shown that each added phosphate progressively increases repression.359

Comprehensive NMR analysis revealed that the SRR is predominantly unstructured both

before and after phosphorylation. However, addition of phosphates to the SRR subtly

decreased its flexibility and enhanced the association of the SRR with the specific Ets-1

region extending from the inhibitory module to the DNA-binding interface. These transient

interactions between the phosphorylated SRR and the functional regions of Ets-1 decreased
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the conformational flexibility of the ETS domain and inhibitory module required for high-

affinity binding, and possibly occluded the DNA interaction site.361 The regulatory transient

interactions are absent when the SRR region is dephosphorylated. On the basis of these

observations, it has been concluded that variable phosphorylation of the SRR motif might

serve as a “rheostat” for cell signaling to fine-tune transcription at the level of DNA

binding.359

A phosphorylation/dephosphorylation cycle is important for the regulation of a 15 kDa

protein OdhI, which is an inhibitory subunit of the 450 kDa 2-oxoglutarate dehydrogenase

multienzyme complex (ODHC). In this system, the unphosphorylated form of OdhI

inhibited the OdhA protein, a key enzyme of the TCA cycle, whereas the phosphorylated

form of OdhI was inactive.362 OdhI contains a forkhead-associated (FHA) domain, which is

a recognition domain highly specific to phosphothreonine, and an unfolded 40-residues N-

terminal extension where the phosphorylation occurs.363 Comparison of the NMR structures

of the phosphorylated and dephosphorylated forms of OdhI revealed that the unstructured N-

terminal segment of OdhI underwent considerable conformational changes upon

phosphorylation.362 In fact, the N-terminal part of the unphosphorylated OdhI protein was

fully disordered, whereas phosphorylation at a unique site Thr15 induced folding of the N-

terminal disordered region from residue Pro10 to Gly31 and triggered the binding of the

region surrounding pThr15 to the FHA domain.362

6. UNFOLDONS AS A STRUCTURAL BASIS FOR THE FUNCTIONAL

UNFOLDING

It has been proposed that the phenomenon of functional unfolding can be considered as a

reflection of the extreme structural heterogeneity of a protein molecule.364,365 In fact, the

comprehensive analysis of the equilibrium and kinetic folding processes of cytochrome c,366

apo-cytochrome b562, dimeric triosephophate isomerase, ribonuclease H, the OspA protein

of Borrelia,367 and staphylococcal nuclease368 revealed that these small, single-domain

proteins possess multiple submolecular foldon units that continually unfold and refold even

under native conditions, suggesting that the folding of an ordered protein can be described as

the stepwise assembly of the foldon units, with previously formed foldons guiding and

stabilizing subsequent foldons to progressively build the native protein.367,369–371

Furthermore, many ordered proteins were shown to contain nucleation motifs, foldons, the

number of which defines the number of accessible folding pathways for a given protein.372

All of this suggests that ordered proteins should be considered as “modular assemblies of

competing foldons”.372 Extension of this foldon concept to IDPs/IDPRs, with their

structural and spatiotemporal heterogeneities where some IDP regions are spontaneously

folded, others can fold (at least in part) at interaction with binding partners, and still others

are always in the semifolded state, suggests that an IDP or IDPR can be described as a

modular assembly of foldons, inducible foldons, semifoldons, and nonfoldons.364,365 From

the viewpoint of foldons, inducible foldons, semifoldons, and nonfoldons, the phenomenon

of protein dormant disorder, which needs to be transiently awakened to make protein

functional, can be considered as an unfoldon.364,365 In other words, due to its inherent

structural and thermodynamic heterogeneity, a protein molecule can be considered as a
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modular assembly of foldons and unfoldons, with unfoldons representing less stable parts of

a protein structure that have to undergo order-to-disorder transition to make the protein

active.

7. CONCLUDING REMARKS

It is known that proteins typically undergo some structural changes during function. The

function-related structural changes in IDPs/IDPRs range from the local partial folding to

complete folding, and from allosteric transitions to induced fit adjustments in ordered

proteins and domains. It is believed that the most common outcome of these function-related

structural changes is the overall increase in the amount of ordered structure. The fact that

many IDPs/IDPRs have to undergo disorder-to-order transitions either during their functions

or to become functional was used as an illustration of the notion that these proteins, when

folded after binding to their partners, are not too different from typical ordered proteins and

should be considered as proteins waiting for a partner (PWPs) that serve as parts of a

multicomponent complex and that do not fold correctly in the absence of other

components.373 However, as described in this Review, phenomenon of functional unfolding

(or transient disorder, or cryptic disorder) challenges this viewpoint. In fact, many proteins

possess regions of dormant disorder that need to be awakened to make these proteins

functional. In other words, some functions of ordered proteins require local or even global

unfolding of a unique protein structure. The important features of these functional alterations

are their induced nature and transient character. In other words, the function-related changes

in a protein are induced by transient alterations in its environment or by transient

modification of its structure and are released as soon as the environment is restored or the

modification is removed. Another crucial feature of the transient functional unfolding is a

wide range of molecular mechanisms by which this dormant disorder can be awoken. We

show here that among the functional unfolding-activating factors are light; mechanical force;

changes in pH, temperature, or redox potential; interaction with membrane, ligands, nucleic

acids, and proteins; various PTMs; release of authoinhibition due to the unfolding of

autoinhibitory domains induced by their interaction with nucleic acids, proteins, membranes,

PTMs, etc.
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and protein intrinsic disorder. In 2004, he moved to the Center for Computational Biology

and Bioinformatics at the Indiana University–Purdue University Indianapolis to work on the

intrinsically disordered proteins. Since 2010, he has been with the Department of Molecular

Biology at the University of South Florida, where he is now an Associate Professor. At the

University of South Florida, Dr. Uversky has continued his work on various aspects of

protein intrinsic disorder phenomenon and on analysis of protein folding and misfolding. He

has published over 500 peer-reviewed articles and book chapters in these fields. Dr. Uversky

participated in the establishment of the Intrinsically Disordered Proteins Subgroup at the

Biophysical Society and the Intrinsically Disordered Proteins Gordon Research Conference.

He is an Executive Editor of the Intrinsically Disordered Proteins journal published by the

Landes Bioscience.

ABBREVIATIONS

ADP adenosine diphosphate

AFM atomic force microscopy

AID autoinhibitory domain

BLUF blue light using FAD

cAMP 3′,5′-cyclic adenosine monophosphate

CCT CRY C-terminus

CD circular dichroism

Cdk cyclin-dependent kinase

CFTR cystic fibrosis transmembrane conductance regulator

CRY cryptochrome

CT C-terminal

CTE C-terminal extension

DAD diaphanous-autoregulatory domain

DAG diacylglycerol

DH Dbl homology

Dlg discs large

Drf diaphanous-related formin

4E-BP 4E-binding protein
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eIF4E eukaryotic translation initiation factor 4E

EMT 2-(ethylmercuri-thio)-benzoic acid

ER endoplasmic reticulum

ERM ezrin-radixin-moesin

ETS E twenty-six

FAD flavin adenine dinucleotide

FD functional domain

FGFR fibroblast growth factor receptor

FHA forkhead-associated

FMN flavin mononucleotide

FRET fluorescence resonance energy transfer

FTIR Fourier-transform infrared

GABA gamma-aminobutyric acid

GAF cGMP phosphodiesterase/adenylyl cyclase/FhlA

GAPDH glyceraldehyde-3-phosphate dehydrogenase

GSH glutathione

GSNO nitrosoglutathione

HM hydrophobic motif

HSQC heteronuclear single quantum correlation

Hsp heat shock protein

IAD IRF association domain

ID inactivation domain

IDP intrinsically disordered protein

IDPR intrinsically disordered protein region

IM inhibitory module

IP3 inositol 1,4,5-trisphosphate

IRA2 intramolecular regulator of ATP hydrolysis-2 domain

IRF-3 interferon regulatory factor 3

KID kinase inhibitory domain

LOV light oxygen voltage

MscL mechanosensitive channel of large conductance

NBD nucleotide binding domain
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NHERF1 Na+/H+ exchange regulatory factor 1

NLS nuclear localization signal

OCP orange carotenoid protein

ODHC 2-oxoglutarate dehydrogenase multienzyme complex

PAS PER/Arnt/Sim

PBD preprotein-binding domain

PEVK titin region enriched in proline (P), glutamate (E), valine (V), and lysine

(K) residues

PH pleckstrin homology

PHY phytochrome-specific domain/phytochrome

PKC protein kinase C

PLC phospholipase C

PSD-85 postsynaptic density 95

PTB phosphotyrosine binding

PtdIns[4,5]P2 phosphatidylinositol 4,5-bisphosphate

PWP protein waiting for a partner

PTM post-translational modification

PYP photoactive yellow protein

RIP ribosome-inactivating protein

ROMK renal outer medullary potassium channel

RTA RNA N-glycosidase A-chain

RTB RNA N-glycosidase B-chain

SCOT succinyl-CoA:3-oxoacid coenzyme A transferase

SD scaffold domain

SRR serine-rich region

TM transmembrane

TRAAK TWIK-1 related arachidonic acid-stimulated K+ channel

TREK TWIK-1 related K+ channel

TWIK tandem of P domains in a weakly inwardrectifying K+ channel

VSV vesicular stomatitis virus

WD winged domain

wHTH winged helix–turn–helix

Jakob et al. Page 38

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



ZO-1 zonula occludens-1

REFERENCES

1. Fischer E. Ber. Dtsch. Chem. Ges. 1894; 27:2985.

2. Lemieux UR, Spohr U. Adv. Carbohydr. Chem. Biochem. 1994; 50:1. [PubMed: 7942253]

3. Dunker AK, Obradovic Z, Romero P, Garner EC, Brown CJ. Genome Inform. Ser. Workshop
Genome Inform. 2000; 11:161.

4. Vucetic S, Brown CJ, Dunker AK, Obradovic Z. Proteins. 2003; 52:573. [PubMed: 12910457]

5. Ward JJ, Sodhi JS, McGuffin LJ, Buxton BF, Jones DT. J. Mol. Biol. 2004; 337:635. [PubMed:
15019783]

6. Uversky VN. J. Biomed. Biotechnol. 2010; 2010:568068. [PubMed: 20011072]

7. Dunker AK, Babu M, Barbar E, Blackledge M, Bondos SE, Dosztányi Z, Dyson HJ, Forman-Kay J,
Fuxreiter M, Gsponer J, Han KH, Jones DT, Longhi S, Metallo SJ, Nishikawa K, Nussinov R,
Obradovic Z, Pappu R, Rost B, Selenko P, Subramaniam V, Sussman JL, Tompa P, Uversky VN.
Intrinsically Disord. Proteins. 2013; 1:e24157.

8. Wright PE, Dyson HJ. J. Mol. Biol. 1999; 293:321. [PubMed: 10550212]

9. Uversky VN, Gillespie JR, Fink AL. Proteins. 2000; 41:415. [PubMed: 11025552]

10. Dunker AK, Obradovic Z. Nat. Biotechnol. 2001; 19:805. [PubMed: 11533628]

11. Dunker AK, Lawson JD, Brown CJ, Williams RM, Romero P, Oh JS, Oldfield CJ, Campen AM,
Ratliff CM, Hipps KW, Ausio J, Nissen MS, Reeves R, Kang C, Kissinger CR, Bailey RW,
Griswold MD, Chiu W, Garner EC, Obradovic Z. J. Mol. Graphics Modell. 2001; 19:26.

12. Dunker AK, Brown CJ, Obradovic Z. Adv. Protein Chem. 2002; 62:25. [PubMed: 12418100]

13. Dunker AK, Brown CJ, Lawson JD, Iakoucheva LM, Obradovic Z. Biochemistry. 2002; 41:6573.
[PubMed: 12022860]

14. Uversky VN. Protein Sci. 2002; 11:739. [PubMed: 11910019]

15. Uversky VN. Eur. J. Biochem. 2002; 269:2. [PubMed: 11784292]

16. Dunker AK, Cortese MS, Romero P, Iakoucheva LM, Uversky VN. FEBS J. 2005; 272:5129.
[PubMed: 16218947]

17. Uversky VN, Oldfield CJ, Dunker AK. J. Mol. Recognit. 2005; 18:343. [PubMed: 16094605]

18. Dunker AK, Silman I, Uversky VN, Sussman JL. Curr. Opin. Struct. Biol. 2008; 18:756. [PubMed:
18952168]

19. Radivojac P, Iakoucheva LM, Oldfield CJ, Obradovic Z, Uversky VN, Dunker AK. Biophys. J.
2007; 92:1439. [PubMed: 17158572]

20. Dunker AK, Oldfield CJ, Meng J, Romero P, Yang JY, Chen JW, Vacic V, Obradovic Z, Uversky
VN. BMC Genomics. 2008; 9:S1.

21. Dunker AK, Uversky VN. Nat. Chem. Biol. 2008; 4:229. [PubMed: 18347590]

22. Vucetic S, Xie H, Iakoucheva LM, Oldfield CJ, Dunker AK, Obradovic Z, Uversky VN. J.
Proteome Res. 2007; 6:1899. [PubMed: 17391015]

23. Xie H, Vucetic S, Iakoucheva LM, Oldfield CJ, Dunker AK, Uversky VN, Obradovic Z. J.
Proteome Res. 2007; 6:1882. [PubMed: 17391014]

24. Xie H, Vucetic S, Iakoucheva LM, Oldfield CJ, Dunker AK, Obradovic Z, Uversky VN. J.
Proteome Res. 2007; 6:1917. [PubMed: 17391016]

25. Cortese MS, Uversky VN, Keith Dunker A. Prog. Biophys. Mol. Biol. 2008; 98:85. [PubMed:
18619997]

26. Uversky VN, Dunker AK. Biochim. Biophys. Acta. 2010; 1804:1231. [PubMed: 20117254]

27. Tompa P. Trends Biochem. Sci. 2002; 27:527. [PubMed: 12368089]

28. Dyson HJ, Wright PE. Nat. Rev. Mol. Cell. Biol. 2005; 6:197. [PubMed: 15738986]

29. Iakoucheva LM, Brown CJ, Lawson JD, Obradovic Z, Dunker AK. J. Mol. Biol. 2002; 323:573.
[PubMed: 12381310]

Jakob et al. Page 39

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



30. Tompa P. FEBS Lett. 2005; 579:3346. [PubMed: 15943980]

31. Tompa P, Csermely P. FASEB J. 2004; 18:1169. [PubMed: 15284216]

32. Oldfield CJ, Meng J, Yang JY, Yang MQ, Uversky VN, Dunker AK. BMC Genomics. 2008; 9:S1.

33. Russell RB, Gibson TJ. FEBS Lett. 2008; 582:1271. [PubMed: 18284921]

34. Kriwacki RW, Hengst L, Tennant L, Reed SI, Wright PE. Proc. Natl. Acad. Sci. U.S.A. 1996;
93:11504. [PubMed: 8876165]

35. Dyson HJ, Wright PE. Curr. Opin. Struct. Biol. 2002; 12:54. [PubMed: 11839490]

36. Lacy ER, Filippov I, Lewis WS, Otieno S, Xiao L, Weiss S, Hengst L, Kriwacki RW. Nat. Struct.
Mol. Biol. 2004; 11:358. [PubMed: 15024385]

37. Lacy ER, Wang Y, Post J, Nourse A, Webb W, Mapelli M, Musacchio A, Siuzdak G, Kriwacki
RW. J. Mol. Biol. 2005; 349:764. [PubMed: 15890360]

38. Oldfield CJ, Cheng Y, Cortese MS, Romero P, Uversky VN, Dunker AK. Biochemistry. 2005;
44:12454. [PubMed: 16156658]

39. Cheng Y, Oldfield CJ, Meng J, Romero P, Uversky VN, Dunker AK. Biochemistry. 2007;
46:13468. [PubMed: 17973494]

40. Mohan, A. Master of Science. Indiana: Indiana University; 2006.

41. Vacic V, Oldfield CJ, Mohan A, Radivojac P, Cortese MS, Uversky VN, Dunker AK. J. Proteome
Res. 2007; 6:2351. [PubMed: 17488107]

42. Uversky VN. Chem. Soc. Rev. 2011; 40:1623. [PubMed: 21049125]

43. Tompa P, Fuxreiter M. Trends Biochem. Sci. 2008; 33:2. [PubMed: 18054235]

44. Hazy E, Tompa P. ChemPhysChem. 2009; 10:1415. [PubMed: 19462392]

45. Sigalov A, Aivazian D, Stern L. Biochemistry. 2004; 43:2049. [PubMed: 14967045]

46. Sigalov AB, Zhuravleva AV, Orekhov VY. Biochimie. 2007; 89:419. [PubMed: 17174464]

47. Koshland DE Jr. Proc. Natl. Acad. Sci. U.S.A. 1958; 44:98. [PubMed: 16590179]

48. Monod J, Wyman J, Changeux JP. J. Mol. Biol. 1965; 12:88. [PubMed: 14343300]

49. Koshland DE Jr, Nemethy G, Filmer D. Biochemistry. 1966; 5:365. [PubMed: 5938952]

50. Bardwell JC, Jakob U. Trends Biochem. Sci. 2012; 37:517. [PubMed: 23018052]

51. Hong W, Jiao W, Hu J, Zhang J, Liu C, Fu X, Shen D, Xia B, Chang Z. J. Biol. Chem. 2005;
280:27029. [PubMed: 15911614]

52. Tapley TL, Korner JL, Barge MT, Hupfeld J, Schauerte JA, Gafni A, Jakob U, Bardwell JC. Proc.
Natl. Acad. Sci. U.S.A. 2009; 106:5557. [PubMed: 19321422]

53. Tapley TL, Franzmann TM, Chakraborty S, Jakob U, Bardwell JC. Proc. Natl. Acad. Sci. U.S.A.
2010; 107:1071. [PubMed: 20080625]

54. Gajiwala KS, Burley SK. J. Mol. Biol. 2000; 295:605. [PubMed: 10623550]

55. Yang F, Gustafson KR, Boyd MR, Wlodawer A. Nat. Struct. Biol. 1998; 5:763. [PubMed:
9731767]

56. Uversky VN. Chem. Rev. 2011; 111:1134. [PubMed: 21086986]

57. Zhang BW, Brunetti L, Brooks CLIII. J. Am. Chem. Soc. 2011; 133:19393. [PubMed: 22026371]

58. Foit L, George JS, Zhang BW, Brooks CLIII, Bardwell JC. Proc. Natl. Acad. Sci. U.S.A. 2013;
110:E1254. [PubMed: 23487787]

59. Padan E, Schuldiner S. Biochim. Biophys. Acta. 1994; 1187:206. [PubMed: 8075114]

60. Padan E, Schuldiner S. Biochim. Biophys. Acta. 1994; 1185:129. [PubMed: 8167133]

61. Padan E, Schuldiner S. J. Exp. Biol. 1994; 196:443. [PubMed: 7823039]

62. Padan E, Venturi M, Gerchman Y, Dover N. Biochim. Biophys. Acta. 2001; 1505:144. [PubMed:
11248196]

63. Rothman A, Gerchman Y, Padan E, Schuldiner S. Biochemistry. 1997; 36:14572. [PubMed:
9398175]

64. Olami Y, Rimon A, Gerchman Y, Rothman A, Padan E. J. Biol. Chem. 1997; 272:1761. [PubMed:
8999858]

65. Gerchman Y, Rimon A, Padan E. J. Biol. Chem. 1999; 274:24617. [PubMed: 10455127]

Jakob et al. Page 40

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



66. Padan E, Tzubery T, Herz K, Kozachkov L, Rimon A, Galili L. Biochim. Biophys. Acta. 2004;
1658:2. [PubMed: 15282168]

67. Padan E, Bibi E, Ito M, Krulwich TA. Biochim. Biophys. Acta. 2005; 1717:67. [PubMed:
16277975]

68. Murphy RF, Powers S, Cantor CR. J. Cell Biol. 1984; 98:1757. [PubMed: 6144684]

69. Geisow MJ, Evans WH. Exp. Cell Res. 1984; 150:36. [PubMed: 6198190]

70. Sorkin A, Von Zastrow M. Nat. Rev. Mol. Cell Biol. 2002; 3:600. [PubMed: 12154371]

71. Gollins SW, Porterfield JS. J. Gen. Virol. 1986; 67:157. [PubMed: 3944582]

72. Randolph VB, Stollar V. J. Gen. Virol. 1990; 71:1845. [PubMed: 2167941]

73. Libersou S, Albertini AA, Ouldali M, Maury V, Maheu C, Raux H, de Haas F, Roche S, Gaudin Y,
Lepault J. J. Cell Biol. 2010; 191:199. [PubMed: 20921141]

74. Clague MJ, Schoch C, Zech L, Blumenthal R. Biochemistry. 1990; 29:1303. [PubMed: 2157487]

75. Gaudin Y, Ruigrok RW, Knossow M, Flamand A. J. Virol. 1993; 67:1365. [PubMed: 8437221]

76. Durrer P, Gaudin Y, Ruigrok RW, Graf R, Brunner J. J. Biol. Chem. 1995; 270:17575. [PubMed:
7615563]

77. Roche S, Bressanelli S, Rey FA, Gaudin Y. Science. 2006; 313:187. [PubMed: 16840692]

78. Roche S, Rey FA, Gaudin Y, Bressanelli S. Science. 2007; 315:843. [PubMed: 17289996]

79. Roche S, Albertini AA, Lepault J, Bressanelli S, Gaudin Y. Cell. Mol. Life Sci. 2008; 65:1716.
[PubMed: 18345480]

80. Roche S, Gaudin Y. Virology. 2002; 297:128. [PubMed: 12083843]

81. Weissenhorn W, Hinz A, Gaudin Y. FEBS Lett. 2007; 581:2150. [PubMed: 17320081]

82. Harrison SC. Nat. Struct. Mol. Biol. 2008; 15:690. [PubMed: 18596815]

83. Carneiro FA, Ferradosa AS, Da Poian AT. J. Biol. Chem. 2001; 276:62. [PubMed: 11024041]

84. Kampmann T, Mueller DS, Mark AE, Young PR, Kobe B. Structure. 2006; 14:1481. [PubMed:
17027497]

85. Mueller DS, Kampmann T, Yennamalli R, Young PR, Kobe B, Mark AE. Biochem. Soc. Trans.
2008; 36:43. [PubMed: 18208382]

86. Zamyatnin AA. Annu. Rev. Biophys. Bioeng. 1984; 13:145. [PubMed: 6378067]

87. Thurlkill RL, Grimsley GR, Scholtz JM, Pace CN. Protein Sci. 2006; 15:1214. [PubMed:
16597822]

88. Tsai TD, Shuck ME, Thompson DP, Bienkowski MJ, Lee KS. Am. J. Physiol. 1995; 268:C1173.
[PubMed: 7762610]

89. Doi T, Fakler B, Schultz JH, Schulte U, Brandle U, Weidemann S, Zenner HP, Lang F,
Ruppersberg JP. J. Biol. Chem. 1996; 271:17261. [PubMed: 8663367]

90. Fakler B, Schultz JH, Yang J, Schulte U, Brandle U, Zenner HP, Jan LY, Ruppersberg JP. EMBO
J. 1996; 15:4093. [PubMed: 8861938]

91. Choe H, Zhou H, Palmer LG, Sackin H. Am. J. Physiol. 1997; 273:F516. [PubMed: 9362329]

92. McNicholas CM, MacGregor GG, Islas LD, Yang Y, Hebert SC, Giebisch G. Am. J. Physiol.
1998; 275:F972. [PubMed: 9843915]

93. Schulte U, Hahn H, Wiesinger H, Ruppersberg JP, Fakler B. J. Biol. Chem. 1998; 273:34575.
[PubMed: 9852128]

94. Chanchevalap S, Yang Z, Cui N, Qu Z, Zhu G, Liu C, Giwa LR, Abdulkadir L, Jiang C. J. Biol.
Chem. 2000; 275:7811. [PubMed: 10713095]

95. Qu Z, Zhu G, Yang Z, Cui N, Li Y, Chanchevalap S, Sulaiman S, Haynie H, Jiang C. J. Biol.
Chem. 1999; 274:13783. [PubMed: 10318782]

96. Todt JC, Rocque WJ, Mcgroarty EJ. Biochemistry. 1992; 31:10471. [PubMed: 1384696]

97. Todt JC, Mcgroarty EJ. Biochemistry. 1992; 31:10479. [PubMed: 1384697]

98. Ek JF, Delmar M, Perzova R, Taffet SM. Circ. Res. 1994; 74:1058. [PubMed: 8187275]

99. Buckley JT, Wilmsen HU, Lesieur C, Schulze A, Pattus F, Parker MW, van der Goot FG.
Biochemistry. 1995; 34:16450. [PubMed: 8845373]

Jakob et al. Page 41

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



100. Wang TL, Hackam A, Guggino WB, Cutting GR. J. Neurosci. 1995; 15:7684. [PubMed:
7472519]

101. Hoth S, Dreyer I, Dietrich P, Becker D, Muller-Rober B, Hedrich R. Proc. Natl. Acad. Sci. U.S.A.
1997; 94:4806. [PubMed: 9114073]

102. Linder JU, Schultz A, Schultz JE. J. Biol. Chem. 2002; 277:15271. [PubMed: 11839758]

103. Tews I, Findeisen F, Sinning I, Schultz A, Schultz JE, Linder JU. Science. 2005; 308:1020.
[PubMed: 15890882]

104. Steiner DF. Curr. Opin. Chem. Biol. 1998; 2:31. [PubMed: 9667917]

105. Thomas G. Nat. Rev. Mol. Cell Biol. 2002; 3:753. [PubMed: 12360192]

106. Feliciangeli SF, Thomas L, Scott GK, Subbian E, Hung CH, Molloy SS, Jean F, Shinde U,
Thomas G. J. Biol. Chem. 2006; 281:16108. [PubMed: 16601116]

107. Winter J, Jakob U. Crit. Rev. Biochem. Mol. Biol. 2004; 39:297. [PubMed: 15763707]

108. White HE, Orlova EV, Chen S, Wang L, Ignatiou A, Gowen B, Stromer T, Franzmann TM,
Haslbeck M, Buchner J, Saibil HR. Structure. 2006; 14:1197. [PubMed: 16843901]

109. Bentley NJ, Fitch IT, Tuite MF. Yeast. 1992; 8:95. [PubMed: 1561840]

110. Haslbeck M, Walke S, Stromer T, Ehrnsperger M, White HE, Chen S, Saibil HR, Buchner J.
EMBO J. 1999; 18:6744. [PubMed: 10581247]

111. Stromer T, Fischer E, Richter K, Haslbeck M, Buchner J. J. Biol. Chem. 2004; 279:11222.
[PubMed: 14722093]

112. Franzmann TM, Wuhr M, Richter K, Walter S, Buchner J. J. Mol. Biol. 2005; 350:1083.
[PubMed: 15967461]

113. van Montfort RL, Basha E, Friedrich KL, Slingsby C, Vierling E. Nat. Struct. Biol. 2001; 8:1025.
[PubMed: 11702068]

114. Jakob U, Muse W, Eser M, Bardwell JC. Cell. 1999; 96:341. [PubMed: 10025400]

115. Kumsta C, Jakob U. Biochemistry. 2009; 48:4666. [PubMed: 19368357]

116. Graumann J, Lilie H, Tang X, Tucker KA, Hoffmann JH, Vijayalakshmi J, Saper M, Bardwell
JC, Jakob U. Structure. 2001; 9:377. [PubMed: 11377198]

117. Winter J, Ilbert M, Graf PC, Ozcelik D, Jakob U. Cell. 2008; 135:691. [PubMed: 19013278]

118. Ilbert M, Horst J, Ahrens S, Winter J, Graf PC, Lilie H, Jakob U. Nat. Struct. Mol. Biol. 2007;
14:556. [PubMed: 17515905]

119. Graf PC, Martinez-Yamout M, VanHaerents S, Lilie H, Dyson HJ, Jakob U. J. Biol. Chem. 2004;
279:20529. [PubMed: 15023991]

120. Janda I, Devedjiev Y, Derewenda U, Dauter Z, Bielnicki J, Cooper DR, Graf PC, Joachimiak A,
Jakob U, Derewenda ZS. Structure. 2004; 12:1901. [PubMed: 15458638]

121. Cremers CM, Reichmann D, Hausmann J, Ilbert M, Jakob U. J. Biol. Chem. 2010; 285:11243.
[PubMed: 20139072]

122. Reichmann D, Xu Y, Cremers CM, Ilbert M, Mittelman R, Fitzgerald MC, Jakob U. Cell. 2012;
148:947. [PubMed: 22385960]

123. Sprenger WW, Hoff WD, Armitage JP, Hellingwerf KJ. J. Bacteriol. 1993; 175:3096. [PubMed:
8491725]

124. Meyer TE. Biochim. Biophys. Acta. 1985; 806:175. [PubMed: 2981543]

125. Van Beeumen JJ, Devreese BV, Van Bun SM, Hoff WD, Hellingwerf KJ, Meyer TE, McRee DE,
Cusanovich MA. Protein Sci. 1993; 2:1114. [PubMed: 8358295]

126. Borgstahl GE, Williams DR, Getzoff ED. Biochemistry. 1995; 34:6278. [PubMed: 7756254]

127. Hoff WD, Dux P, Hard K, Devreese B, Nugteren- Roodzant IM, Crielaard W, Boelens R, Kaptein
R, van Beeumen J, Hellingwerf KJ. Biochemistry. 1994; 33:13959. [PubMed: 7947803]

128. Meyer TE, Yakali E, Cusanovich MA, Tollin G. Biochemistry. 1987; 26:418. [PubMed:
3828315]

129. Hoff WD, van Stokkum IH, van Ramesdonk HJ, van Brederode ME, Brouwer AM, Fitch JC,
Meyer TE, van Grondelle R, Hellingwerf KJ. Biophys. J. 1994; 67:1691. [PubMed: 7819501]

130. Rubinstenn G, Vuister GW, Mulder FA, Dux PE, Boelens R, Hellingwerf KJ, Kaptein R. Nat.
Struct. Biol. 1998; 5:568. [PubMed: 9665170]

Jakob et al. Page 42

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



131. Zoltowski BD, Gardner KH. Biochemistry. 2011

132. Crosson S, Rajagopal S, Moffat K. Biochemistry. 2003; 42:2. [PubMed: 12515534]

133. Lin C, Todo T. Genome Biol. 2005; 6:220. [PubMed: 15892880]

134. Wilson A, Ajlani G, Verbavatz JM, Vass I, Kerfeld CA, Kirilovsky D. Plant Cell. 2006; 18:992.
[PubMed: 16531492]

135. Wilson A, Punginelli C, Gall A, Bonetti C, Alexandre M, Routaboul JM, Kerfeld CA, van
Grondelle R, Robert B, Kennis JTM, Kirilovsky D. Proc. Natl. Acad. Sci. U.S.A. 2008;
105:12075. [PubMed: 18687902]

136. Kirilovsky D, Wilson A. Photosynth. Res. 2007; 91:291.

137. Kirilovsky D. Adv. Exp. Med. Biol. 2010; 675:139. [PubMed: 20532740]

138. Wilson A, Kinney JN, Zwart PH, Punginelli C, D’Haene S, Perreau F, Klein MG, Kirilovsky D,
Kerfeld CA. J. Biol. Chem. 2010; 285:18364. [PubMed: 20368334]

139. Tepperman JM, Zhu T, Chang HS, Wang X, Quail PH. Proc. Natl. Acad. Sci. U.S.A. 2001;
98:9437. [PubMed: 11481498]

140. Tepperman JM, Hudson ME, Khanna R, Zhu T, Chang SH, Wang X, Quail PH. Plant J. 2004;
38:725. [PubMed: 15144375]

141. Rosler J, Jaedicke K, Zeidler M. Plant Cell Physiol. 2010; 51:1248. [PubMed: 20576692]

142. Quail PH, Boylan MT, Parks BM, Short TW, Xu Y, Wagner D. Science. 1995; 268:675.
[PubMed: 7732376]

143. Sakamoto K, Nagatani A. Plant J. 1996; 10:859. [PubMed: 8953247]

144. Chen M, Tao Y, Lim J, Shaw A, Chory J. Curr. Biol. 2005; 15:637. [PubMed: 15823535]

145. Nagatani A. Curr. Opin. Plant Biol. 2004; 7:708. [PubMed: 15491920]

146. Dixon SE, Bhatti MM, Uversky VN, Dunker AK, Sullivan WJ Jr. Mol. Biochem. Parasitol. 2011;
175:192. [PubMed: 21055425]

147. Wolosiuk RA, Buchanan BB. Plant Physiol. 1978; 61:669. [PubMed: 16660360]

148. Scagliarini S, Trost P, Pupillo P, Valenti V. Planta. 1993; 190:313.

149. Baalmann E, Backhausen JE, Kitzmann C, Scheibe R. Bot. Acta. 1994; 107:313.

150. Fermani S, Sparla F, Falini G, Martelli PL, Casadio R, Pupillo P, Ripamonti A, Trost P. Proc.
Natl. Acad. Sci. U.S.A. 2007; 104:11109. [PubMed: 17573533]

151. Martinac B. J. Cell. Sci. 2004; 117:2449. [PubMed: 15159450]

152. Christensen AP, Corey DP. Nat. Rev. Neurosci. 2007; 8:510. [PubMed: 17585304]

153. Gustin MC, Zhou XL, Martinac B, Kung C. Science. 1988; 242:762. [PubMed: 2460920]

154. Sukharev SI, Schroeder MJ, McCaslin DR. J. Membr. Biol. 1999; 171:183. [PubMed: 10501827]

155. Sukharev SI, Sigurdson WJ, Kung C, Sachs F. J. Gen. Physiol. 1999; 113:525. [PubMed:
10102934]

156. Chang G, Spencer RH, Lee AT, Barclay MT, Rees DC. Science. 1998; 282:2220. [PubMed:
9856938]

157. Yoshimura K, Sokabe M. J. R. Soc. Interface. 2010; 7:S307. [PubMed: 20356872]

158. Doyle DA. Trends Neurosci. 2004; 27:298. [PubMed: 15165732]

159. Corry B, Hurst AC, Pal P, Nomura T, Rigby P, Martinac B. J. Gen. Physiol. 2010; 136:483.
[PubMed: 20876362]

160. Patel AJ, Lazdunski M, Honore E. Curr. Opin. Cell Biol. 2001; 13:422. [PubMed: 11454447]

161. Sukharev S, Corey DP. Sci. STKE. 2004; 2004:re4. [PubMed: 14872099]

162. Pickles JO. Prog. Neurobiol. 1985; 24:1. [PubMed: 2409570]

163. Howard J, Hudspeth AJ. Neuron. 1988; 1:189. [PubMed: 2483095]

164. Assad JA, Shepherd GM, Corey DP. Neuron. 1991; 7:985. [PubMed: 1764247]

165. Bang ML, Centner T, Fornoff F, Geach AJ, Gotthardt M, McNabb M, Witt CC, Labeit D,
Gregorio CC, Granzier H, Labeit S. Circ. Res. 2001; 89:1065. [PubMed: 11717165]

166. Voelkel T, Linke WA. Pfluegers Arch. 2011; 462:143. [PubMed: 21347754]

167. Trinick J, Tskhovrebova L. Trends Cell. Biol. 1999; 9:377. [PubMed: 10481174]

168. Tskhovrebova L, Trinick J. Nat. Rev. Mol. Cell Biol. 2003; 4:679. [PubMed: 14506471]

Jakob et al. Page 43

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



169. Vogel V. Annu. Rev. Biophys. Biomol. Struct. 2006; 35:459. [PubMed: 16689645]

170. Puchner EM, Alexandrovich A, Kho AL, Hensen U, Schafer LV, Brandmeier B, Grater F,
Grubmuller H, Gaub HE, Gautel M. Proc. Natl. Acad. Sci. U.S.A. 2008; 105:13385. [PubMed:
18765796]

171. Grater F, Shen J, Jiang H, Gautel M, Grubmuller H. Biophys. J. 2005; 88:790. [PubMed:
15531631]

172. Greene DN, Garcia T, Sutton RB, Gernert KM, Benian GM, Oberhauser AF. Biophys. J. 2008;
95:1360. [PubMed: 18390597]

173. Kaiser ET, Kezdy FJ. Annu. Rev. Biophys. Biophys. Chem. 1987; 16:561. [PubMed: 3297092]

174. Tamm LK. Biochim. Biophys. Acta. 1991; 1071:123. [PubMed: 1854792]

175. Lesieur C, Vecsey-Semjen B, Abrami L, Fivaz M, Gisou van der Goot F. Mol. Membr. Biol.
1997; 14:45. [PubMed: 9253764]

176. Vecsey-Semjen B, Lesieur C, Mollby R, van der Goot FG. J. Biol. Chem. 1997; 272:5709.
[PubMed: 9038182]

177. Cafiso DS. Annu. Rev. Biophys. Biomol. Struct. 1994; 23:141. [PubMed: 7522664]

178. Wurm H. Int. J. Biochem. 1984; 16:511. [PubMed: 6427035]

179. Breukink E, Demel RA, de Korte-Kool G, de Kruijff B. Biochemistry. 1992; 31:1119. [PubMed:
1531180]

180. Heckl WM, Zaba BN, Mohwald H. Biochim. Biophys. Acta. 1987; 903:166. [PubMed: 2820486]

181. Sui SF. Adv. Colloid Interface Sci. 2000; 85:257. [PubMed: 10768483]

182. Bychkova VE, Pain RH, Ptitsyn OB. FEBS Lett. 1988; 238:231. [PubMed: 3049159]

183. Endo T, Schatz G. EMBO J. 1988; 7:1153. [PubMed: 2841114]

184. Benedetti H, Lloubes R, Lazdunski C, Letellier L. EMBO J. 1992; 11:441. [PubMed: 1537329]

185. Duche D, Baty D, Chartier M, Letellier L. J. Biol. Chem. 1994; 269:24820. [PubMed: 7929161]

186. Bourdineaud JP, Boulanger P, Lazdunski C, Letellier L. Proc. Natl. Acad. Sci. U.S.A. 1990;
87:1037. [PubMed: 2105493]

187. Cao Z, Klebba PE. Biochimie. 2002; 84:399. [PubMed: 12423783]

188. Day PJ, Pinheiro TJ, Roberts LM, Lord JM. Biochemistry. 2002; 41:2836. [PubMed: 11851431]

189. Endo Y, Tsurugi K. J. Biol. Chem. 1987; 262:8128. [PubMed: 3036799]

190. Endo Y, Mitsui K, Motizuki M, Tsurugi K. J. Biol. Chem. 1987; 262:5908. [PubMed: 3571242]

191. Rapak A, Falnes PO, Olsnes S. Proc. Natl. Acad. Sci. U.S.A. 1997; 94:3783. [PubMed: 9108055]

192. Wesche J, Rapak A, Olsnes S. J. Biol. Chem. 1999; 274:34443. [PubMed: 10567425]

193. Schmitz A, Herrgen H, Winkeler A, Herzog V. J. Cell. Biol. 2000; 148:1203. [PubMed:
10725333]

194. Jackson ME, Simpson JC, Girod A, Pepperkok R, Roberts LM, Lord JM. J. Cell Sci. 1999;
112:467. [PubMed: 9914159]

195. Dunker AK, Ensign LD, Arnold GE, Roberts LM. FEBS Lett. 1991; 292:271. [PubMed:
1959617]

196. Dunker AK, Ensign LD, Arnold GE, Roberts LM. FEBS Lett. 1991; 292:275. [PubMed:
1959618]

197. Ptitsyn OB, Bychkova VE, Uversky VN. Philos. Trans. R. Soc. B. 1995; 348:35.

198. Ptitsyn OB. Adv. Protein Chem. 1995; 47:83. [PubMed: 8561052]

199. Pedo M, Lohr F, D’Onofrio M, Assfalg M, Dotsch V, Molinari H. J. Mol. Biol. 2009; 394:852.
[PubMed: 19836400]

200. Bychkova VE, Dujsekina AE, Fantuzzi A, Ptitsyn OB, Rossi GL. Fold. Des. 1998; 3:285.
[PubMed: 9710574]

201. Diuisekina AE, Bychkova VE, Fantuzzi A, Rossi GL, Ptitsin OB. Mol. Biol. (Moscow). 1998;
32:133. [PubMed: 9566260]

202. Bychkova VE, Dujsekina AE, Klenin SI, Tiktopulo EI, Uversky VN, Ptitsyn OB. Biochemistry.
1996; 35:6058. [PubMed: 8634247]

Jakob et al. Page 44

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



203. Uversky VN, Narizhneva NV, Kirschstein SO, Winter S, Lober G. Fold. Des. 1997; 2:163.
[PubMed: 9218954]

204. Narizhneva NV, Uversky VN. Protein Pept. Lett. 1997; 4:243.

205. Uversky VN, Narizhneva NV. Biochemistry (Moscow). 1998; 63:420. [PubMed: 9556525]

206. Uversky, VN. Recent Research Developments in Biophysics & Biochemistry. Pandalai, SG.,
editor. Vol. Vol. 3. Kerala, India: Transworld Research Network; 2003.

207. Amemiya T, Koike R, Fuchigami S, Ikeguchi M, Kidera A. J. Mol. Biol. 2011; 408:568.
[PubMed: 21376729]

208. Gonzalez B, Schell MJ, Letcher AJ, Veprintsev DB, Irvine RF, Williams RL. Mol. Cell. 2004;
15:689. [PubMed: 15350214]

209. Follis AV, Chipuk JE, Fisher JC, Yun MK, Grace CR, Nourse A, Baran K, Ou L, Min L, White
SW, Green DR, Kriwacki RW. Nat. Chem. Biol. 2013; 9:163. [PubMed: 23340338]

210. Chipuk JE, Moldoveanu T, Llambi F, Parsons MJ, Green DR. Mol. Cell. 2010; 37:299. [PubMed:
20159550]

211. Shamas-Din A, Kale J, Leber B, Andrews DW. Cold Spring Harbor Perspect. Biol. 2013:5.

212. Chipuk JE, Bouchier-Hayes L, Kuwana T, Newmeyer DD, Green DR. Science. 2005; 309:1732.
[PubMed: 16151013]

213. Chipuk JE, Kuwana T, Bouchier-Hayes L, Droin NM, Newmeyer DD, Schuler M, Green DR.
Science. 2004; 303:1010. [PubMed: 14963330]

214. Prakash S, Matouschek A. Trends Biochem. Sci. 2004; 29:593. [PubMed: 15501678]

215. Larsen CN, Finley D. Cell. 1997; 91:431. [PubMed: 9390550]

216. Weber-Ban EU, Reid BG, Miranker AD, Horwich AL. Nature. 1999; 401:90. [PubMed:
10485712]

217. Kim YI, Burton RE, Burton BM, Sauer RT, Baker TA. Mol. Cell. 2000; 5:639. [PubMed:
10882100]

218. Van Melderen L, Thi MH, Lecchi P, Gottesman S, Couturier M, Maurizi MR. J. Biol. Chem.
1996; 271:27730. [PubMed: 8910366]

219. Navon A, Goldberg AL. Mol. Cell. 2001; 8:1339. [PubMed: 11779508]

220. Lee C, Schwartz MP, Prakash S, Iwakura M, Matouschek A. Mol. Cell. 2001; 7:627. [PubMed:
11463387]

221. Rehling P, Brandner K, Pfanner N. Nat. Rev. Mol. Cell Biol. 2004; 5:519. [PubMed: 15232570]

222. Huang S, Ratliff KS, Schwartz MP, Spenner JM, Matouschek A. Nat. Struct. Biol. 1999; 6:1132.
[PubMed: 10581555]

223. Martin J, Mahlke K, Pfanner N. J. Biol. Chem. 1991; 266:18051. [PubMed: 1833391]

224. Huang S, Ratliff KS, Matouschek A. Nat. Struct. Biol. 2002; 9:301. [PubMed: 11887183]

225. Prakash S, Tian L, Ratliff KS, Lehotzky RE, Matouschek A. Nat. Struct. Mol. Biol. 2004; 11:830.
[PubMed: 15311270]

226. Kessel M, Wu W, Gottesman S, Kocsis E, Steven AC, Maurizi MR. FEBS Lett. 1996; 398:274.
[PubMed: 8977122]

227. Rohrwild M, Coux O, Huang HC, Moerschell RP, Yoo SJ, Seol JH, Chung CH, Goldberg AL.
Proc. Natl. Acad. Sci. U.S.A. 1996; 93:5808. [PubMed: 8650174]

228. Yoo SJ, Seol JH, Shin DH, Rohrwild M, Kang MS, Tanaka K, Goldberg AL, Chung CH. J. Biol.
Chem. 1996; 271:14035. [PubMed: 8662828]

229. Bochtler M, Ditzel L, Groll M, Huber R. Proc. Natl. Acad. Sci. U.S.A. 1997; 94:6070. [PubMed:
9177170]

230. Huang H, Goldberg AL. J. Biol. Chem. 1997; 272:21364. [PubMed: 9261150]

231. Bochtler M, Hartmann C, Song HK, Bourenkov GP, Bartunik HD, Huber R. Nature. 2000;
403:800. [PubMed: 10693812]

232. Rothman JE. Cell. 1989; 59:591. [PubMed: 2573430]

233. Rothman JE, Kornberg RD. Nature. 1986; 322:209. [PubMed: 3526158]

234. Hubbard TJ, Sander C. Protein Eng. 1991; 4:711. [PubMed: 1798696]

235. Slepenkov SV, Witt SN. Mol. Microbiol. 2002; 45:1197. [PubMed: 12207689]

Jakob et al. Page 45

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



236. Voisine C, Craig EA, Zufall N, von Ahsen O, Pfanner N, Voos W. Cell. 1999; 97:565. [PubMed:
10367886]

237. Shtilerman M, Lorimer GH, Englander SW. Science. 1999; 284:822. [PubMed: 10221918]

238. Sharma SK, Christen P, Goloubinoff P. Curr. Protein Pept. Sci. 2009; 10:432. [PubMed:
19538153]

239. Barends TR, Werbeck ND, Reinstein J. Curr. Opin. Struct. Biol. 2010; 20:46. [PubMed:
20083401]

240. Hodson S, Marshall JJ, Burston SG. J. Struct. Biol. 2012; 179:161. [PubMed: 22659404]

241. Winkler J, Tyedmers J, Bukau B, Mogk A. J. Struct. Biol. 2012; 179:152. [PubMed: 22580344]

242. Fenton WA, Kashi Y, Furtak K, Horwich AL. Nature. 1994; 371:614. [PubMed: 7935796]

243. Braig K, Otwinowski Z, Hegde R, Boisvert DC, Joachimiak A, Horwich AL, Sigler PB. Nature.
1994; 371:578. [PubMed: 7935790]

244. Roseman AM, Chen S, White H, Braig K, Saibil HR. Cell. 1996; 87:241. [PubMed: 8861908]

245. Xu Z, Horwich AL, Sigler PB. Nature. 1997; 388:741. [PubMed: 9285585]

246. Lorimer G. Nature. 1997; 388:720. [PubMed: 9285577]

247. Xu Z, Sigler PB. J. Struct. Biol. 1998; 124:129. [PubMed: 10049801]

248. Minamino T, Namba K. J. Mol. Microbiol. Biotechnol. 2004; 7:5. [PubMed: 15170399]

249. Minamino T, Imada K, Namba K. Mol. BioSyst. 2008; 4:1105. [PubMed: 18931786]

250. Minamino T, Imada K, Namba K. Curr. Opin. Struct. Biol. 2008; 18:693. [PubMed: 18848888]

251. Yonekura K, Maki-Yonekura S, Namba K. Nature. 2003; 424:643. [PubMed: 12904785]

252. Aebersold R, Goodlett DR. Chem. Rev. 2001; 101:269. [PubMed: 11712248]

253. Clark RS, Bayir H, Jenkins LW. Crit. Care Med. 2005; 33:S407. [PubMed: 16340406]

254. Iakoucheva LM, Radivojac P, Brown CJ, O’Connor TR, Sikes JG, Obradovic Z, Dunker AK.
Nucleic Acids Res. 2004; 32:1037. [PubMed: 14960716]

255. Marks, F. Protein Phosphorylation. New York, Basel, Cambridge, Tokyo: VCH Weinheim; 1996.

256. Lander ES, Linton LM, Birren B, Nusbaum C, Zody MC, Baldwin J, Devon K, Dewar K, Doyle
M, FitzHugh W, Funke R, Gage D, Harris K, Heaford A, Howland J, Kann L, Lehoczky J,
LeVine R, McEwan P, McKernan K, Meldrim J, Mesirov JP, Miranda C, Morris W, Naylor J,
Raymond C, Rosetti M, Santos R, Sheridan A, Sougnez C, Stange-Thomann N, Stojanovic N,
Subramanian A, Wyman D, Rogers J, Sulston J, Ainscough R, Beck S, Bentley D, Burton J, Clee
C, Carter N, Coulson A, Deadman R, Deloukas P, Dunham A, Dunham I, Durbin R, French L,
Grafham D, Gregory S, Hubbard T, Humphray S, Hunt A, Jones M, Lloyd C, McMurray A,
Matthews L, Mercer S, Milne S, Mullikin JC, Mungall A, Plumb R, Ross M, Shownkeen R, Sims
S, Waterston RH, Wilson RK, Hillier LW, McPherson JD, Marra MA, Mardis ER, Fulton LA,
Chinwalla AT, Pepin KH, Gish WR, Chissoe SL, Wendl MC, Delehaunty KD, Miner TL,
Delehaunty A, Kramer JB, Cook LL, Fulton RS, Johnson DL, Minx PJ, Clifton SW, Hawkins T,
Branscomb E, Predki P, Richardson P, Wenning S, Slezak T, Doggett N, Cheng JF, Olsen A,
Lucas S, Elkin C, Uberbacher E, Frazier M. Nature. 2001; 409:860. [PubMed: 11237011]

257. Johnson LN, Lewis RJ. Chem. Rev. 2001; 101:2209. [PubMed: 11749371]

258. Johnson LN, Barford D. Protein Sci. 1994; 3:1726. [PubMed: 7849589]

259. Pause A, Belsham GJ, Gingras AC, Donze O, Lin TA, Lawrence JC Jr, Sonenberg N. Nature.
1994; 371:762. [PubMed: 7935836]

260. Mader S, Lee H, Pause A, Sonenberg N. Mol. Cell. Biol. 1995; 15:4990. [PubMed: 7651417]

261. Fletcher CM, Wagner G. Protein Sci. 1998; 7:1639. [PubMed: 9684899]

262. Fletcher CM, McGuire AM, Gingras AC, Li H, Matsuo H, Sonenberg N, Wagner G.
Biochemistry. 1998; 37:9. [PubMed: 9453748]

263. Marcotrigiano J, Gingras AC, Sonenberg N, Burley SK. Mol. Cell. 1999; 3:707. [PubMed:
10394359]

264. Tomoo K, Abiko F, Miyagawa H, Kitamura K, Ishida T. J. Biochem. 2006; 140:237. [PubMed:
16825247]

265. Karim MM, Hughes JM, Warwicker J, Scheper GC, Proud CG, McCarthy JE. J. Biol. Chem.
2001; 276:20750. [PubMed: 11278829]

Jakob et al. Page 46

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



266. Tait S, Dutta K, Cowburn D, Warwicker J, Doig AJ, McCarthy JE. Proc. Natl. Acad. Sci. U.S.A.
2010; 107:17627. [PubMed: 20880835]

267. Koudelka T, Hoffmann P, Carver JA. J. Agric. Food Chem. 2009; 57:5956. [PubMed: 19527030]

268. Galea CA, Wang Y, Sivakolundu SG, Kriwacki RW. Biochemistry. 2008; 47:7598. [PubMed:
18627125]

269. Lacy ER, Filippov I, Lewis WS, Otieno S, Xiao L, Weiss S, Hengst L, Kriwacki RW. Nat. Struct.
Mol. Biol. 2004; 11:358. [PubMed: 15024385]

270. Russo AA, Jeffrey PD, Patten AK, Massague J, Pavletich NP. Nature. 1996; 382:325. [PubMed:
8684460]

271. Grimmler M, Wang Y, Mund T, Cilensek Z, Keidel EM, Waddell MB, Jakel H, Kullmann M,
Kriwacki RW, Hengst L. Cell. 2007; 128:269. [PubMed: 17254966]

272. Mitrea DM, Yoon MK, Ou L, Kriwacki RW. Biol. Chem. 2012; 393:259. [PubMed: 23029651]

273. Babu MM, Kriwacki RW, Pappu RV. Science. 2012; 337:1460. [PubMed: 22997313]

274. Varki A. Glycobiology. 1993; 3:97. [PubMed: 8490246]

275. Lis H, Sharon N. Eur. J. Biochem. 1993; 218:1. [PubMed: 8243456]

276. Eisenhaber B, Eisenhaber F. Methods Mol. Biol. 2010; 609:365. [PubMed: 20221930]

277. Blom N, Sicheritz-Ponten T, Gupta R, Gammeltoft S, Brunak S. Proteomics. 2004; 4:1633.
[PubMed: 15174133]

278. Chen MM, Bartlett AI, Nerenberg PS, Friel CT, Hackenberger CP, Stultz CM, Radford SE,
Imperiali B. Proc. Natl. Acad. Sci. U.S.A. 2010; 107:22528. [PubMed: 21148421]

279. Weerapana E, Imperiali B. Glycobiology. 2006; 16:91R.

280. O’Connor SE, Imperiali B. Chem. Biol. 1996; 3:803. [PubMed: 8939697]

281. Imperiali B. Acc. Chem. Res. 1997; 30:452.

282. Shental-Bechor D, Levy Y. Curr. Opin. Struct. Biol. 2009; 19:524. [PubMed: 19647993]

283. Andreotti AH, Kahne D. J. Am. Chem. Soc. 1993; 115:3352.

284. Liang R, Andreotti AH, Kahne D. J. Am. Chem. Soc. 1995; 117:10395.

285. Simanek EE, Huang DH, Pasternack L, Machajewski TD, Seitz O, Millar DS, Dyson HJ, Wong
CH. J. Am. Chem. Soc. 1998; 120:11567.

286. Mer G, Hietter H, Lefevre JF. Nat. Struct. Biol. 1996; 3:45. [PubMed: 8548454]

287. Wyss DF, Choi JS, Li J, Knoppers MH, Willis KJ, Arulanandam ARN, Smolyar A, Reinherz EL,
Wagner G. FASEB J. 1996; 10:497.

288. Wyss DF, Choi JS, Li J, Knoppers MH, Willis KJ, Arulanandam ARN, Smolyar A, Reinherz EL,
Wagner G. Science. 1995; 269:1273. [PubMed: 7544493]

289. Tagashira M, Iijima H, Toma K. Glycoconjugate J. 2002; 19:43.

290. Otvos L, Thurin J, Kollat E, Urge L, Mantsch HH, Hollosi M. Int. J. Pept. Protein Res. 1991;
38:476. [PubMed: 1724974]

291. Townsend DM, Manevich Y, He L, Xiong Y, Bowers RR Jr, Hutchens S, Tew KD. Cancer Res.
2009; 69:7626. [PubMed: 19773442]

292. Beer SM, Taylor ER, Brown SE, Dahm CC, Costa NJ, Runswick MJ, Murphy MP. J. Biol. Chem.
2004; 279:47939. [PubMed: 15347644]

293. Findlay VJ, Townsend DM, Morris TE, Fraser JP, He L, Tew KD. Cancer Res. 2006; 66:6800.
[PubMed: 16818657]

294. Tew KD. Biochem. Pharmacol. 2007; 73:1257. [PubMed: 17098212]

295. Townsend DM. Mol. Interventions. 2007; 7:313.

296. Ghezzi P, Casagrande S, Massignan T, Basso M, Bellacchio E, Mollica L, Biasini E, Tonelli R,
Eberini I, Gianazza E, Dai WW, Fratelli M, Salmona M, Sherry B, Bonetto V. Proteomics. 2006;
6:817. [PubMed: 16372262]

297. Raman B, Siva Kumar LV, Ramakrishna T, Mohan Rao C. FEBS Lett. 2001; 489:19. [PubMed:
11231006]

298. Sun J, Murphy E. Circ. Res. 2010; 106:285. [PubMed: 20133913]

Jakob et al. Page 47

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



299. Kluge I, Gutteck-Amsler U, Zollinger M, Do KQ. J. Neurochem. 1997; 69:2599. [PubMed:
9375694]

300. Lane P, Hao G, Gross SS. Sci. STKE. 2001; 2001:re1. [PubMed: 11752656]

301. Stamler JS, Toone EJ, Lipton SA, Sucher NJ. Neuron. 1997; 18:691. [PubMed: 9182795]

302. Martinez-Ruiz A, Lamas S. Cardiovasc. Res. 2004; 62:43. [PubMed: 15023551]

303. Broillet MC. Cell. Mol. Life Sci. 1999; 55:1036. [PubMed: 10442087]

304. Marshall HE, Merchant K, Stamler JS. FASEB J. 2000; 14:1889. [PubMed: 11023973]

305. Kroncke KD, Fehsel K, Schmidt T, Zenke FT, Dasting I, Wesener JR, Bettermann H, Breunig
KD, Kolb-Bachofen V. Biochem. Biophys. Res. Commun. 1994; 200:1105. [PubMed: 8179589]

306. Lai C, Wu M, Li P, Shi C, Tian C, Zang J. Biochem. Biophys. Res. Commun. 2010; 397:436.
[PubMed: 20510875]

307. Stadtman ER. Annu. Rev. Biochem. 1993; 62:797. [PubMed: 8352601]

308. Vogt W. Free Radical Biol. Med. 1995; 18:93. [PubMed: 7896176]

309. Moskovitz J, Jenkins NA, Gilbert DJ, Copeland NG, Jursky F, Weissbach H, Brot N. Proc. Natl.
Acad. Sci. U.S.A. 1996; 93:3205. [PubMed: 8622914]

310. Sun H, Gao J, Ferrington DA, Biesiada H, Williams TD, Squier TC. Biochemistry. 1999; 38:105.
[PubMed: 9890888]

311. Levine RL, Mosoni L, Berlett BS, Stadtman ER. Proc. Natl. Acad. Sci. U.S.A. 1996; 93:15036.
[PubMed: 8986759]

312. Santner A, Uversky VN. Metallomics. 2010; 2:378. [PubMed: 21072383]

313. Uversky VN. Curr. Protein Pept. Sci. 2008; 9:507. [PubMed: 18855701]

314. Uversky VN. J. Neurochem. 2007; 103:17. [PubMed: 17623039]

315. Uversky VN. J. Biomol. Struct. Dyn. 2003; 21:211. [PubMed: 12956606]

316. Glaser CB, Yamin G, Uversky VN, Fink AL. Biochim. Biophys. Acta. 2005; 1703:157.
[PubMed: 15680224]

317. Hokenson MJ, Uversky VN, Goers J, Yamin G, Munishkina LA, Fink AL. Biochemistry. 2004;
43:4621. [PubMed: 15078109]

318. Uversky VN, Yamin G, Souillac PO, Goers J, Glaser CB, Fink AL. FEBS Lett. 2002; 517:239.
[PubMed: 12062445]

319. Yamin G, Glaser CB, Uversky VN, Fink AL. J. Biol. Chem. 2003; 278:27630. [PubMed:
12754258]

320. Pufall MA, Graves BJ. Annu. Rev. Cell Dev. Biol. 2002; 18:421. [PubMed: 12142282]

321. Trudeau T, Nassar R, Cumberworth A, Wong ET, Woollard G, Gsponer J. Structure. 2013;
21:332. [PubMed: 23375259]

322. Thomas SM, Brugge JS. Annu. Rev. Cell Dev. Biol. 1997; 13:513. [PubMed: 9442882]

323. Nagar B, Hantschel O, Young MA, Scheffzek K, Veach D, Bornmann W, Clarkson B, Superti-
Furga G, Kuriyan J. Cell. 2003; 112:859. [PubMed: 12654251]

324. Yang J, Campobasso N, Biju MP, Fisher K, Pan XQ, Cottom J, Galbraith S, Ho T, Zhang H,
Hong X, Ward P, Hofmann G, Siegfried B, Zappacosta F, Washio Y, Cao P, Qu J, Bertrand S,
Wang DY, Head MS, Li H, Moores S, Lai Z, Johanson K, Burton G, Erickson-Miller C, Simpson
G, Tummino P, Copeland RA, Oliff A. Chem. Biol. 2011; 18:177. [PubMed: 21338916]

325. Li P, Martins IR, Amarasinghe GK, Rosen MK. Nat. Struct. Mol. Biol. 2008; 15:613. [PubMed:
18488041]

326. Aghazadeh B, Lowry WE, Huang XY, Rosen MK. Cell. 2000; 102:625. [PubMed: 11007481]

327. Olsen SK, Ibrahimi OA, Raucci A, Zhang F, Eliseenkova AV, Yayon A, Basilico C, Linhardt RJ,
Schlessinger J, Mohammadi M. Proc. Natl. Acad. Sci. U.S.A. 2004; 101:935. [PubMed:
14732692]

328. Newman M, Strzelecka T, Dorner LF, Schildkraut I, Aggarwal AK. Science. 1995; 269:656.
[PubMed: 7624794]

329. Newman M, Strzelecka T, Dorner LF, Schildkraut I, Aggarwal AK. Nature. 1994; 368:660.
[PubMed: 8145855]

Jakob et al. Page 48

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



330. Donaldson LW, Petersen JM, Graves BJ, McIntosh LP. Biochemistry. 1994; 33:13509. [PubMed:
7947760]

331. Donaldson LW, Petersen JM, Graves BJ, McIntosh LP. EMBO J. 1996; 15:125. [PubMed:
8598195]

332. Skalicky JJ, Donaldson LW, Petersen JM, Graves BJ, McIntosh LP. Protein Sci. 1996; 5:296.
[PubMed: 8745408]

333. Petersen JM, Skalicky JJ, Donaldson LW, McIntosh LP, Alber T, Graves BJ. Science. 1995;
269:1866. [PubMed: 7569926]

334. Lefstin JA, Yamamoto KR. Nature. 1998; 392:885. [PubMed: 9582068]

335. Bhattacharya S, Dai Z, Li J, Baxter S, Callaway DJ, Cowburn D, Bu Z. J. Biol. Chem. 2010;
285:9981. [PubMed: 20042604]

336. Algrain M, Turunen O, Vaheri A, Louvard D, Arpin M. J. Cell. Biol. 1993; 120:129. [PubMed:
8416983]

337. Bretscher A, Edwards K, Fehon RG. Nat. Rev. Mol. Cell Biol. 2002; 3:586. [PubMed: 12154370]

338. Li J, Dai Z, Jana D, Callaway DJ, Bu Z. J. Biol. Chem. 2005; 280:37634. [PubMed: 16129695]

339. Blobel G, Dobberstein B. J. Cell. Biol. 1975; 67:835. [PubMed: 811671]

340. Osborne AR, Rapoport TA, van den Berg B. Annu. Rev. Cell Dev. Biol. 2005; 21:529. [PubMed:
16212506]

341. Rapoport TA. Nature. 2007; 450:663. [PubMed: 18046402]

342. Papanikou E, Karamanou S, Economou A. Nat. Rev. Microbiol. 2007; 5:839. [PubMed:
17938627]

343. Sianidis G, Karamanou S, Vrontou E, Boulias K, Repanas K, Kyrpides N, Politou AS, Economou
A. EMBO J. 2001; 20:961. [PubMed: 11230120]

344. Hunt JF, Weinkauf S, Henry L, Fak JJ, McNicholas P, Oliver DB, Deisenhofer J. Science. 2002;
297:2018. [PubMed: 12242434]

345. Kimura E, Akita M, Matsuyama S, Mizushima S. J. Biol. Chem. 1991; 266:6600. [PubMed:
1826108]

346. Fekkes P, van der Does C, Driessen AJ. EMBO J. 1997; 16:6105. [PubMed: 9321390]

347. Gelis I, Bonvin AM, Keramisanou D, Koukaki M, Gouridis G, Karamanou S, Economou A,
Kalodimos CG. Cell. 2007; 131:756. [PubMed: 18022369]

348. Karamanou S, Gouridis G, Papanikou E, Sianidis G, Gelis I, Keramisanou D, Vrontou E,
Kalodimos CG, Economou A. EMBO J. 2007; 26:2904. [PubMed: 17525736]

349. Lammers M, Rose R, Scrima A, Wittinghofer A. EMBO J. 2005; 24:4176. [PubMed: 16292343]

350. Hicks SN, Jezyk MR, Gershburg S, Seifert JP, Harden TK, Sondek J. Mol. Cell. 2008; 31:383.
[PubMed: 18691970]

351. Harden TK, Sondek J. Annu. Rev. Pharmacol. Toxicol. 2006; 46:355. [PubMed: 16402909]

352. Antz C, Bauer T, Kalbacher H, Frank R, Covarrubias M, Kalbitzer HR, Ruppersberg JP,
Baukrowitz T, Fakler B. Nat. Struct. Biol. 1999; 6:146. [PubMed: 10048926]

353. Lin R, Mamane Y, Hiscott J. J. Biol. Chem. 2000; 275:34320. [PubMed: 10893229]

354. Yoneyama M, Suhara W, Fukuhara Y, Fukuda M, Nishida E, Fujita T. EMBO J. 1998; 17:1087.
[PubMed: 9463386]

355. Qin BY, Liu C, Lam SS, Srinath H, Delston R, Correia JJ, Derynck R, Lin K. Nat. Struct. Biol.
2003; 10:913. [PubMed: 14555996]

356. DiNitto JP, Delprato A, Gabe Lee MT, Cronin TC, Huang S, Guilherme A, Czech MP, Lambright
DG. Mol. Cell. 2007; 28:569. [PubMed: 18042453]

357. Ragan TJ, Ross DB, Keshwani MM, Harris TK. Protein Expression Purif. 2008; 57:271.

358. Long JF, Feng W, Wang R, Chan LN, Ip FC, Xia J, Ip NY, Zhang M. Nat. Struct. Mol. Biol.
2005; 12:722. [PubMed: 16007100]

359. Pufall MA, Lee GM, Nelson ML, Kang HS, Velyvis A, Kay LE, McIntosh LP, Graves BJ.
Science. 2005; 309:142. [PubMed: 15994560]

360. Cowley DO, Graves BJ. Genes Dev. 2000; 14:366. [PubMed: 10673508]

Jakob et al. Page 49

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



361. Lee GM, Pufall MA, Meeker CA, Kang HS, Graves BJ, McIntosh LP. J. Mol. Biol. 2008;
382:1014. [PubMed: 18692067]

362. Barthe P, Roumestand C, Canova MJ, Kremer L, Hurard C, Molle V, Cohen-Gonsaud M.
Structure. 2009; 17:568. [PubMed: 19368890]

363. Niebisch A, Kabus A, Schultz C, Weil B, Bott M. J. Biol. Chem. 2006; 281:12300. [PubMed:
16522631]

364. Uversky VN. Biochim. Biophys. Acta. 2013; 1834:932. [PubMed: 23269364]

365. Uversky VN. Protein Sci. 2013; 22:693. [PubMed: 23553817]

366. Maity H, Maity M, Englander SW. J. Mol. Biol. 2004; 343:223. [PubMed: 15381432]

367. Maity H, Maity M, Krishna MM, Mayne L, Englander SW. Proc. Natl. Acad. Sci. U.S.A. 2005;
102:4741. [PubMed: 15774579]

368. Bedard S, Mayne LC, Peterson RW, Wand AJ, Englander SW. J. Mol. Biol. 2008; 376:1142.
[PubMed: 18201720]

369. Englander SW, Mayne L, Krishna MM. Q. Rev. Biophys. 2007; 40:287. [PubMed: 18405419]

370. Bedard S, Krishna MM, Mayne L, Englander SW. Proc. Natl. Acad. Sci. U.S.A. 2008; 105:7182.
[PubMed: 18480257]

371. Krishna MM, Englander SW. Protein Sci. 2007; 16:449. [PubMed: 17322530]

372. Lindberg MO, Oliveberg M. Curr. Opin. Struct. Biol. 2007; 17:21. [PubMed: 17251003]

373. Janin J, Sternberg MJE. F1000 Biol. Rep. 2013; 5:2. [PubMed: 23361309]

374. Dux P, Rubinstenn G, Vuister GW, Boelens R, Mulder FA, Hard K, Hoff WD, Kroon AR,
Crielaard W, Hellingwerf KJ, Kaptein R. Biochemistry. 1998; 37:12689. [PubMed: 9737845]

375. Ramachandran PL, Lovett JE, Carl PJ, Cammarata M, Lee JH, Jung YO, Ihee H, Timmel CR, van
Thor JJ. J. Am. Chem. Soc. 2011; 133:9395. [PubMed: 21627157]

376. Yoon MK, Mitrea DM, Ou L, Kriwacki RW. Biochem. Soc. Trans. 2012; 40:981. [PubMed:
22988851]

Jakob et al. Page 50

Chem Rev. Author manuscript; available in PMC 2015 July 09.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 1.
Molecular mechanisms underlying functional unfolding of proteins. An ordered (inactive)

protein can become active via local or global functional unfolding. This transition can be

promoted by passive, global environmental factors (such as changes in pH, temperature

increase, changes in the redox potential, application of mechanical force, exposure to light).

Alternatively, many active factors (such as interactions with various partners, post-

translational modifications, and release of autoinhibition) can also result in functional

unfolding.
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Figure 2.
Acid-induced local unfolding leading to activation. Overall structure of Rv1264 in the

inhibited (left; PDB ID: 1Y10) and active states (right; PDB ID: 1Y11). Although Rv1264

exists as a dimer, structures of inhibited and active monomers are shown for simplicity. The

regulatory domains remain essentially unchanged upon enzyme activation, but the interface

with the catalytic domains differs substantially. In fact, in the structure of the inhibited state,

catalytic and regulatory domains share a large interface involving catalytic residues. In the

structure of the active dimer, the catalytic domains rotate by 55° to form two catalytic sites

at their interface.103 Although in the acidic environment the entire molecule undergoes

noticeable structural alterations, the most dramatic structural changes occur at the linker

region containing the αN10-switch. In the inhibited state, this segment forms a long α-helix,

whereas in the active state, this fragment assumes a disordered conformation with a short

helical segment loosely connecting regulatory and catalytic domains.103
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Figure 3.
Functional unfolding associated with the light-induced activation of the photoactive yellow

protein. Comparison of the ground state (left structure, PDB ID: 3PHY) and the transient

light activated signaling state of the photoactive yellow protein (right structure, PDB ID:

2KX6). The top row represents ensembles of these two functional states of the photoactive

yellow protein, whereas the bottom row shows representative members of the corresponding

ensembles. Ground-state structure was determined by multidimensional NMR

spectroscopy,374 and is in agreement with an earlier published 1.4 Å crystal structure.126

The light activated state structure was obtained by combining double electron electron

resonance spectroscopy (DEER), NMR, and time-resolved pump–probe X-ray solution

scattering (TR-SAXS/WAXS) data.375 It consists of an open, twisted, 6-stranded,

antiparallel β-sheet, which is flanked by four α-helices on both sides.126,374,375 On the

contrary, the light-activated form is highly disordered. This structure satisfies DEER, SAXS/

WAXS, and NMR data simultaneously.375
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Figure 4.
Mechanical activation of the MS channel. Simulation studies incorporating EPR and FRET

data. (A) The closed state (yellow) and model open states of the protein obtained under

membrane tension of 0 (green), 5 (orange), and 60 mN/m (blue), respectively, viewed in the

plane of the membrane. The location of the lipid phosphate head groups is indicated by the

gray balls to give an indication of the position of the membrane. (B) The structure of a

single subunit of each structure is indicated. Reprinted with permission from ref 159.

Copyright 2010 Rockefeller University Press.
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Figure 5.
Local unfolding induced by ligand binding. Ligand binding-associated unfolding of two

helices within BCL-xL is associated with p53 release and the induction of apoptosis. (A)

Scheme illustrating the mechanism by which p53 regulates apoptosis through interactions

with DNAin the nucleus and BCL-2 family proteins in the cytosol. Increasing numerals

denote the sequence of events involved in this process. (B) Solution structure of the BCL-

xLΔLΔC–PUMABH3 complex; ribbon representation of the lowest-energy structure (left)

and alignment of the 20 lowest-energy structures (right). The disrupted α3 region is marked
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with an asterisk. (C) Schematic illustration of the mechanism by which PUMA induces

unfolding within α2 and α3 of BCL-xL, which is associated with p53 release. The formation

of a π-stacking interaction between His113 of BCL-xL (blue pentagon shapes) and Trp71 of

PUMA (magenta geometric shapes) is associated with unfolding of α2 and α3 (α3* in the

upper right). BCL-xL is represented as a multicolor hexagon, with the edges representing its

α-helices, as marked; PUMA in its unbound form is shown in magenta as a wavy line and as

a cylinder when bound to BCL-xL. Adapted with permission from ref 209. Copyright 2013

Nature Publishing Group.
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Figure 6.
Local functional unfolding promoted by phosphorylation. The disordered protein, p27, is a

regulator of eukaryotic cell division (A) and folds upon binding to Cdk/cyclin complexes.

The kinase inhibitory domain (B) mediates binding to Cdk/cyclin complexes, while the C-

terminal domain (containing T187) remains disordered (C) and plays a critical role in

phosphorylation signaling that controls the transition from G1 to S phase of the division

cycle. Phosphorylation of Y88 causes unfolding of a structural element that otherwise blocks

the binding of ATP to the Cdk2 active site. This so-called “regulated unfolding” reactivates

Cdk2, enabling intracomplex phosphorylation of T187 and subsequent ubiquitination and

degradation of p27, which fully activates Cdk2 and drives cell cycle progression. Adapted

with permission from ref 376. Copyright 2012 Biochemical Society.
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Figure 7.
Regulation of autoinhibition. In autoinhibited proteins, an inhibitory module (IM, yellow)

modulates/inhibits the activity of a functional domain (FD, green). Equilibrium between

active and inhibited states is regulated; that is, autoinhibition can be actively relieved (right

side) or reinforced (left side). Reversal of autoinhibition in most systems relies on post-

translational modifications (PTMs, hearts, red for reinforcement or blue for relieve), such as

phosphorylation, binding to an activating partner (BP, crescent, red for reinforcement and

blue for relieve), or proteolytic cleavage of the IM (right side). Reinforcement of

autoinhibition has been shown to be caused by binding of partners or PTMs (left side).

Autoinhibition can be caused by direct, steric interactions of the IM with the FD but can also

be induced allosterically.
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