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Abstract

The neural computations that underlie the processing of auditory-stimulus identity are not well

understood, especially how information is transformed across different cortical areas. Here, we

compared the capacity of neurons in the superior temporal gyrus (STG) and the ventrolateral

prefrontal cortex (vPFC) to code the identity of an auditory stimulus; these two areas are part of a

ventral processing stream for auditory-stimulus identity. Whereas the responses of neurons in both

areas are reliably modulated by different vocalizations, STG responses code significantly more

vocalizations than those in the vPFC. Together, these data indicate that the STG and vPFC

differentially code auditory identity, which suggests that substantial information processing takes

place between these two areas. These findings are consistent with the hypothesis that the STG and

the vPFC are part of a functional circuit for auditory-identity analysis.

INTRODUCTION

Despite massive parallel and divergent connections between the thalamus and the primary

sensory cortices (Felleman and Van Essen 1991; Winer and Lee 2007), the processing of the

spatial and non-spatial (i.e., stimulus identity) attributes of a sensory stimulus can be

conceptualized as occurring in a hierarchical manner in distinct processing streams (Griffiths

and Warren 2004; Poremba and Mishkin 2007; Poremba et al. 2003; Rauschecker 1998;

Romanski et al. 1999; Ungerleider and Mishkin 1982). More specifically, it is thought that a

“dorsal” pathway processes the spatial attributes of a stimulus. A “ventral” pathway, on the

other hand, processes the non-spatial attributes.

In the visual system, the hierarchical processing of stimulus identity has been well

characterized. The color, location, and orientation of a visual object are coded in the primary

and secondary visual cortices. Higher-order representations of objects are found in

subsequent areas such as the inferior temporal cortex where neurons code specific object

categories like faces (Fujita et al. 1992; Gross and Sergent 1992; Perrett et al. 1984, 1985) or

learned categories like “cat” and “dog” (Freedman et al. 2003). More abstract

representations can also be found in the inferior temporal cortex: neurons code a specific
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facial expression (emotion), independent of the specific identity of the face (Sugase et al.

1999). However, even neurons in these higher sensory areas can still be modulated

somewhat by the low-level sensory features of a stimulus (Freedman et al. 2003). At the

level of the prefrontal cortex, neurons appear to be mostly sensitive to the category

membership of an object, independent of its specific sensory features (Freedman et al. 2001,

2002).

In contrast, in the ventral auditory pathway, the computational mechanisms that lead from

the coding of the sensory features of an auditory stimulus to higher-order representations are

relatively unknown. In particular, it is not known how (or even whether) information is

transformed between areas of this ventral stimulus-identity pathway. Although a few

previous auditory studies have compared response patterns in different primate cortical

processing streams (Cohen et al. 2004b; Tian et al. 2001), there are no studies that have

examined how information is transformed between different cortical areas that belong to the

same processing stream. This type of analysis is necessary to understand how different brain

areas interact and how these interactions relate to sensation, perception, and action at the

level of brain networks.

Here, we tested and compared how well the responses of neurons in the superior temporal

gyrus (STG; which includes the anterolateral belt region of the auditory cortex, a secondary

auditory field) and the ventrolateral prefrontal cortex (vPFC) differentiate between different

auditory-stimulus identities, specifically species-specific vocalizations. Both anatomical and

physiological data suggest that these cortical regions are part of the ventral auditory

pathway; this pathway originates in the primary cortex and includes a series of projections

through the STG, the parabelt region, and ultimately the vPFC (Rauschecker 1998;

Rauschecker and Tian 2000; Romanski and Goldman-Rakic 2002; Romanski et al. 1999;

Russ et al. 2007b).

We found that STG and vPFC neurons code the identity of auditory stimuli: they respond

differently to different vocalizations. However, between these two areas, there are

substantial differences in the information processing. That is, the spike trains of STG

neurons code more vocalizations, across a variety of timescales both at the level of

individual neurons and at the population level, than do vPFC neurons. These results are

consistent with the hypothesis that the STG and the vPFC are part of a functional circuit for

auditory-identity analysis.

METHODS

We recorded from neurons in the STG (n = 64) from one male and one female rhesus

monkey. Two different monkeys (both female) were used to record vPFC neurons (n = 39);

the data from the vPFC neurons were collected as part of a recent study from our laboratory

(Cohen et al. 2007).

Two important points about these monkeys’ training history are worth noting. First, none of

the monkeys had been operantly trained to associate an auditory stimulus with an action and

a subsequent reward. Second, all of the monkeys had similar experience with the
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vocalizations used in this experiment. Thus, differences between responses in the vPFC and

the STG cannot wholly be attributed to differences in the monkeys’ behavioral, recording, or

training history.

Under isoflurane anesthesia, the monkeys were implanted with a scleral search coil, head-

positioning cylinder, and a recording chamber (Crist Instruments). Recordings in the STG

were done in the left hemisphere of the male rhesus and the right hemisphere of the female

rhesus. The vPFC recordings were obtained from the left hemisphere of both monkeys. All

recordings were guided by pre- and postoperative magnetic resonance images of each

monkey’s brain at the Dartmouth Brain Imaging Center using a GE 1.5T scanner or a

Phillips 3T scanner (3-D T1-weighted gradient echo pulse sequence with a 5-in. receive-

only surface coil) (Cohen et al. 2004a; Gifford 3rd and Cohen 2004; Groh et al. 2001). The

Dartmouth Institutional Animal Care and Use Committee approved all of the experimental

protocols.

Behavioral task and auditory stimuli

The monkeys participated in the “passive-listening” task. A vocalization was presented from

the speaker 1,000 –1,500 ms after fixating a central red light-emitting diode (LED). To

minimize any potential changes in neural activity due to changes in eye position (Werner-

Reiss et al. 2003), the monkeys maintained their gaze at the central LED during auditory-

stimulus presentation and for an additional 1,000 –1,500 ms after auditory-stimulus offset to

receive a juice reward.

The vocalizations were recorded and digitized as part of an earlier set of studies (Hauser

1998). We presented a single exemplar from each of the 10 major acoustic classes of rhesus

vocalizations; the spectrograms of these stimuli can be seen in Figs. 2 and 3. Each exemplar

was filtered to compensate for the transfer-function properties of the speaker and the

acoustics of the room. A vocalization was presented through a D/A converter [DA1, Tucker

Davis Technologies (TDT)], an anti-aliasing filter (FT6-92, TDT), an amplifier (SA1, TDT;

and MPA-250, Radio Shack), transduced by the speaker (Pyle, PLX32), and was presented

at an average sound level of 65 dB SPL.

Recording procedures

Single-unit extracellular recordings were obtained with a tungsten microelectrode (1 MΩ) at

1 kHz; FHC) seated inside a stainless steel guide tube. The electrode signal was amplified

(MDA-4I, Bak Electronics) and band-pass filtered (model 3362, Krohn-Hite) between 0.6

and 6.0 kHz. Single-unit activity was isolated using a two-window, time–voltage

discriminator (Model DDIS-1, Bak Electronics). Neural events that passed through both

windows were classified as originating from a single neuron. The amplitudes of the single

units typically match and often exceed threefold the noise floor; this criterion was used for

recordings in both brain structures. The time of occurrence of each action potential was

stored for on- and off-line analyses.

The STG was identified based on its anatomical location, which was verified through

anatomical magnetic resonance images of each monkey’s brain. We targeted the middle of

the anteroposterior extent of the lateral sulcus, at its most lateral position (Ghazanfar et al.
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2005); see Fig. 1. This region of the STG overlaps with the anterolateral belt region of the

auditory cortex, a cortical field thought to be involved in processing the identity of an

auditory stimulus (Rauschecker and Tian 2000).

The vPFC was identified by its anatomical location and its neurophysiological properties

(Cohen et al. 2004b; Gifford 3rd et al. 2005; Romanski and Goldman-Rakic 2002). The

vPFC is located anterior to the arcuate sulcus and area 8a and lies below the principal sulcus.

vPFC neurons were further characterized by their strong responses to auditory stimuli.

Recording strategy

An electrode was lowered into the STG or the vPFC. To minimize sampling bias, any

neuron that was isolated was tested. Since neurons in both the STG and vPFC were

spontaneously active, we did not present any stimuli while we were lowering the electrode

and isolating a neuron. Once a neuron was isolated, the monkeys participated in trials of the

passive-listening task. In each block, the vocalization exemplars were presented in a

balanced pseudorandom order. We report those neurons in which we were able to collect

data from >200 successful trials. The intertrial interval was 1–2 s.

Data analysis

In the following text, we discuss the four independent analysis methods used to quantify the

capacity of STG and vPFC neurons to code auditory identity. We generated one index value,

instantiated two different decoding schemes, and calculated mutual-information values.

VOCALIZATION-PREFERENCE INDEX—On a neuron-by-neuron basis, we determined

which vocalization exemplar elicited the highest mean firing rate (the “preferred firing

rate”); the firing rate is the number of action potentials divided by the length of a specified

time interval. The vocalization-preference index of a neuron is the number of vocalization

exemplars that elicit a mean firing rate >50% of the preferred firing rate (Cohen et al. 2004b;

Tian et al. 2001). This index was calculated as a function of the time intervals that ranged

from 50 to 750 ms following onset of the vocalization.

LINEAR-PATTERN DISCRIMINATOR—A linear-pattern discriminator tested how well

the responses of a neuron differentiate between different vocalizations (Schnupp et al.

2006). On a neuron-by-neuron basis and trial-by-trial basis, peristimulus time histograms

(PSTHs) were created for each spike train. The PSTHs were calculated as a function of the

time interval following vocalization onset (50–750 ms) and the bin size (2–750 ms). Beyond

binning the data, we did not further smooth the histograms.

For each neuron, a single spike train was chosen and removed from the data and its PSTH

was generated for a specific time interval and bin size. This constituted our “test” data. For

the remaining trials, we calculated each of their PSTHs using the same interval and bin size.

These “training” data were grouped as a function of each of the 10 vocalization exemplars.

Next, we tested whether we could determine which vocalization elicited the test data by

comparing how similar the test data were to the 10 sets of training data. As a similarity

metric, we calculated the Euclidian distance between the test data and the mean of each set
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of training data. If the test and training data were similar, then the distance should be small.

If the test and training data were different, then the distance should be large. The test data

were assigned to be the vocalization that had the most similar training set. This procedure

was repeated until each trial of a neuron was considered the test data and until each

combination of time interval and bin size was considered.

MAXIMUM-LIKELIHOOD ESTIMATOR—A Bayesian classifier calculated how well the

firing rates of populations of neurons differentiate between different vocalizations (Yu et al.

2004). Neural data were fit to a multivariate Gaussian distribution

where r is a test vector of spike rates for a single trial, μv is the mean vector of the training

data for vocalization exemplar v, and Σv is the covariance matrix of the training data for test

vocalization v. The dimensions of these vectors and the matrix are dependent on the number

of “available” neurons (n). Even though we recorded the neurons serially and from different

monkeys, we assumed a small amount of covariance between pairs of neurons (r = 0.1)

(Shadlen and Newsome 1998; Zohary et al. 1994).

A maximum-likelihood estimator decoded the vocalization from the neural responses

where v is the test vocalization and where v̂ is the estimated vocalization. Using Bayes’ rule,

we can expand this probability

Since each vocalization was equally likely to be present [i.e., P(v) is a constant] and since

P(r) was not dependent on the vocalization, it follows that the estimator was maximized

when f (r | v) was maximized

The estimator was computed as a function of n = 1:N, where N is the number of available

neurons. For each value of n, we randomly selected 100 sets of n neurons with replacement.

For each of the 100 sets of n neurons, a single trial was removed, its firing rate was

calculated, and the test vector r was created. f (r | v) was computed with test vector r and the

training vector (μv) and the corresponding covariance matrix (Σv); these vectors and the

covariance matrix were calculated for each vocalization v. The v that maximized f (r | v) was

v̂, the estimated vocalization. This process was repeated for each of the trials in each of the

100 sets of n neurons.
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MUTUAL INFORMATION—We quantified the amount of mutual information (Cover and

Thomas 1991; Panzeri and Treves 1996b; Shannon 1948a,b) carried in the responses of STG

or vPFC neurons to different vocalizations (i.e., different stimulus identities). The advantage

of this analysis is that it is a nonparametric index of a neuron’s sensitivity to different

stimuli. Information (I) was defined as

where v is the index of each vocalization, r is the index of the neural response, P(v, r) is the

joint probability, and P(v) and P(r) are the marginal probabilities. For each recorded neuron,

we independently calculated the amount of information as a function of the time interval

following vocalization onset (50–750 ms) and the bin size (2–750 ms) using a formulation

described by Nelken and colleagues (Chechik et al. 2006; Nelken and Chechik 2007).

To facilitate comparisons across monkeys and to eliminate biases inherent in small sample

sizes, we calculated the amount of bias in our information values (Chechik et al. 2006;

Grunewald et al. 1999; Nelken and Chechik 2007; Panzeri and Treves 1996b). This

correction procedure corrects for erroneously large bit-rate values due to large variances

inherent in small sample sizes. We calculated bias in two different ways. First, we calculated

the amount of information from the original data and from bootstrapped trials. In

bootstrapped trials, the relationship between a neuron’s firing rate and the vocalization was

randomized and then the amount of information was calculated. This process was repeated

500 times and the mean value from this distribution of values was determined. The amount

of bias-corrected information was calculated by subtracting the mean amount of information

obtained from bootstrapped trials from the amount obtained from the original data. Second,

we calculated the bias using the following formula: #bins/(2N log2 (2)), where #bins is the

number of nonzero bins and N is the number of samples (Chechik et al. 2006; Nelken and

Chechik 2007; Panzeri and Treves 1996a; Treves and Panzeri 1995). The value of this

calculation was then subtracted from the original information value. Each of these two

calculations was conducted on a neuron-by-neuron basis and as a function of the time

interval and bin size (see earlier text). Since the results of both bias calculations were

similar, we show only the results from the second bias procedure.

RESULTS

Both STG and vPFC neurons respond to species-specific vocalizations. A response profile

from one STG neuron is shown in Fig. 2. The temporal features of this neuron’s response

were varied and dependent on the specific vocalization exemplar. For instance, when we

presented the aggressive vocalization (Fig. 2A), the neuron had a primary-like response to

the vocalization. On the other hand, the neuron responded robustly to both the onset and

offset of the coo (Fig. 2D) and had periodic bouts of firing in response to the acoustic pulses

of the gecker (Fig. 2E). In contrast, the response patterns of vPFC neurons did not show this

degree of variability: for each of the 10 different vocalization exemplars, the vPFC neuron in

Fig. 3 had mostly strong onset responses with less pronounced sustained responses. These
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two response profiles, which are typical of both areas, suggest that vocalizations (stimulus

identities) are coded differently in the STG and the vPFC.

To quantify this observation, we used four independent analysis techniques to quantify STG

and vPFC responsivity: we generated one index value, instantiated two different decoding

schemes, and calculated mutual-information values.

First, to facilitate comparisons with previous studies in the STG and the vPFC, we

calculated a vocalization-preference index (Cohen et al. 2004b; Tian et al. 2001). If the

index has a value of one, it indicates that a neuron responded selectively to only one

vocalization. Higher values indicate that the neuron responded to a broad number of

vocalizations. As seen in Fig. 4, as the time interval increases from 50 to 750 ms, the mean

index value for our population of STG neurons increased from a value of about 5.5 to a

value of about 8. That is, as we integrated information over longer time intervals, the

selectivity got worse. In contrast, the mean index value of vPFC neurons was relatively

insensitive to the duration of the time interval; for each of the tested time intervals, the index

value was about 8. An ANOVA with post hoc Scheffé tests indicated that STG neurons had

reliably (P < 0.05) lower (i.e., more selective) vocalization-index values than those in the

vPFC except at the longest tested time interval (750 ms).

Next, we used a linear-pattern discriminator (Schnupp et al. 2006) and a maximum-

likelihood estimator (Yu et al. 2004) to explicitly quantify the degree to which the responses

of STG and vPFC neurons varied with each of the 10 vocalization exemplars. These

methods allowed us to test whether we could successfully “decode” the vocalization’s

identity from a neuron’s response.

The results from the linear-pattern discriminator are shown in Fig. 5. The decoding capacity

of the pattern discriminator was tested as a function of the time interval following the

vocalization’s onset and as a function of the temporal resolution (bin size) of the spike trains

from the test and training data. Since we presented 10 different vocalizations, the chance

level of the discriminator was 10%.

Similar to that seen in other studies (Schnupp et al. 2006), the discriminator’s performance

was a function of the duration of the tested time interval and the temporal resolution of the

data in an interval. At the shortest time interval (50 ms) and the finest bin resolution (2 ms),

the discriminator decoded about 25% of the vocalizations correctly from the spike trains of

STG neurons (Fig. 5A). As the temporal resolution became coarser (i.e., larger time bins),

the performance of the discriminator decreased in an exponential fashion to about 13%.

However, as the duration of the test time interval increased from 50 to 750 ms, the

performance of the discriminator improved dramatically. Indeed, when the time interval was

750 ms, the discriminator decoded about 90% of the vocalizations at the finest bin

resolution. These longer time intervals were not resistant to bin size: with coarser bin sizes,

the performance of the discriminator fell off and reached an asymptotic level of about 18%.

How well does the discriminator perform when it decodes vocalizations from the vPFC

data? As shown in Fig. 5B, the general pattern of the discriminator’s performance was the

same for the vPFC neurons as it was for the STG neurons: the percentage of correctly
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decoded vocalizations increased as the time interval increased and decreased as the temporal

resolution of the data became coarser. However, the percentage of correctly decoded

vocalizations was worse when the discriminator analyzed the vPFC responses than when it

analyzed the STG responses. This can be seen more clearly in Fig. 5C where we overlay the

discriminator’s performance from the STG and vPFC responses. For a given time interval,

as the bin resolution became coarser, the percentage of correctly decoded vocalizations

decreased faster for the vPFC responses than it did for the STG responses. Indeed, for time

intervals >50 ms, the discriminator could decode reliably (P < 0.05) more correct

vocalizations from the STG responses than it could from the vPFC responses.

Results of the maximum-likelihood estimator are shown in Fig. 6. The advantage of using

this estimator is that since we recorded from different numbers of STG and vPFC neurons,

we could use the estimator to directly compare the decoding capacity of similarly sized

populations of neurons.

When we focus on the decoding capacity of the STG responses (red data in Fig. 6), we see

that a single STG neuron can perform reliably above chance. Whereas the percentage of

correctly decoded vocalizations is small, this percentage is comparable to the performance

of the linear-pattern discriminator (Fig. 5A) when the discriminator decoded STG responses

over a comparable time interval (500 ms) and when a very coarse bin size (i.e., a rate code)

was applied to the test and training data; this 500-ms interval was chosen since it

approximated the mean duration of our digitized collection of rhesus vocalizations (Cohen et

al. 2007; Hauser 1998). As the number of available neurons increased, the percentage of

correctly decoded vocalizations increased to about 40% and reached an asymptotic value

when the number of simultaneously available neurons reached about 40 neurons. By

“available,” we do not refer to a number of simultaneously recorded neurons but instead to

the number of neurons that were available to be decoded by the likelihood estimator.

The estimator’s performance is clearly different for the vPFC neurons (blue data) than that

for the STG neurons. The most apparent difference is that the percentage of correctly

decoded vocalizations is lower, independent of the number of simultaneously available

neurons. Another interesting difference is that, as the number of available vPFC neurons

increases, the percentage of correctly decoded vocalizations does not increase at nearly the

same rate as it does when more STG neurons become available. Indeed, an ANOVA with

post hoc Scheffé tests indicated that STG neurons could reliably (P < 0.05) decode more

vocalizations than vPFC neurons, at any number of simultaneously available neurons.

Finally, the data shown in Fig. 7 illustrate the mutual-information values calculated as a

function of the time interval following the vocalization’s onset and as a function of the

temporal resolution (bin size) of the spike trains; the time intervals and bin size are the same

as those used in the linear-pattern discriminator (Fig. 5). Analogous to the results of the

linear-pattern discriminator neurons, the amount of information carried in the responses

increased as the time interval increased and decreased as the temporal resolution of the data

became coarser for both STG (Fig. 7A) and vPFC (Fig. 7B) neurons; information values >0

are considered to be reliable values (Nelken and Chechik 2007). Like our previous analyses,

the amount of information that relates to different vocalization (stimulus) identities was, in
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general, greater for STG activity than that for vPFC activity. This can be seen more clearly

in Fig. 7C where we overlay the results of the information analyses from the STG and vPFC

responses. Indeed, for time intervals >200 ms, the amount of information carried in STG

responses was reliably (P < 0.05) more than the amount carried in vPFC responses.

One potential confound for this information analysis, as well as the decoding algorithms, is

that the apparent differences between STG and vPFC neurons may reflect low-level

differences between their response properties such as firing rate: lower firing rates can

reduce information about stimulus identity, whereas higher firing rates can falsely increase

information (Chechik et al. 2006). To test for this possibility, we calculated and compared

the firing rates of STG and vPFC neurons. The average firing rate, which was calculated as a

function of each vocalization’s duration, averaged between 12 and 17 spikes/s in both the

STG and the vPFC. Importantly, we found that the average firing rate elicited by each

vocalization exemplar was not reliably different (P > 0.05) between STG and vPFC neurons.

Thus, the differences between the information capacity of STG and vPFC neurons cannot

wholly be attributed to differences between the firing rates of these two populations.

DISCUSSION

Both STG and vPFC responses reliably differentiate between different vocalizations (Figs.

4–7). However, the spike trains of STG and vPFC neurons do not code vocalization identity

equivalently. Indeed, we found that STG neurons discriminate between different

vocalizations better than vPFC neurons: whereas the discrimination capacity differed as a

function of the analysis, across all four independent analyses, we found that the spike trains

of STG neurons carry more information about different auditory-stimulus identities than

those in vPFC neurons.

Our STG findings confirm and extend the seminal work of Rauschecker and colleagues

(Rauschecker and Tian 2004; Rauschecker et al. 1995; Tian and Rauschecker 2004; Tian et

al. 2001). Similar to the results of our vocalization-preference index (see Fig. 4), they found

that the firing rate of STG neurons responds selectively to a subset of vocalizations.

Additionally, Rauschecker et al. (1995) demonstrated that STG neurons were sensitive to the

temporal structure of certain vocalizations, and their responses to vocalizations were greater

than the sum of the responses to filtered versions of vocalizations—two results consistent

with a role for the STG in processing auditory-stimulus identity.

How do our vPFC results compare with previous vPFC studies? An important study to

consider is one by Romanski and colleagues (2005). In that study, vPFC activity was

recorded while monkeys listened passively to species-specific vocalizations and attended to

a central LED—a behavioral task that is quite similar to ours. Using a monkey call-

preference index (Tian et al. 2001), Romanski et al. reported that roughly 55% of their

population responded preferentially to only one or two vocalizations (out of a possible 10).

In contrast, our index values (see Fig. 4) indicate that most vPFC neurons responded

preferentially to about eight different vocalizations. However, a comparison of their

information analysis with our information and decoding analyses show more agreement:

both sets of analyses indicate that vPFC neurons transmit between approximately 1 and 2
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bits of information, which is slightly above chance (see Figs. 5–7), when comparable

analyses periods are examined. Presently, we cannot readily reconcile all of our results with

those reported by Romanski et al. These differences may be attributable to subtle, yet

significant, differences between recording locations, differences between neuron-selection

strategies, or differences between analysis techniques (e.g., they used an analysis period

based solely on the duration of a stimulus, whereas we used periods independent of stimulus

duration).

As noted earlier, both the linear-pattern discriminator and the information analysis

performed better when fine temporal information (i.e., small bin size) was used than when

only rate information (i.e., large bin size) was contained in the data sets. The high

performance with the temporal information is surprising since it is commonly thought that

the temporal precision of cortical neurons is not sufficient to enable reliable temporal codes

and that cortical neurons provide information primarily in the form of rate codes (Shadlen

and Newsome 1998). There are, however, biophysical and psychophysical data that are

consistent with the notion that the auditory system may be capable of using relatively high-

resolution temporal information; at least as high as about 50 Hz, which is equivalent to a 20-

ms bin size (Fig. 5) (Eggermont 2002; Hirsch 1959; Lu et al. 2001; Saberi and Perrott 1999;

Schnupp et al. 2006; Schreiner et al. 1997). It is important to note that our algorithms can

only address the amount of information that is potentially contained in a neuron’s response.

They do not make any claims on what kind of code (i.e., temporal, rate, or otherwise) is

actually being used by these cortical neurons.

The most compelling result from this study is that vPFC neurons do not discriminate

between different auditory-stimulus identities as well as STG neurons (Figs. 4–7). Given

that the STG is the main source of auditory input to the vPFC (Rauschecker and Tian 2000;

Romanski and Goldman-Rakic 2002; Romanski et al. 1999), we hypothesize that this

difference is due to a hierarchical relationship between the STG and the vPFC. In other

words, we hypothesize that the vPFC is at a more advanced state of auditory processing than

that seen in the STG. Consistent with this hypothesis, we have shown that vPFC neurons are

involved in referential categorization (Cohen et al. 2006; Gifford 3rd et al. 2005). In

contrast, we propose that the STG may be involved in perceptual categorization or other

computations that are needed to create such referential categories (Ashby and Maddox 2005;

Rosch 1978).

Obviously, further experiments are needed to confirm this hypothesis and to rule out other

potential confounds and interpretations. For example, in our study, the monkeys listened

passively to the vocalizations. It may very well be that if the monkeys are required to

actively attend to the vocalizations, STG and vPFC neurons may respond similarly. Indeed,

the response properties of neurons in the auditory cortex are highly dependent on behavioral

state (Fritz et al. 2003). However, in more central areas, the relationship between behavioral

state and response properties is not so straightforward: the selectivity of parietal neurons to

the shape of different visual objects is similar regardless of whether monkeys are passively

viewing them or actively discriminating between them (Sereno and Maunsell 1998),

whereas the sensitivity of PFC neurons is highly dependent on the nature of the behavioral

task (Rao et al. 1997). Another possibility is that vPFC neurons respond broadly to any type
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of auditory stimulus, regardless of whether it is a tone pip or a vocalization, and thus may

not code “identity” per se. Further analyses of the auditory-response properties of vPFC

neurons are needed to test the degree to which vPFC neurons reflect stimulus identity.

Finally, our results may reflect differences in the sensitivity (e.g., differences in integration

time, spectrotemporal modulation sensitivity, etc.) of vPFC and STG neurons to the acoustic

features of vocalizations. This possibility seems less likely since 1) STG and vPFC neurons

are both relatively insensitive to the acoustic features of vocalizations (Cohen et al. 2007;

Russ et al. 2007a) and since 2) the coding of the acoustic features is thought to primarily

occur in the primary auditory cortex or midbrain (Griffiths and Warren 2004; Nelken et al.

2003).

Nevertheless, our data are consistent with the hypothesis that the pathway leading from the

primary auditory cortex to the vPFC forms a functional circuit involved in the coding and

representation of the identity of an auditory stimulus. Finally, it may be that these two areas

of the auditory pathway (the STG and the vPFC) are analogous to the visual areas in the

infratemporal cortex and the prefrontal cortex that process categorical visual information in

a hierarchical manner (Freedman et al. 2002, 2003).
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Fig. 1.
A coronal magnetic resonance image illustrating the approach of a recording electrode, as

indicated by the white arrow, through the recording chamber and into the superior temporal

gyrus (STG). The approximate plane of section of this image is illustrated by the vertical

black line through the schematic of the rhesus brain.
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Fig. 2.
Response profile of STG neuron to each of the 10 vocalization exemplars: aggressive (A),

copulation scream (B), grunt (C), coo (D), gecker (E), girney (F), harmonic arch (G), shrill

bark (H), scream (I), and warble (J). The rasters and peristimulus time histograms are

aligned relative to onset of the vocalization; the solid gray line indicates onset of the

vocalization. The histograms were generated by binning spike times into 40-ms bins.
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Fig. 3.
Response profile of a ventrolateral prefrontal cortex (vPFC) neuron to each of the 10

vocalization exemplars. Same format as Fig. 2. This response profile was modified from

Cohen et al. (2007).
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Fig. 4.
Vocalization-preference index. The index values are calculated as a function of increasingly

longer time intervals following vocalization onset. The STG data are shown in red and the

vPFC data are shown in blue. The error bars represent the SE.
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Fig. 5.
Decoding capacity of STG and vPFC neurons with a linear-pattern discriminator. A–C: the

percentage of correctly decoded vocalizations as calculated from the linear-pattern

discriminator. The percentage of correctly decoded vocalizations for the population of (A)

STG neurons and (B) vPFC neurons as a function of the time interval following vocalization

onset (in ms; see color legend) and the bin size (x-axis). The solid colored lines are the mean

value and the shaded areas represent the SE. The solid gray horizontal line indicates chance
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performance (10%). C: the STG data (red) and the vPFC data (blue) are overlaid; to

facilitate comparison, every other time interval has been removed.
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Fig. 6.
Decoding capacity of STG and vPFC neurons with a maximum-likelihood estimator. The

percentage of correctly decoded vocalizations as calculated from the maximum-likelihood

estimator. The STG data are shown in red and the vPFC data are shown in blue. The solid

colored lines are the mean value and the shaded areas represent the SE. The solid gray

horizontal line indicates chance performance (10%).
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Fig. 7.
Mutual information of STG and vPFC responses. A–C: the bias-corrected amount of mutual

information (in bits) carried in (A) STG and (B) vPFC activity. Information is plotted as a

function of the time interval following vocalization onset (in ms; see color legend) and the

bin size (x-axis). The error bars represent SE. C: the STG data (red) and the vPFC data

(blue) are overlaid; to facilitate comparison, some of the time intervals have been removed.
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