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Abstract

We describe a design methodology for on-chip magnetic bead label detectors based on Hall-effect

sensors. Signal errors caused by the label-binding process and other factors that limit the minimum

detection area are quantified and adjusted to meet typical assay accuracy standards. The

methodology is demonstrated by designing an 8192 element Hall sensor array, implemented in a

commercial 0.18 μm CMOS process with single-mask postprocessing. The array can quantify a

1% surface coverage of 2.8 μm beads in 30 seconds with a coefficient of variation of 7.4%. This

combination of accuracy and speed makes this technology a suitable detection platform for

biological assays based on magnetic bead labels.

Index Terms

Assay; biosensor; CMOS; Hall-effect; magnetic bead; magnetic particle

I. Introduction

Biochemical assays are used in medical diagnostic testing for many conditions, including

infectious diseases, heart attack, and cancer [1]. There is a growing need for technological

solutions that enable diagnostic testing in point-of-care (POC) settings, such as small clinics,

physician offices, and even patients’ homes. Laboratory immunoassays based on

colorimetric or fluorescent detection methods, such as the enzyme-linked immunosorbent
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assay (ELISA), are difficult to be used in POC settings due to long incubation times and

expensive optical detectors. One approach to implementing assays in a small, inexpensive

form factor is to use superparamagnetic microbeads as labels. This facilitates assay protocol

integration as magnetic labels can be detected electromagnetically rather than optically,

obviating the need for optical components and enabling integration with standard

complementary metal-oxide-semiconductor (CMOS) electronics. Magnetic beads are

especially suitable as labels since their signals are stable in biological systems and buffer

solutions, enabling robust detection and long shelf life.

Fig. 1 shows an example of a sandwich immunoassay utilizing magnetic beads as labels

performed on a microchip with integrated magnetic detectors. First, the surface of the chip is

functionalized with capture antibodies that specifically bind to a target analyte being

detected. In the second step, an aqueous sample containing the target analyte is introduced

and the target analyte binds to the surface via the capture antibodies. Subsequently or

concurrently, magnetic bead labels are introduced and bind to the target analyte via

conjugated detection antibodies specific to another section (i.e., another epitope) of the

target analyte. Any non-specifically bound beads may be removed using magnetic forces

[2], [3] or hydrodynamic forces if the chip is integrated into a microfluidic system [4]. The

remaining specifically bound beads can then be detected and used to infer the initial

concentration of target analyte.

Several types of magnetic detectors, including giant magnetoresistance (GMR) and spin-

valve sensors [5]–[8], inductors [9], and Hall-effect sensors [2], [10]–[19], have been used to

detect the magnetic beads. GMR sensors offer excellent sensitivity but usually require an

external magnet and are not available in a standard CMOS processes. On-chip inductive

sensors offer good sensitivity by utilizing quality-factor amplification but require extensive

calibration due to high baseline signals and potential interference from non-magnetic

conductors. CMOS-integrated Hall-effect sensors, which are utilized in this work, have

relatively poor sensitivity relative to GMR and inductive sensors, but they are not sensitive

to conductors and they can be used in conjunction with integrated electromagnets. Further,

these sensors can be scaled to several micrometers in size and achieve a signal-to-baseline

ratio on the order of 10–100% for magnetic microbeads using relaxation detection

techniques [16]–[19]. Hall sensors based on III–V semiconductors can have over ten times

the sensitivity of silicon based sensors [11], but they are not available in CMOS processes

and would require significant processing overhead to enable sufficiently large detection

areas.

One primary difference between standard ELISAs and magnetic label assays is the size of

the label. Label size affects label diffusion behavior, binding behavior, and signal strength;

changing the size of the label often requires changes in the entire assay protocol and is

difficult to analyze beyond experimental means. Small labels, such as enzymes and

fluorophores, have dimensions on the order of 5 nm and are widely used in laboratory

assays, such as ELISA, respectively. Large labels are much less typical but have the

advantage of being easily manipulated via electromagnetic or hydrodynamic forces to enable

mixing and to accelerate label sedimentation to the sensor surface, resulting in a faster assay

protocol and enabling integrated washing [4], [20]. Table I shows a comparison between
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typical specifications of commercial ELISAs and two published immunoassays utilizing

labels on the order of a micrometer in diameter. The two large-label assays are on average

twenty times faster than ELISA and have comparable detection limits, indicating that

microlabels are especially suitable in situations where a fast assay protocol is important.

Using large magnetic labels in conjunction with CMOS-integrated Hall-effect sensors is

particularly advantageous since the larger signals from these labels compensate for the low

sensitivity of Hall sensors, enabling sufficiently low detection times and energy

consumption levels for POC testing. One particular concern with using microbeads is that

only tens to hundreds of magnetic labels may constitute a positive signal, whereas in ELISA

the label count is in the millions. A result inferred from such a small number of labels may

have significant errors caused by binding statistics and label variations. The aim of this work

is to analyze and quantify these errors and demonstrate that clinically accurate

measurements can be achieved using CMOS-integrated Hall sensors arrays with detection

times and energy consumption levels that meet POC requirements.

II. System Performance Analysis

A. Overview

The primary goal of a POC diagnostic assay is to provide an accurate reading of the

concentration of the target analyte under certain constraints. While these constraints vary

among different applications, in general, the detection component of a POC tester needs to

be inexpensive, battery-powered, and take less than one minute for readout. Thus detection

area, energy consumption, and readout time are relevant performance metrics that should be

minimized during the design process while maintaining a certain level of readout accuracy.

To quantify accuracy, commercial assay kits commonly provide a user with a standard curve

describing the relation between the output signal and the analyte concentration, and a

coefficient of variation (CV), which is the standard deviation of the output signal divided by

the mean output signal of an assay performed several times with the same concentration of

the analyte. In general, it is desirable to achieve a 5–20% CV [21] over a dynamic range of

several orders of magnitude of analyte concentration. While the CV is largely dependent on

and often limited by the biological reagents used, it is important to ensure that the

characteristics of the labels and the detection system do not unnecessarily degrade assay

accuracy.

Before discussing error sources contributing to the CV, we need to relate the label signal,

defined as the total signal from all labels situated on the sensors, to the analyte concentration

being measured. In many assays this relationship is non-linear and, in the region between the

limit of detection and saturation, can be described by a power law given by

(1)

where [A] is the analyte concentration, n is the number of labels on the surface, and the

exponent x is typically between 1–3 for published magnetic bead assays [4], [8], [13]. This

non-linearity stems from the non-uniformity of binding affinities between individual
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analyte-antibody pairs and steric effects associated with the analyte and labels [22]. For

small CVs, the non-linearity results in the relationship between CV label and CV [A] of

(2)

The non-linearity in the standard curve effectively reduces the accuracy. For example, for a

square law relation between labels and analyte concentration (i.e., x = 2), a CV label of 10%

results in a CV [A] of 20%.

B. Error Sources

Several error sources are present in label detectors that can significantly impact the CV of

the label signal. Some, like electronic noise, are present in all detector systems, whereas

errors due to label variations, label binding location variations, and the label binding-process

are of particular concern in cases where a small number of labels constitute the final signal.

Electronic noise stems from thermal noise and flicker noise generated by sensors and

detection electronics. It is desirable to keep the flicker noise corner frequency below the

measurement bandwidth and to average or integrate the signal to reduce thermal noise to the

required level. Label variations come from variations in label size and/or variations in the

signal each label generates (e.g., variations in magnetic content for magnetic labels) and

have a standard deviation between 10% and 30% for magnetic beads used in this work.

Label binding position variations come from location-dependent sensitivity of the detectors

and depend on the sensor design, which is discussed in more detail in sections III and IV.

In general, with a proper detector design, sufficient readout time, and suitable labels, the

aforementioned error sources can be kept small. However, signal variations from the label

binding process pose a fundamental error source in immunoassays. The binding of a capture

antibody to its target analyte is a probabilistic event and follows dynamics that are common

to all affinity-based biosensors and are known to generate biological shot noise [23]. Since

each capture event is approximately independent of the others and since many such events

occur, the number of labels bound to the sensor surface can be described by a Poisson

distribution, where the standard deviation of the number of labels is equal to the square root

of the mean number of labels. This error source is negligible in assays using large amounts

of small labels, such as enzymes or fluorophores, but in the case that only tens to hundreds

of labels form the final label signal, the error is significant and is further analyzed below.

Given that the number of labels bound to the surface for a particular analyte concentration

has mean n, the standard deviation is then  and the Poisson distribution CV(CVP ) is

. Thus, the minimum number of labels required to achieve a certain

CV P is given by

(3)

Skucha et al. Page 4

J Microelectromech Syst. Author manuscript; available in PMC 2014 July 14.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



For example, 400 labels are required to achieve a CV P of 5%. This variation can be reduced

only by increasing the number of bound labels, which, for a given analyte concentration,

requires an increase of the sample volume and detection area.

Fig. 2 confirms the above analysis of Poisson error for magnetic bead labels. A magnetic

bead immunoassay was performed on a glass substrate using 100 ng/mL of mouse IgG

antibodies as the target analyte. The total assay area was divided into multiple, equal-area

regions, and the mean, standard deviation, and CV of the number of beads in the regions

were calculated. The calculations were then repeated for smaller regions and the CV was

plotted versus mean number of beads per region. A close correlation between the measured

data and the theoretical Poisson distribution given by (3) can be seen. The experimental

results have slightly higher CVs than the theoretical distribution due to other potential

sources error, such as non-uniform surface functionalization and non-uniform bead coverage

when beads are introduced. Furthermore, approximately 30% of the beads stuck together in

clumps of multiple beads due to imperfect assay chemistries, effectively reducing the

number of independently binding beads and thus increasing the CV. It is important to note

that this analysis effectively treats each region as a separate assay and partially rejects other

variations, such as inconsistencies in sample preparation and delivery steps, variations in

amounts of biological reagents used, and environmental effects, which would normally

occur between different assays and further increase the CV. Thus, the Poisson error sets the

lower limit for the CV, and the final CV may be higher due to the aforementioned effects

external to the detector system.

Now that the error sources have been identified, a formal error analysis may be performed.

Let σP, σpos, σsig, σnoise, correspond to the standard deviation due to Poisson error, label

binding position variations, label signal variations, and thermal electronic noise,

respectively, normalized to the mean signal produced by one label. Assuming the

aforementioned error sources are independent and noting that σP = 1, the total CV (i.e.,

CV label) is given by

(4)

where n is the number of labels and N is the total number of sensors forming the detection

area. Just like the Poisson error, the errors from label position variations and label signal

variations scale with , whereas errors due to electronic noise depend on the total number

of sensors and thus are constant for a particular number of sensors and detection time.

Assuming electronic noise can be made small by integrating or averaging the sensor signals

over a sufficiently long measurement time, the minimum number of labels required to attain

a certain CV label and CV [A] is given by:

(5)
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Recall that x is the exponent in the power law relationship between the number of labels and

the analyte concentration, and as expected, (5) reduces to (3) when error sources from label

position variations and label variations are negligible. For example, for x = 2 and assuming

σpos = 0.3 and σsig = 0.3, which are the approximate values for the sensor array and labels

presented in section III, for a CV [A] of 10%, the minimum number of bound labels is n =

435.

C. Minimum Detection Area

The minimum number of labels and the required dynamic range of detection place a

constraint on the minimum detection area. The dynamic range (DR[A]), or the ratio of the

highest quantifiable concentration to the lowest quantifiable concentration, needs to be

between 100 and 10,000 for most immunoassays. Recall that because of the power law

relationship in (1), the relationship between the dynamic range of the number of labels

(DRlabel) and DR[A] is

(6)

For example, if x = 2, a DRlabel of 100 results in a DR[A] of 10,000. The non-linearity of (1)

effectively extends the dynamic range of the assay at the cost of decreasing the accuracy

(i.e., by increasing the CV).

The minimum detection area can be derived based on (5) and (6). At the lowest quantifiable

concentration the assay needs at least n labels to keep Poisson error within a required CV [A],

whereas at the highest analyte concentration at least n × DRlabel labels need to be bound to

the surface. Assuming that at saturation the surface is approximately fully covered with

labels, the required detection area is

(7)

where d is the label diameter. Fig. 3 shows the relationship between detection area A and CV

[A] for 2.8 μm diameter labels with x = 2, DR[A] of 10,000, σpos = 0.3, and σsig = 0.3.

Several interesting implications can be derived from (7) and Fig. 3. First, the non-linearity in

the standard curve actually helps to reduce the required detection area as the term 

decreases as x becomes larger for typical values of DR[A]. Second, the detection areas for a

high accuracy assays utilizing 2.8 μm labels are on the order of 1 mm2 and are readily

attainable on CMOS chips. Labels larger than 10 μm, however, are not suitable for on-chip

assays as they would require areas in excess of 10 mm2 just for the sensors, a size that would

be impractical due to high chip costs.

The above analysis derives the minimum required detection area as a function of label size

and assay accuracy and is not limited to solely magnetic sensors and magnetic labels; it can

be applied to any type of sensor or sensor array designed to detect labels, for example,
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fluorescent or colored beads in conjunction with optical detectors [24]–[26]. Since it is

desirable to keep the detection area as small as possible, the errors from non-Poisson error

sources should be made smaller or equal to the Poisson error during the design and detection

processes. Additionally, the detection time and energy should also be minimized, which, for

many sensor types, is most effectively achieved by maximizing the signal detected by each

sensor. The next section will apply the analysis provided here to the design and optimization

of Hall-effect sensors for the detection of magnetic bead labels.

III. Bead Detector Design

A. Overview

Fig. 4(a) shows a cross section of a CMOS-integrated Hall-effect bead detector and Fig. 4(b)

shows the detection method used in this work. A Hall sensor having a length of 4 μm is

located at a distance 3 μm below the chip surface. Since magnetic beads are paramagnetic,

they need to be polarized by an external field prior to detection. In order to obviate large,

high-power external electromagnets, the polarization field generator is integrated on-chip

[14]. Wires located at a distance of 1.1 μm below the surface carry an alternating current

(+I pol, −I pol) to generate a magnetic field (Bpol) that polarizes the magnetic beads. The

polarized bead creates an induced magnetic field, Bbead, that is well modeled by a simple

dipole [2] located at a height 3 μm + d/2 above the sensor, where d is the bead diameter.

After polarizing the bead for time tp, Bpol is abruptly turned off, leaving a remnant Bbead that

relaxes while being measured over time tr. The polarization and measurement steps are

repeated many times to reduce thermal noise and correlated double sampling is used to

reject flicker noise [17]–[19]. The Hall sensor, which is sensitive to magnetic fields

orthogonal to the sensor surface, converts Bbead into an alternating voltage signal of

magnitude VH, which appears across two sense contacts placed on opposite sides of the Hall

sensor. For the beads used in this work, the detection performance, defined as the total

signal-to-noise ratio (SNR) per total measurement time (Tm), has a shallow optimum for

polarization frequencies in the range of 1–10 MHz [16], [19]. A polarization frequency of 2

MHz, corresponding to a tp and tr of 125 ns, was chosen and is above the measured 1/f noise

corner frequency of 830 kHz [19].

As discussed in the previous section, detection areas on the order of 1 mm2 are required

when using microbeads as labels. Unfortunately, millimeter-sized Hall sensors are not

sufficiently sensitive to detect hundreds of magnetic beads without resorting to impractically

lengthy signal averaging times and complex calibration steps. Although there is considerable

local magnetic field arising from a magnetic dipole moment of a single bead, the total

magnetic field integrated over the plane of the Hall sensor approaches zero as the plane

becomes larger since magnetic field lines always form a closed curve [2]. Only a small Hall

sensor can capture the local magnetic field lines from a dipole before they reverse direction.

Consequently, large arrays of micrometer-sized Hall sensors are needed to achieve a

sufficient detection area for bead quantification. An array implementation is also preferred

for polarization field generators as they need to be in close proximity to magnetic beads

since magnetic fields from current carrying wires are inversely proportional to distance.
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B. Post-Processing

The magnitude of Bbead is asymptotically proportional to the inverse of the cube of the

distance between the bead center and the sensor. Thus one of the primary design

optimizations is to make this distance as small as possible. In the sensor arrays presented

here, the distance between the surface and sensors was reduced from 9 μm to 3 μm by

etching of the inter-layer dielectric (ILD) above the sensor area, which results in a 10x – 20x

signal strength increase for bead sizes on the order of 1 μm.

Fig. 5 shows the post-processing flow [15]. Metallization layers, fabricated as part of the

CMOS process, were used as a hard mask for the reactive-ion etching of the ILD. Although

etching was performed after the CMOS process was completed, this etch step can be readily

integrated into the CMOS process by simply lengthening the time of the final passivation

etch used to expose the pads. A metal wet etch, which is optional, was performed after the

ILD etch to remove the metal hard mask, which brings the beads another 0.5 μm closer to

the Hall sensor array. An optional dip in standard clean solution (5:1:1 ratio of H2O, H2O2,

and NH3OH) removed the Ti/TiN liner and made the sensors optically visible. After the

post-processing is completed, only one metal layer and one polysilicon layer remain for

routing signals in the detection area, restricting the architecture of the polarization field

generator and the sensor cell to only these two routing layers.

C. Sensor Array Architecture

The magnetic moment induced on a bead is proportional to the external field Bpol. As a

result, placing polarization wires in close proximity of the bead and increasing I pol results in

a larger magnetic moment and, larger signal. The ability to place polarization field

generators within several micrometers of the label is a critical advantage of fully integrated

detectors over ones that resort to external magnets, which typically consume on the order of

a 1 W of power [27].

Both integrated wires and micro-coils (Fig. 6) can be used as field generators. Simulations

were performed to compare the average bead signal generated by each architecture for the

same sensor pitch a. It was found that the average signals from the different architectures are

within 20% of the other for bead sizes between 100 nm and 5 μm, with microcoils slightly

better for beads below 2 μm in diameter and wires better for beads above 2 μm in diameter.

Since wires provide a simpler, more compact layout, and smaller voltage drop per row

length, the wire architecture is preferable and was used in the array implementations

presented here.

Under a uniform out-of-plane magnetic field B, the Hall voltage signal from a Hall-effect

sensor, VH, is given by

(8)

L where W and L are the width and length of the Hall plate, respectively, G is a geometric

factor between 0 and 1, μH is the hall mobility of the Hall plate and Vbias is the bias voltage
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across the hall plate. In general,  should be set between 0.66 and 1 as in this range the

product  G is the largest and approximately 0.6 [28].

Hall sensors were implemented using an n-well due to its relatively high mobility and

sufficient packing density [15]. Fig. 7 shows the architecture of the sensor array showing

four sensor unit cells. Each unit cell contains a Hall plate, supply lines (V dd and GND),

polarization lines, signal bit lines, and a digital word line that connects to access transistors

similar to those in static random-access memory (SRAM). The size of each sensor was

chosen to be 3 μm wide and 4 μm long since each dimension is similar to the distance from

the sensor to the bead center and thus efficiently captures magnetic field lines from the bead.

Larger Hall sensors generate a substantially smaller signal whereas smaller Hall sensors are

difficult to implement in the CMOS process used in this work and generate only modest

signal gains at the cost of higher sensor offset and larger signal variations. Since the signal

strength is proportional to V bias and doubling the signal reduces the averaging time by a

factor of four and energy consumed by a factor of two, V bias should be maximized and was

set equal to the supply voltage V dd = 2 V, close to the maximum voltage for this process

technology.

Continuing with Fig. 7, switches at the sides of the array connect the sensor terminals of one

row to the supply lines while another set of switches (not shown) turn on the current running

through polarization lines next to the enabled sensors to polarize beads in their vicinity. The

supply lines and polarization lines are shared between adjacent rows to minimize voltage

drop and the polarization current is routed to another array bank during the relaxation phase

shown in Fig. 4(b) to save time and energy. The word line is enabled to transfer sensor

signal to the bit-lines that carry the signals to the top and bottom of the array to be digitized

in parallel by a series of pitch-matched amplifiers and digitizers [18], [19]. The array can be

scaled by utilizing multiple array banks or by introducing more rows up to a limit of 64 due

to thermal noise arising from the high resistance poly bit lines. The main design problem

thus lies in designing the individual row of sensors that makes up the array.

D. Sensor Array Design and Optimization

After selecting a sensor size, the two primary degrees of freedom that remain in designing

the sensor array are the number of sensors per row, N row, and the polarization current, I pol.

As N row is made larger, more sensors are polarized and read out in parallel and thus the

detector array is faster and more energy efficient. Unfortunately, metal lines have finite

resistivity, so as N row is made larger, the widths of polarization lines and the supply lines

need to be scaled to maintain a suitably low voltage drop. Wide lines effectively add area

overhead to the sensor unit-cell by creating regions in the unit-cell where beads are far away

from Hall sensors, resulting in a small signal in those regions. Consequently, the mean bead

signal drops and bead location error σpos increases, eventually decreasing performance

despite the parallelization benefit.

Consider next the choice of the polarization current Ipol. The detector total current

consumption can be written as
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(9)

where Isens is the current due to the Hall sensors and Ireadout is the current due to the readout

circuitry. In most cases, doubling Ipol doubles the bead signal, and, therefore, reduces

measurement time by a factor of four in the case thermal noise dominates, as is the case for

the detectors presented here. At the same time, power consumption increases by less than

two times and, therefore, energy consumption is reduced by more than two fold. The

maximum I pol that may be used is nevertheless limited by three effects:

First, as in the case of increasing N row, the polarization wire width must be increased

with increasing I pol, eventually leading to reduced performance for the same reasons as

described above for scaling N row.

Second, there is a critical magnetic field Bcrit, such that for fields larger than Bcrit, the

relationship between polarization field and bead magnetic moment becomes

substantially nonlinear and the bead signal begins to saturate. Increasing the

polarization field beyond Bcrit provides incremental improvements in the signal strength

and eventually degrades energy consumption. Bcrit was measured for several beads and

is on the order of 3–10 mT [5], [29], which roughly corresponds to I pol values of 64

mA to 256 mA in the sensor arrays implemented in this work.

Third, device heating may become problematic with increasing current. The total

temperature at the surface of the chip comes from global heating of the entire system

(i.e., chip, fluid, and printed-circuit-board) over the time a measurement is performed

and from local heating just above a polarization line that is turned on. Thermal

simulations show that localized heating dominates and global heating can be kept

substantially lower with standard printed circuit board (PCB) packaging techniques.

Polarization wires carry large currents and are not connected to the silicon substrate at

any point within the array, contributing most of the surface temperature rise of the chip.

Proteins and protein-to-protein bonds degrade rapidly at temperatures above 60–70°C

[30], [31]. Although detection takes place after the other assay steps are already

performed, total surface heating over 20–30°C may denature antibodies in seconds and

may substantially weaken antibody-antigen binding forces, potentially breaking specific

bonds and causing beads to move away from the sensors to skew the signal.

To find the optimal sensor array structure, the array was simulated for a range of values

N row and I pol to obtain the detection time, energy dissipated, and detection area for each

array instance. Effects of magnetic field saturation were ignored for this simulation and were

found to be negligible in section IV. For this particular example, a Poisson CV of CV P =

5% was chosen along with a dynamic range of DRlabel = 100, which at the lowest detectable

concentration, corresponds to 400 beads covering 1% of the array. The mean signal and

label position error σpos were calculated using a finite element method (FEM) simulator that

was verified experimentally [15]. Total time was computed such that the total thermal noise

CV was set equal to the Poisson error CV (i.e., CV noise = CV P = 5%), which resulted in an

approximately optimal performance yielding a final CV label of 7.4%. Energy was computed

by taking the product of the time and the average power dissipated. Finally, since time,
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energy, and area are important parameters for a POC system, the figure-of-merit (FOM) was

chosen to be:

(10)

Fig. 8 shows a graph of the FOM (black contours) for different array instances having

different values of I pol and N row. The optimal range lies for I pol between 128 mA and 512

mA, and N row between 16 and 48. At low I pol and N row, the signal is small and the array

does not take advantage of potential parallelization. At high I pol and N row, the wiring

overhead is so large that the average signal drops and position-dependent error increases

beyond the Poisson error, reducing the performance.

The optimal currents suggested above are relatively high and cause substantial surface

temperature rise. In order to quantitatively characterize the surface heating, thermal FEM

simulations were performed by modeling the sensor row as an infinitely long structure. The

maximum surface temperature is overlaid on Fig. 8 (red contours). In general, the more

current is used the more heat is generated, whereas the smaller the N row is made, the

narrower the polarization lines become and the less efficiently the heat is transferred to the

silicon substrate, resulting in a larger temperature rise. The simulation shows that at I pol =

128 mA and N row = 32 the FOM is within 30% of the maximum value and heating is below

10°C, yielding a good safety margin from a maximum rise of 20°C, and, hence, this is the

preferred point of operation.

IV. Results

A. Sensor Characterization

Two test arrays were implemented and measured to characterize the Hall sensors: one with

rows of sensors designed for I pol = 32 mA and N row = 32 and one for row of sensors

designed for I pol = 128 mA and N row = 32. Each sensor row implementation was tested

using 4.5 μm M450 beads as they can be positioned accurately using a micromanipulator.

Table II lists several parameters and measurement results obtained for each Hall sensor

implementation. The 128 mA sensors were measured up to 106 mA due to current routing

limitations. Since no degradation of signal due to bead signal saturation or temperature rise

was seen, the results of the 106 mA measurement were extrapolated to I pol = 128 mA. The

128 mA polarization wires generate 3.2 times larger signals than those generated by the 32

mA polarization wires. Sensor sensitivity was measured by measuring sensor response to the

vertical component of the polarization field Bpol, which itself was calculated using Ampere’s

law from I pol. The off-center bead signal was simulated across the sensor surface and the

simulations were verified by measuring beads at the top, bottom, and corner of each unit-cell

[15]. Despite the substantially wider polarization lines needed to deliver a 128 mA

polarization current, bead signals are still relatively uniform within the 128 mA sensor unit

cell with a σpos of 0.20 for 4.5 μm beads and σpos of 0.47 for 1 μm beads. Even in the worst

case of σpos = 0.47, a 5% CV label due to Poisson error would be increased by (12 + 0.472)1/2

= 10% to get a CV label of 5.5%, which is a relatively small increase in error. Thermal noise

spectral density was found to be 260 nT/Hz1/2.
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Sensitivity variations between different sensors in the array were measured to have a

standard deviation of 1.4%, adding negligible signal error. To evaluate the variations in

beads (σsig), signals from several individual 2.8 μm and 4.5 μm beads were measured and

the standard deviation was computed to be σsig = 0.096 for 4.5 μm beads and σsig = 0.31 for

2.8 μm, in both cases much smaller than the Poisson error, indicating that variations in these

labels do not substantially degrade accuracy.

B. Array Characterization

A large Hall-effect sensor array was designed and implemented for quantifying microbeads

on its surface with high accuracy. The detection area was chosen based on (7) for 2.8 μm

beads, a DRlabel of 100, and CV label of 5%, which, for a power law relationship of (1) with x

= 2, gives assay parameters of DR[A] = 10,000 and CV label = 10%. A minimum number of n

= 400 beads is required to overcome Poisson error and a maximum number of n × DRlabel =

40,000 beads need to be fitted within the detection area, which evaluates to 0.31 mm2. We

designed and implemented an 8192-sensor array that has a detection area of 0.52 mm2 [18],

[19] to meet these specifications. In order to ensure robust operation, this version of the

array was designed for a current I pol = 32 mA array and has 32 active sensors per row

(N row = 32). The array consists of 4 banks of 2048 active sensors each and is shown in Fig.

9.

For the sensor array to function as bead detector, it must display a known and preferably

linear transfer function between the number of beads on the array and the sum of the signals

of all sensors in the array. Fig. 10 shows the relationship between the number of beads

placed on the array versus the total relaxation signal obtained from the sensors in the array

for three different beads, 4.5 μm M450, 2.8 μm M280, and 1 μm MyOne beads from

Invitrogen Corp. Two of the array banks and a total of 4096 sensors, spanning

approximately 0.26 mm2, were used to perform this measurement. The response is linear

with R > 0.99 for all three bead types, and one 4.5 μm bead produces an eight times and 20

times greater signal than one 2.8 μm and one 1 μm bead, respectively.

Fig. 11 depicts errors from various sources, including the expected Poisson error and the

measured thermal noise, as a function of the number of beads on the array. The CV due to

thermal noise decreases with the inverse of the number of beads since the total signal

directly increases while thermal noise stays constant. Bead signal variations, bead position

variations, and Poisson error increase in an uncorrelated fashion as the number of beads

increases; consequently their CVs decrease with the inverse of the square root of the number

of beads. Since these errors are approximately independent, the total error CV is the root

mean square value of all the errors. The measured values for a single bead for bead position

variations and bead variations derived above are indicated as points in Fig. 11. To verify that

the array can make accurate measurements, three experiments with 50, 170, and 440 beads

placed on the array, respectively, were performed by measuring the total signal several times

and calculating the CV of the measured signals. Each measurement took 480 ms per sensor

and 30 s for the entire array. For the case of 440 beads, which corresponds to approximately

1% bead coverage of the array and is essentially the worst case dynamic range (i.e., 100),

this array was designed for the error due to thermal noise results in a CV of 5.3% and the
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total error has a CV of 7.4%. At 440 beads, only 0.3% of the 7.4% error is contributed from

bead variations σsig and from bead position variations σpos; consequently these errors are

insignificant compared to the Poisson and thermal noise errors.

Based on the measured signal values for each of the beads and the measured thermal noise

of the array, the detection time, energy, and the required area to achieve a CV P = CV noise =

5% = > CV label = 7.1% and DRlabel = 100 are derived for M450, M280, and MyOne beads

and are shown in Table III. Larger beads require larger areas but generate larger signals, thus

requiring a shorter measurement. For all the beads the detection times are below one minute

and the energy requirements are well below those supplied by small batteries. Interestingly,

MyOne beads have the highest FOM since they require a comparably small detection area

while generating a relatively large signal due to a high magnetic content and the fact that

their bead centers are closer to the Hall sensors than those of the larger beads.

Fig. 12 shows the detection time versus bead size of the three types of beads measured in

Fig. 10 for a CV label = 5% and a DRlabel = 100, equivalent to 400 beads covering 1% of a

sensor array, for both a 32 mA sensor architecture and a 128 mA sensor architecture. The

detection time is also extrapolated (solid lines) for all beads between 100 nm and 4.5 μm

diameter from the measured signal of the 1 μm MyOne bead. The 2.8 μm beads fit the solid

curve poorly due to their substantially lower magnetic content per volume (12% for 2.8 μm

beads versus 26% for 1 μm beads) and thus result in a lower than expected signal and larger

than expected measurement time. For the array architecture having I pol = 32 mA and N row

= 32, magnetic beads having a diameter of 500 nm can be accurately detected in less than

one minute. The results are further extrapolated to an architecture based on 128 mA

polarization currents measured in Table II. Using the 128 mA architecture, microbeads can

be quantified within 5 seconds and 200 nm beads can be accurately quantified in less than

one minute. Beads larger than 4.5 μm provide little signal gain since their centers become

significantly far removed from the polarization lines and Hall sensors, diminishing the

signal.

C. Signal Demodulation Using Thresholding

In the analyses and measurements presented above, the total array signal is obtained by

summing the signals from the individual Hall sensors. This method has a drawback in that

uncorrelated thermal noise from all the sensors in the array is also added together, doubling

the total noise voltage every time the array is made four times larger. Measurement times for

each individual sensor can be increased to counter this effect, but this increases the total

detection time, which is limited to one minute for POC applications. Because of this

addition of noise, the dynamic range for microbead labels on the Hall sensor array presented

here is limited to about DRlabel = 100–300, corresponding to 0.3–1% bead area coverage.

While this range is sufficient for many assay applications, in some assays, especially those

where there is a linear or nearly linear relationship between the number of magnetic labels

and the analyte concentration [20], a larger dynamic range is preferred.

An alternative method for demodulating the signal can be used with this architecture. Since

microbeads generate relatively large, spatially concentrated signals, a single bead positioned

over a 3 μm by 4 μm Hall sensor can be detected with an SNR of 20 dB in less than 100 ms
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[17]. Since, at low bead concentrations, it is unlikely that two or more beads bind to the

surface of a single sensor, a single threshold level can be used to decide whether a bead lies

above the sensor or not. At SNR of 20 dB, false positive and false negative decisions for

beads positioned in the center of a sensor occur with a probability less than 1 in 1 million,

enabling very large dynamic ranges. These individual decisions can then be added up in the

digital domain without adding up noise.

Despite the clear advantages, thresholding demodulation has several drawbacks specific to

Hall sensor arrays. First, bead signals vary with position over a sensor and no matter what

value a threshold is set to, a bead may land in a position where its signal is close to the

threshold, producing a large variance in decisions in the presence of thermal noise. Second,

beads landing in between two sensors, which are still partially counted using summing

demodulation, will not be detected for thresholding demodulation using reasonable

thresholds, effectively decreasing the total array signal and increasing position dependent

error σpos.

To quantify the performance of thresholding demodulation versus summing demodulation,

an experiment using 13 M450 beads placed on the 4096 sensor array was performed. Each

sensor was measured for 35 ms, 70 ms, 140 ms, and 1120 ms, generating an SNR per bead

of 14 dB, 17 dB, 20 dB, and 29 dB, respectively. As in the experiment in reference to Fig.

11, measurements for the whole array were repeated multiple times to collect statistical

information. The bit error rate (BER) of a bead placed in a random position on the sensor

unit cell using the aforementioned SNR values was simulated and a threshold level that

minimizes the CV was empirically found. This threshold level was then used to count the

beads for experimental measurement using thresholding detection. A CV noise of 15% was

achieved for the thresholding demodulation for the 140 ms per sensor measurement time

whereas for summing demodulation the CV noise was measured to be 55%, nearly four times

larger. To depict how thresholding modulation allows for scaling a sensor array to a large

number of sensors, the results of the experiment are presented in Fig. 13 where the

horizontal axis is the number of sensors and the vertical axis is converted into the required

measurement time per sensor to obtain a CV noise of 15%. The points represent measured

results and the solid lines represent the expected value from the statistical simulations. To

measure effectively less than the 4096 sensors of the array, for each measurement the

sensors under and in the vicinity of the 13 beads were measured and a variable amount of

additional sensors were also measured, simulating a variable size array. As more sensors are

added, more noise is added to the signal and proportionally more averaging time per sensor

is required for summing demodulation to obtain a constant CV noise. For thresholding, the

required time also initially increases approximately linearly as bit errors proportionally

decrease with extra measurement time for low SNR values. However, as measurement time

increases and SNR approaches 20 dB, bit errors become very rare and the additional

measurement time per additional sensor added to the array becomes sub-linear. The 13

beads, covering only 0.1% area of the array, are detected in 9 s total using the thresholding

detection method. Extrapolating this result shows that an array with 30,000 sensors can

readout 13 beads in 60 s with a CV noise of 15% (assuming N row = 32), showing that the

thresholding technique can achieve dynamic ranges in excess of DRlabel = 5000.
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V. Conclusion

Magnetic beads are excellent candidates as labels for biological assays that are performed on

integrated platforms. We demonstrated that magnetic bead labels on the order of 1 μm in

diameter can be quantified with accuracies sufficient for biological assays in detection areas

small enough to fit on CMOS chips and with a detection time and energy requirements

suitable for POC settings. A 0.26 mm2 Hall-sensor array implemented in a 0.18 μm CMOS

process can quantify a 1% surface coverage of magnetic microbeads with a worst case CV

of 7.4% within 1 minute while dissipating less than 10 J of energy, less than 0.1% of the

energy stored on a typical smartphone battery. Utilizing thresholding demodulation, a

feature of this implementation due to the inherent array design, beads covering only 0.1% of

the detection area were detected in just a few seconds with high accuracy. Thus robust and

compact detection platforms based on CMOS Hall-effect sensors and magnetic microbead

labels are suitable as detectors for high accuracy point-of-care assays.
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Fig. 1.
Sandwich immunoassay protocol using magnetic beads as labels. (a) Chip surface is

functionalized with capture antibodies specific to the target analyte. (b) Sample is introduced

and any target analyte in the sample binds to the surface via the capture antibodies. (c)

Magnetic bead labels are introduced; they bind to the surface via the bound target analyte.

(d) Bound bead are polarized using external magnetic fields and detected with magnetic

sensors below the chip surface.
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Fig. 2.
Graph showing CV versus theoretical and measured mean number of specifically bound

beads per region on a glass substrate after an assay was performed.
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Fig. 3.
Minimum detection area for an assay with a DRlabel of 100 utilizing 2.8 μm labels versus

desired CV.
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Fig. 4.
(a) Cross-section of a Hall-effect bead detector showing the relevant magnetic fields. (b)

Detection method based on magnetic relaxation.
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Fig. 5.
Etching steps performed after CMOS chip fabrication to reduce distance between beads and

Hall sensors. (a) Chip is fabricated with a metal hard mask defining the sensor region. (b)

RIE etch is used to remove ILD over the sensor region. (c) Exposed metal layer over sensor

surface is removed with a wet etch.
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Fig. 6.
Two polarization field generator architectures based on (a) Polarization wires. (b)

Polarization coils.
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Fig. 7.
Hall-effect sensor array architecture.
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Fig. 8.
Contour plots of FOM and maximum surface temperature rise for various values of

polarization current and number of sensors per row.
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Fig. 9.
(a) Optical image of the sensor chip containing 4 banks with 2048 active sensors each. (b)

One half of a 2048 Hall sensor array bank with M280 beads covering approximately 2% of

the surface.
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Fig. 10.
Sum of all bead signals from all sensors versus number of beads placed on the array for the

32 mA sensor array architecture and measurement parameters presented in Table II.
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Fig. 11.
Coefficient of variation versus number of beads 2.8 μm beads placed on the array for various

error sources. Points indicate measured results and lines indicate simulated or calculated

values. Thermal noise CV error is given for a measurement time of 480 ms per sensor (30 s

for the entire array).
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Fig. 12.
Required detection time to achieve a CVlabel of 7.4% and DRlabel of 100 versus bead

diameter for sensor types in Table II. The points show values from Table III for 1 μm, 2.8

μm, and 4.5 μm Dynal beads while solid lines extrapolate detection time to other bead sizes

based on the magnetic density of the 1 μm Dynal bead.
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Fig. 13.
Measurement time per sensor required to quantify 13 beads with CVnoise of 15% versus

number of sensors in the array for summing and thresholding demodulation methods.
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TABLE I

Comparison of ELISA to Assays Utilizing Microbeads as Labels

ELISA Assay 1 [20] Assay 2 [4]

Label Size 5 nm – 15 nm 0.5 μm 2.8 μm

Detection Limit 100 fM – 10 pM 200 fM 1.7 pM

Assay Time 2 – 4 hours 4 minutes 13 minutes

Notes Typical values Magnetic mixing and washing Hydrodynamic flow and washing
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TABLE II

Summary of Sensor Parameters for 32 mA Sensors and 128 mA Sensors. Optical Images and Sensitivity Heat

Maps for Each Implementation are Also Shown for 4.5 μm Beads

Parameter 32 mA sensor 128 mA sensor

Polarization current Ipol (mA) 32 128

Width of polarization lines (μm) 1.6 6

Width of supply lines (μm) 1 1

Unit-cell dimensions, width by height (μm) 8 by 7.9 8 by 12.3

Max. vertical polarization field (mT) 3 9.6

Max. field from 4.5 μm bead (μT) 17 53

Bias voltage (V) 2 2

Sensitivity (V/V/T) 0.025 0.025

Max. Hall voltage from 4.5 μm bead (μV) 0.85 2.7

Noise spectral density (nT/Hz1/2) 260 260

Label pos. error σpos for 4.5 μm beads 0.13 0.20

Label pos. error σpos for 2.8 μm beads 0.27 0.37

Label pos. error σpos for 1 μm beads 0.34 0.47

Top-view optical image of sensor unit-cell (left) and corresponding sensitivity heat map (i.e.,
relative signal from a bead that lands in the corresponding position).
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TABLE III

Time, Energy, Required Detection Area, and FOM for Various Bead Sizes Required to Obtain a CVlabel =

7.1% and DR = 100 for a Hall Sensor Array Implementation With Ipol = 32 mA and Nrow = 32

Bead Area Time Energy FOM

M450® 0.81 mm2 8.5 s 1.3 J 320

M280® 0.34 mm2 40 s 6.2 J 35

MyOne® 0.045 mm2 13 s 2.1 J 2,500
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