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INTRODUCTION
In most mammalian species, sleep periods do not last longer 

than 6-12 h and are followed by periods of consolidated wake-
fulness, which may last spontaneously for min to hours or 
days depending on species, age, time of day, light, ambient 
temperature, and many other factors.1-6 The exact mechanisms 
underlying spontaneous awakening from sleep are not yet clear, 
but likely involve both cortical and subcortical wake- and 
sleep-generating centers as well as depend on the circadian 
time and the levels of homeostatic sleep pressure.7 Several 
wake-promoting regions have been identified where neurons 
consistently increase firing at or close to the moment of awak-
ening.8-10 Selective activation of those regions, located in the 
basal forebrain, hypothalamus, or in the brainstem, can lead to 
an arousal.11,12

Cortical activity in waking and sleep is characteristically 
different. Although the average firing activity seems to be lower 
during nonrapid eye movement (NREM) sleep as compared to 
waking,13 the main difference is in the overall pattern of popu-
lation activity. Specifically, NREM sleep is characterized by 
brief periods of generalized suppression of cortical neuronal 
spiking activity (so-called OFF periods), which correspond to 
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electroencephalographic (EEG) or local field potential (LFP) 
slow waves.14,15 The cellular counterpart of OFF periods is a 
down state of the slow oscillation, which is an intrinsically 
generated network phenomenon, characterized by membrane 
hyperpolarization and the virtual absence of spiking and 
synaptic activity.16-19 Although in vivo OFF periods and down 
states have been mostly investigated under anesthesia or 
during sleep, their occurrence has also been reported in awake 
animals.20-23

The awake state is not homogenous, but shows pronounced 
changes as reflected in many behavioral and physiological vari-
ables. From a behavioral point of view, we all know that the 
shift from a sleeping to an awake state is not abrupt, and we 
usually feel differently immediately upon waking. The initial 
waking period is usually characterized by reduced alertness, 
mild disorientation, and a distinct subjective feeling of “being 
not fully awake”—a state often referred to as sleep inertia.24,25 
Notably, sleep inertia is not merely a subjective experience: in 
humans, the initial waking period is associated with differences 
in distinct EEG frequency bands and event-related potentials, 
altered cognitive performance in a variety of tasks, and charac-
teristic changes in cerebral blood flow.26-32

Local changes in brain activity may account for a variety 
of mixed physiological and pathological states, including sleep 
inertia.33-35 However, the neurophysiologic underpinnings 
of the link between changes in brain activity and behavioral 
deficits initially after awakening are unknown. Moreover, it is 
yet unclear whether sleep inertia is simply an epiphenomenon 
of the carryover from a preceding sleep state or a beneficial 
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state that ensures a gradual transition from sleep to waking. 
Most research on state dependency in the activity of cortical 
neurons has been performed either in head-fi xed animals or 
during specifi c behaviors or learning paradigms. Much less is 
known about the neuronal correlates of early waking that occur 
immediately after a spontaneous arousal in unrestrained, freely 
moving animals. In this study, we set out to investigate cortical 
neuronal activity in the fi rst min after spontaneous awakenings 
in laboratory rats and mice.

METHODS

Animals, Surgical Procedures, and Data Acquisition
Adult male WKY rats (total n = 8) and C57BL/6 mice (n = 5) 

were used. We chose to perform this study in both rats and mice 
for two reasons. First, it is important to investigate whether 
the changes in cortical activity that we expected to observe in 
the fi rst min after awakening are consistent between different 
species. Second, we found that in rats most consolidated wake 
episodes occurred in the dark period, whereas in mice a suffi -
cient number of waking episodes occurred also during the 
light phase (Figure 1). This gave us an opportunity to at least 
partially test to what extent the observed effects depend on time 
of day, long-term preceding sleep-wake history, and/or lighting 
conditions. Most analyses were performed in both species, 
whereas more detailed analysis on isolated neurons and local 
fi eld potential (LFP)/electromyographic (EMG) activity was 
performed in rats only (see Results).

All animals were housed individually in transparent Plexi-
glas cages. Lighting and temperature were kept constant 

(LD 12:12, light on at 10:00 am, 23 ± 1°C). Food and water 
were available ad libitum and replaced daily at 10:00 am. All 
procedures related to animal handling, surgery, and recording 
followed the National Institutes of Health Guide for the Care 
and Use of Laboratory Animals and were in accordance with 
institutional guidelines. The animals were implanted with 
microwire arrays in the deep (V-VI) cortical layers of frontal 
cortex (rats: B: +1-2 mm, L: 2-3 mm, mice: B: +1-2 mm, L: 
1-1.5 mm, confi rmed by histology in a subset of animals) for 
LFP and neuronal activity recordings, as previously described.21

The ground and reference screw electrodes were placed above 
the cerebellum as previously discussed.13,21 Data acquisition 
and online spike sorting were performed with the Multichannel 
Neurophysiology Recording and Stimulation System (Tucker-
Davis Technologies (TDT), Alachua, FL, USA). Spike data 
were collected continuously (25 kHz, 300 Hz - 5kHz), concom-
itantly with LFPs from the same electrodes (256 Hz, 0.1-100 
Hz) and nuchal EMG (256 Hz, 10-100 Hz). Subsequent offl ine 
spike sorting was performed on rat data by principal component 
analysis followed by split-and-merge expectation maximiza-
tion clustering algorithm as previously discussed.13,21

Scoring Vigilance States and Behavioral Analysis
Vigilance states were identifi ed for consecutive 4-sec epochs. 

Signals were loaded with custom-written Matlab (The Math-
Works, Inc., Natick, MA, USA) programs using standard TDT 
routines, and subsequently transformed into the European Data 
Format (EDF) with Neurotraces software (www.neurotraces.
com). Sleep stages were scored offl ine by visual inspection 
of 4-sec epochs (SleepSign, Kissei Comtec, Nagano, Japan), 

Figure 1—(A) Local fi eld potential (LFP) and electromyographic (EMG) traces and the hypnogram (Wake, NREM sleep, REM sleep, W, N, R) for one 
representative waking episode in one individual rat (left) and one individual mouse (right). (B) Left: Time course of NREM sleep, REM sleep and waking during 
the 15 min before awakening and in the fi rst 15 min through the waking episode. The curves represent the average between all waking episodes contributing 
to the analyses presented in this study. Mean values (± standard error of the mean [SEM]). Right: Distribution of all waking episodes included in the analysis 
across 24 h in rats. (C) Same as in (B) for mice (n = 5).
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where the LFP, EMG, and spike activity were displayed simul-
taneously. Waking was characterized by low voltage, high 
frequency LFP pattern, and high-amplitude, phasic EMG 
activity. Epochs of eating, drinking, and intense grooming were 
scored as artifacts to avoid contamination of multiunit activity 
(MUA). NREM sleep was characterized by the occurrence of 
high amplitude slow waves and low tonic EMG activity.13,36 
During rapid eye movement (REM) sleep the cortical LFP was 
similar to that during waking, but only heart beats and occa-
sional twitches were evident in the EMG signal.

Experimental Design
At least 1 w was allowed for recovery after surgery, and 

experiments were started only after the sleep/waking cycle had 
fully normalized, as evidenced by the entrainment of sleep and 
wake by the light/dark cycle and the homeostatic time course 
of NREM sleep LFP slow wave activity (SWA, 0.5-4.0 Hz). 
In each rat, several undisturbed nonconsecutive baseline days 
were selected for the analyses (4.0 ± 0.9 per animal), and in 
mice, one stable 24-h recording was selected. After vigilance 
state scoring, spontaneous uninterrupted waking episodes (> 15 
min) preceded and followed by consolidated sleep periods (> 
15 min) were automatically detected. Subsequently, all waking 
episodes were visually verified to exclude those with an intru-
sion of short sleep episodes into the beginning of waking 
episode or with more than 10% of all 4-s epochs scored as arti-
facts. A representative waking episode from a rat and a mouse is 
illustrated in Figure 1A. In rats, 68 waking episodes were iden-
tified and included in the final analysis (2.1 ± 0.2 (mean ± stan-
dard error of the mean [SEM]) episodes per animal per 24 h). 
In total, 8.5 ± 2.1 waking episodes per rat were used, which 
were on average 44.4 ± 1.6 min long (light period: 38.8 ± 2.1 
min, dark period: 44.8 ± 1.9 min). In mice, 60 episodes in total 
(12.0 ± 0.9 per animal, light period: 5.4 ± 0.4/animal, dark 
period: 6.6 ± 0.6/animal) were included in the analyses, with a 
mean duration of 37.8 ± 3.2 min (light period: 31.8 ± 2.9 min, 
dark period: 42.3 ± 5.7 min).

The waking episodes selected for this analyses were 
preceded by a consolidated sleep period with minimal wake 
intrusions (see Results), and virtually no epochs were scored 
as sleep in the first 5 to 10 min, whereas occasional minor 
attempts to fall asleep later in the course of waking episode 
were apparent, especially in mice (Figure 1B and 1C, left). In 
rats, most episodes selected for the analyses occurred during 
the dark period (Figure 1B, right). Excluding those episodes 
that occurred during the light phase did not affect the results, 
and thus both dark and light wake episodes were included in all 
analyses. In mice, the episodes were evenly distributed across 
24 h with only a slight predominance of waking episodes during 
the dark phase (Figure 1C, right).

Detection of OFF Periods
In naturally sleeping animals, extracellular recordings in the 

neocortex reveal periods of synchronous population silence of 
variable duration (OFF periods). Shorter and less frequent OFF 
periods also occur in waking, especially in a quiet state or after 
sleep deprivation. We hypothesized that during the first minutes 
after awakening the incidence of population OFF periods will 
be different from the rest of the waking episode.

The individual rats, in which offline spike sorting was 
performed, varied substantially with respect to the number of 
isolated neurons (average across recording days: min 4.3, max 
15.8 neurons). In addition, there was a substantial variability in 
the firing rates between individual neurons—ranging from 0.17 
Hz up to 44 Hz. We speculated therefore that the number of OFF 
periods might be overestimated in some animals and underes-
timated in others, merely because of the difference in the total 
population firing activity. To account for this variability, we 
developed a new approach for OFF period detection by using 
instantaneous firing rate of the population, defined as the sum 
of all spikes over a specified time window (window size, ws). A 
moving window was applied to the multiunit activity to obtain 
continuous population neuronal firing rate.

As a first step, we represent the instantaneous popula-
tion (n neurons) firing rate as a matrix [(n*2-1) by (ws*2-1)], 
which is the multivariate convolution product of raw 
spike trains [n by ws] and a multivariate gaussian kernel 
[n by ws]. The spike trains are defined as time series S (t), where 
S (t) = [st-(ws-1)/2 st-(ws-1)/2+1 st-(ws-1)/2+2 … st+(ws-1)/2-1 st+(ws-1)/2]. The 
logic behind using a multivariate gaussian kernel as a moving 
window is that the spike data matrix at time t would take into 
account past firing and future firing of the neuronal population, 
and at the same time the current time t is emphasized by adding 
the most weight by positioning the peak of gaussian kernel at 
time t. The multivariate gaussian kernel is defined as:

	 G(t' ) = e1
|Σ|(2π)d

−   (t − μ)Σ−1(t − μ)'1
2 � (1)

t′ = 1, 2, 3, … ws

where µ is the mean, Σ is the covariance matrix, d is the dimen-
sion, 2 in this case (Figure S1A, supplemental material). We 
have performed the calculations for several different window 
sizes on a test data set, and selected 18 ms as a compromise 
taking the computation time into consideration. Correlation 
analyses performed on a representative subset of data using 
Kendall tau rank correlation test and Pearson correlation test 
revealed that transforming the data did not affect their statis-
tical properties (Figure S2, supplemental material).

The instantaneous firing rate of the neuronal population, 
represented as a matrix, is calculated as:

	 F(t) = S * G (t) = ∫R2 S(t)G(t − t′)dt′� (2)

For example, if the neuronal population consists of 14 neurons 
and the recording lasts 100 ms (Figure S1B), after the step of 
convolving the spike train with the gaussian kernel we obtain a 
continuous matrix [2*n+1 by 2*ws-1 by 100] representation of 
the population firing rates.

The next step is to perform size reduction, applying decon-
volution twice from the expanded F(t) because of convolu-
tion to F′(t). Subsequently, mean of F′(t) (Figure S1C) was 
computed as:

	 F′ = Σ1  F′(t) / T � (3)

where T is the total recording time of spike trains (Figure S1D).
An important aspect to consider is that because of large differ-

ences in the firing activity between individual neurons, the dura-
tion of their continuous nonspiking period varies significantly. 
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To take into account the different contribution of neurons into 
the population OFF periods, we used F′  to estimate mean firing 
rate of each individual neuron and to give weightings to each 
neuron for their contribution in the population neuronal firing 
rate. This step is achieved by normalizing the spiking activity 
with the average group firing rates, as:

	 F′ · S(t) �  (4)

Note that even though neuron 7 is producing spikes, because its 
average firing rate is higher than other neurons, it contributes 
less toward an OFF period detection. However, neuron 9 has a 
slow firing rate (Figure S1B), therefore it contributes more to 
the calculation.

Subsequently, all resulting OFF periods < 30 ms were 
excluded, because based on the total firing rate of the popula-
tion it was estimated that generalized silent periods < ~30 ms 
are very likely to occur by chance. The resulting number of OFF 
periods was 6.4 ± 0.4 (mean ± SEM)/1 sec, and their average 
duration was 56.7 ± 3.1 ms. Subsequently, for the final analyses, 
we selected the top 20% longest OFF periods as previously,14 
and for those animals/recording days where the resulting inci-
dence of OFF periods was too low (< 1/sec) as a result of high 
population firing, all OFF periods (of at least 30 ms duration) 
were included. The resulting duration of OFF periods was 
83.6 ± 19.7 ms, which corresponds closely to the average dura-
tion of ~85 ms in our previous study,21 and they occurred on 
average 1.96 ± 0.2 times per second. To exclude the possibility 
that the results were biased by the criteria, used to detect OFF 
periods, we have calculated the time course of OFF periods 
across the waking episode based on two different methods—as 
previously14 and with the newly developed approach, as well as 
included all or only the top 20% of OFF periods for all animals. 
The main results were not affected by varying the criteria.

In mice, although a robust MUA was present, no clearly 
identifiable single units were visually detectable in most 
recording channels. Therefore, no spike sorting was performed 
and OFF periods were calculated based on the MUA (out of 
16 recording channels, 7.4 ± 0.75 (mean ± SEM) channels per 
animal showed MUA with high signal-to-noise ratio and were 
included in the analysis). As in rats, individual recording chan-
nels in mice were highly variable with respect to the number of 
spikes and spike amplitude. To detect periods of local popula-
tion silence, we first determined the noise level for each indi-
vidual channel during the time periods when no spikes were 
observed (8.7 ± 0.4 µV [mean ± SEM]). Next, we concat-
enated all the spike occurrences and determined a threshold 
level at which the number of OFF periods (e.g., time periods 
when no spiking activity above the threshold is present) was 
maximal. To determine this threshold level, we progressively 
increased the threshold by multiplying the noise level by an 
integer number (1-10) and calculated the resulting number of 
OFF periods. As expected, at very low threshold levels only a 
few OFF periods were found, whereas increasing the threshold 
resulted in a progressively increasing number of OFF period 
followed by a decrease at high threshold values when consecu-
tive OFF periods started to merge. For each animal a threshold 
value was determined where the number of OFF periods > 30 
ms was maximal (on average 7.0 ± 0.9 (mean ± SEM) × noise 
level, corresponding to 62.8 ± 9.8 µV). Subsequently, as in rats, 

the analysis was performed on the 20% longest OFF periods, 
which had an average duration of 142.8 ± 12.2 ms. Because the 
amplitude of extracellular action potentials decreases exponen-
tially with the distance from the recording tip of the electrode,37 
by using a relatively high threshold we focused mostly on the 
OFF periods within a local network population, and mini-
mized the potential influence of distant units or noise. However, 
varying the threshold within a broad range did not substantially 
affect the main results.	

RESULTS

Overall Cortical Neuronal Firing in the Initial Waking
In both rats and mice it was possible to identify spontaneous 

prolonged waking episodes preceded and followed by consoli-
dated sleep periods (Figure 1). As a first step, we investigated 
total population firing rates during waking upon arousal (rats: 
12.0 ± 1.6 (mean ± SEM) neurons/animal, mice: 7.0 ± 0.9 chan-
nels/animal). In both rats and mice, neuronal firing activity was 
low initially, and reached average intraepisodic levels within the 
subsequent ~5-10 min (Figure 2A). The changes in the firing rates 
within the first 15 min were highly significant in both species 
(factor “time after awakening,” rats: F(14,98) = 6.7, P < 0.0001; 
mice: F(14,56) = 5.4, P < 0.0001, analysis of variance [ANOVA] 
for repeated measures). The interaction “species” × “time after 
awakening” was not significant (F(14,165) = 0.69, P = 0.78). To 
investigate whether all neurons fire initially at a lower rate, or, 
depending on a firing phenotype some neurons may be affected 
more than others, we performed spike sorting on the data 
obtained in rats. Although the extracellular recording technique 
does not allow recording from a large number of neurons, and 
no spike-sorting algorithm guarantees an ideal separation of 
individual units, we focused on those neurons that appeared to 
be well isolated (6.8 ± 1.2 (mean ± SEM) per rat per episode). 
Visual inspection of the recording traces revealed a pronounced 
variability between individual neurons during the initial minutes 
after awakening. One subset of neurons (“leaders,” ~20% of all 
recorded neurons) showed a transient brief elevation of firing 
activity immediately upon arousal, which dissipated in the next 
few minutes (Figure 2B, left). Another, substantial proportion 
of neurons (“laggards,” ~60% of all neurons) showed a consis-
tently slow or even absent spiking at the beginning of waking 
episode, which then built up gradually (Figure 2B, right). The 
remaining neurons fired at their average stable rate from the 
onset of waking episode, and did not show any significant 
intraepisodic fluctuations (Figure 2B, middle).

Next, we examined whether neuronal firing phenotype 
contributed to the behavior of the neurons during the initial 
minutes after awakening. When we subdivided all neurons into 
slow spiking (< 3 Hz), intermediate spiking (3-10 Hz), and fast 
spiking units (> 10 Hz), we found that these groups exhibited a 
substantial difference in relative spiking activity initially after 
awakening. Specifically, the slow-spiking neurons fired even 
less during the first 1-2 min after arousal (Figure 2C), and it 
took longer for this population to reach their average intraepi-
sodic firing rate, suggesting that they included many neurons 
of the “laggard” type. Indeed, during the first min of waking, a 
substantial proportion of slow-spiking neurons (42%) initially 
fired at a frequency below 50% of their average spiking activity, 
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whereas only about 20% fi red higher 
than average (Figure 2D). In contrast, 
the fi ring rate of most intermediate 
and fast spiking units during the fi rst 
min after awakening clustered at 
approximately 100%.

The Dynamics of OFF Periods Upon 
Awakening

Because individual neurons have 
displayed a substantial variability in 
their fi ring activity during the fi rst 
min of waking, we next hypoth-
esized that the overall pattern of 
network population fi ring may be 
affected. As a measure of network 
activity we have chosen to compute 
OFF periods—brief generalized 
cessations of the activity across the 
entire recorded population. We have 
shown previously that OFF periods, 
which likely arise from neuronal 
hyperpolarization, increase in awake 
rats after sleep deprivation.14,21 Here 
we asked whether initial waking after 
awakening from physiological sleep 
is also associated with increased 
incidence of OFF periods.

Visual inspection of the distribu-
tion of neuronal OFF periods in the 
fi rst 15 minutes of waking episodes 
revealed that in both rats and mice, 
OFF periods were often more 
frequent initially after awakening, 
and declined thereafter (Figure 3A). 
On average, the initial incidence 
of OFF periods was approximately 
150% of the average intraepisodic 
level in rats and about 125% in mice 
(Figure 3B). After the initially high 
values, the incidence of OFF periods in both species showed 
a progressive gradual decline, which was highly signifi cant 
(factor “time after awakening,” rats: F(14,98) = 7.09, P < 0.01, 
mice: F(14,56) = 5.95, P < 0.0001, ANOVA for repeated measures). 
In rats, the average intraepisodic levels were reached within 
approximately 5 min. In contrast, in mice the initial levels of 
OFF periods were stable for approximately 5 min, and then 
showed a decrease, reaching average intraepisodic levels 
within approximately 10 min after awakening. Nevertheless, 
the interaction “species” × “time after awakening” did not 
reach signifi cance (F(14,165) = 1.32, P = 0.2006). This time course 
was independent of specifi c criteria used to defi ne OFF periods 
(see Methods).

Preceding Sleep-Wake History Affects OFF Periods After 
Awakening

We noticed that the initial values of OFF periods were vari-
able between individual waking episodes: in some cases, the 
initial values were high and showed a rapid decline, whereas 

in other episodes they were low from the very beginning. We 
hypothesized that cortical activity during initial waking may be 
determined by immediate preceding history, such as whether 
the animal woke up from NREM sleep or from REM sleep. To 
test this hypothesis, we fi rst subdivided all waking episodes 
into those in which the preceding sleep mostly consisted of 
NREM sleep, and those enriched in REM sleep (Figure 4A). 
Computing the incidence of OFF periods during the corre-
sponding subsequent waking episodes revealed only a modest 
nonsignifi cant relationship with preceding NREM sleep. Inter-
estingly, NREM sleep SWA was also unrelated to subsequent 
incidence of OFF periods (P > 0.1). In contrast, preceding 
REM sleep appeared to have a signifi cant role. Specifi cally, 
we found that neuronal OFF periods were substantially more 
frequent if an awakening followed a period rich with REM 
sleep (top 20% of all episodes) as compared to those cases 
when REM sleep was minimal (bottom 20% of the distribu-
tion) (Figure 4B). This effect was present in both rats and mice, 
albeit with some differences. Specifi cally, in rats the effects 

Figure 2—(A) Mean fi ring rates (± standard error of the mean [SEM]) of the entire recorded neuronal 
population (see Methods) during the fi rst 15 min after awakening in rats (left) and mice (right). (B) Raster 
plots of typical individual neuron spiking during the fi rst 5 min after awakening in rats. Left: three neurons 
are shown, which showed initially high spiking activity, which declines progressively. Middle: three neurons, 
showing stable level of fi ring within the fi rst 5 min after arousal. Right: Three individual neurons, which show 
initially low spiking activity, which increased substantially within the fi rst several min after arousal. (C) Time 
course of neuronal fi ring rates, shown separately for slow-spiking (< 3 Hz), intermediate-spiking (3-10 Hz), 
and fast-spiking neurons (> 10 Hz). Mean values (± SEM) are shown. The triangles above the curves denote 
signifi cantly lower relative fi ring activity of slow-spiking neurons (< 3 Hz) as compared to both 3-10 Hz 
and > 10 Hz populations. (D) Distribution of individual neurons as a function of the initial relative fi ring 
rates during the fi rst 1 min after awakening shown separately for slow spiking, intermediate and fast spiking 
neurons (as in C). The neurons are pooled from all episodes in all rats.
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were signifi cant irrespective of whether immediate (last 1-5 
min) or longer term (30 min) preceding history was taken into 
account, whereas in mice only the amount of REM sleep in the 
preceding 10-20 min played a role. In addition, the effect in 
rats was stronger and longer lasting. To confi rm this result, we 
next subdivided all waking episodes based on the initial (fi rst 
1-2 min) levels of OFF periods into those with high incidence 
(top 50% of the distribution) and low incidence (bottom 50%) 
and computed the corresponding preceding values of REM 
sleep (Figure 4D and 4E). We found that in rats the amount 
of REM sleep was signifi cantly or at a tendency level higher 
before waking episodes with high incidence of OFF periods as 
compared to those waking episodes with a relatively low initial 
level of OFF periods. This was the case both for the imme-
diate preceding history (3 min) and if an entire preceding 30 
min interval was taken into account. In contrast, in mice, the 
effect was present for the last 10-20 min and declined when 
only immediate preceding history (last 3 min) was considered.

To address the potential effects of the time of day or lighting 
conditions, we calculated the initial levels of OFF periods 
separately in the light and the dark period. This analysis was 
performed in mice only, as only in this species there were a 
suffi cient number of prolonged waking episodes during the 
light period (on average light period: 5.2 episodes/animal, dark 
period: 6.0 episodes/animal, not signifi cant). The absolute 
values for the incidence of OFF periods were similar (light: 
2.5 ± 0.3 (mean ± SEM), dark: 2.6 ± 0.2/sec, not signifi cant, 
paired t-test), but the modulation of OFF period incidence by 

preceding REM sleep was found in the dark 
period only. Specifi cally, the positive associa-
tion between initial OFF periods and preceding 
amount of REM sleep was highly signifi cant 
for the preceding 10 min (P = 0.004), 20 min 
(P = 0.007) and 30 min (P = 0.02), whereas 
only a trend was seen for more immediate 
preceding history (1 min: P = 0.078, 3 min: 
P = 0.047 and 5 min: P = 0.085). This was 
also the case for REM/total sleep time (not 
shown). In contrast, we found that during the 
light period there was no signifi cant associa-
tion between preceding amount of REM sleep 
and subsequent initial levels of OFF periods.

Ongoing Global Behavioral State and OFF 
Periods

On average, waking EEG in rodents is char-
acterized by a relatively low spectral power 
in the slow wave range and a distinct peak at 

“high” theta (6-9 Hz) frequency38,39 (Figure 5A). 
Because the most pronounced effect in terms 
of neuronal fi ring rates and OFF periods in rats 
was present in the fi rst ~5 min, we next investi-
gated whether there was any systematic differ-
ence between the LFP power spectra in the fi rst 
5 min after awakening and the remaining part 
of the waking episode. Computing the corre-
sponding LFP spectra revealed an ~30% lower 
theta frequency power (6-9 Hz) within the fi rst 
5 min after awakening, as compared to the 

average level (Figure 5B). We hypothesized that different wake 
quality initially during the waking episode may be associated 
with the changes in cortical neuronal activity. To address this 
possibility, we subdivided all epochs during the fi rst 5 min after 
awakening and during the remaining part of the waking episode 
into fi ve 20% percentiles, corresponding to progressively 
increasing levels of theta activity in the LFP signal (Figure 5C). 
As a next step, we computed the incidence of the OFF periods 
for the corresponding epochs. The factor “theta percentile” in 
ANOVA was signifi cant for the fi rst 5 min (F(4,35) = 4.1, P = 0.008), 
and reached a tendency for the remaining part of the episode 
(F(4,35) = 2.5, P = 0.06). The correlation was negative: low values 
of theta activity were associated with higher incidence of OFF 
periods, and vice versa. However, irrespective of the level of 
theta activity, the incidence of OFF periods was invariably 
higher during the fi rst 5 min after awakening (P < 0.05 for each 
of fi ve percentiles, paired t-test). In other words, even during 
epochs with high theta power, presumably corresponding to 
active locomotion and exploratory behavior,36,40 the number of 
OFF periods in the fi rst 5 min after awakening was higher than 
the intraepisodic level.

Next, we addressed whether there was an association between 
SWA (0.5-4 Hz) in the waking LFP signal (Figure 5D) and the 
incidence of OFF periods. This analysis revealed that these two 
variables were unrelated during the fi rst 5 min after awakening 
(factor “percentile,” ANOVA, F(4,35) = 0.4, P = 0.79), whereas 
a signifi cant positive association between the number of OFF 
periods and spectral power in the SWA range was found for the 

Figure 3—(A) A representative example of the time course of the incidence of brief periods of 
generalized neuronal silence (OFF periods) during the fi rst 15 min after spontaneous awakening 
in one individual animal (left: rat, right: mouse). The bars represent the number of OFF periods 
per consecutive 1-sec bins. (B) Mean values of the incidence of OFF periods during the fi rst 
15 min after awakening (left: rats, 68 episodes; right: mice, 60 episodes). The values are fi rst 
averaged between individual episodes within an animal prior to computing the mean values 
(± standard error of the mean [SEM]) between individual animals.
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remaining part of the waking episode (F(4,35) = 3.1, P < 0.05), i.e., 
higher values of SWA corresponded to higher number of OFF 
periods. Thus, although the incidence of OFF periods overall 
declines later in the course of waking episode (Figure 3), those 
individual epochs, characterized by higher SWA are still likely 
to show more frequent OFF periods (Figure 5D). However, 
irrespective of the levels of SWA, the incidence of OFF periods 
was still significantly (P < 0.05) higher during the first 5 min, as 
compared to SWA-matched epochs during the remaining part 
of the waking episode, with an exception of the epochs where 
SWA was the highest (top percentile, P = 0.16). Because SWA 
(0.5-4 Hz) and “high” theta (6-9 Hz) frequency bands showed 
an opposite relationship with the incidence of OFF periods, we 
performed similar analyses for the LFP power in the “interme-
diate” 4-6 Hz frequency band. It was found that, unlike “high” 
theta-activity (6-9 Hz), “slow” theta-activity showed a positive 
association with OFF periods, although it did not reach statis-
tical significance in the first 5 min, although it was significant 
for the remaining part of the waking episode (P = 0.01).

Finally, to investigate whether the observed changes in OFF 
periods are accounted for by the levels of locomotor activity, 
we investigated EMG variance across sleep-wake transitions. 
As expected, the EMG values abruptly increased several fold 
immediately after the awakening as compared to preceding 
sleep levels (Figure 5E). However, we noticed that during the 

first several min after awakening, the EMG levels were some-
what lower as compared to the remaining part of the waking 
episode. To address whether the initially higher incidence of 
OFF periods may simply reflect a quiet awake state, we applied 
an EMG-matching procedure. This was performed by finding 
the closest match in terms of the EMG value between each of the 
4-sec epochs within the first 5 min after awakening and during 
the main part of the waking episode (5-30 min after awakening). 
In other words, for each low or high EMG epoch during the first 
5 min there was a low or high EMG epoch, respectively, found 
later in the episode, such that the resulting average EMG levels 
were identical between the conditions. This analysis revealed 
that the incidence of OFF periods was still significantly higher 
during the first 5 min after awakening as compared to the values 
later in the waking episode, even if there was no difference in 
the corresponding EMG activity (Figure 5F).

DISCUSSION
In this study, we investigated the firing activity and popula-

tion spiking patterns of neurons in the neocortex of rats and 
mice at the onset of spontaneous waking episodes. We found an 
overall lower firing rate of individual neurons and an increased 
number of silent periods (OFF periods) in the recorded popu-
lation initially upon arousal, both of which gradually reached 
average waking levels within the next 5-10 minutes. Importantly, 

Figure 4—(A) Representative transitions from sleep to waking (local field potential [LFP], electromyography [EMG], hypnogram) depicting a typical example 
of a case when sleep prior to awakening consisted mostly of nonrapid eye movement (NREM) state (top) or enriched in rapid eye movement (REM) sleep 
(bottom). The examples are taken from one representative rat. (B) Mean values (± standard error of the mean [SEM]) of the incidence of brief periods of 
generalized neuronal silence (OFF periods) during the first 15 min after awakening shown separately for waking episodes following sleep with high and low 
proportion of REM sleep in the preceding 30 min (top and bottom 20%; 15 and 14 episodes, respectively, contribute to this analysis). The values above 
the curves depict 3-min bins, where P-values (two-tailed paired t-test) were below 0.1. (C) Mean values of the incidence of OFF periods during the first 15 
min after awakening shown separately for waking episodes following sleep with high and low proportion of REM sleep in the preceding 10 min (top and 
bottom 20%; 13 and 12 episodes, respectively, contribute to this analysis). The value above the curves depict 3-min bin, where the difference was significant 
(two-tailed paired t-test). (D) The amount of REM sleep (mean values ± SEM) in the last 3 min and 30 min before awakening, shown separately for waking 
episodes characterized by high initial levels of OFF periods (top 50%) and low levels of OFF periods (bottom 50%). (E) The amount of REM sleep (mean 
values ± SEM) in the last 3 min and 10 min before awakening, shown separately for the waking episodes characterized by high initial levels of OFF periods 
(top 50%) and low levels of OFF periods (bottom 50%).
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these effects were consistent between rats and mice, suggesting 
that these fi ndings are valid for at least two rodent species.

Although the global population fi ring of cortical neurons was 
initially decreased, the individual cells were highly variable in 
their relative fi ring activity at the beginning of the wake episode. 
Specifi cally, a distinct population of slow-spiking neurons was 
found that was virtually silent in the fi rst few min of waking. We 
hypothesize that this unusual fi ring phenotype may be unique 
to the fi rst moments following an awakening. There are several 
possible reasons why this subset of neurons may be initially 
inactive upon waking, including differences in neuromodula-
tory signaling, increased inhibitory tone, or general depotentia-
tion of synaptic strength during sleep. Waking from both REM 
and NREM sleep is associated with a surge of monoaminergic 
input onto the neocortex, particularly arising from noradren-
ergic neurons of the locus coeruleus.41,42 In contrast, cholin-
ergic signaling is higher during both waking and REM sleep 
than in NREM sleep, as measured by in vivo microdialysis 
in the neocortex and hippocampus or by electrophysiological 
recordings from histologically identifi ed cholinergic neurons 
in the basal forebrain.43-46 Because specifi c subtypes of cortical 
interneurons are differentially affected by noradrenaline and 
acetylcholine,47,48 it cannot be excluded that an increase in 
noradrenergic signaling during arousal could initiate a transient 
disruption in inhibitory/excitatory balance in favor of inhibition 
and thereby reduce fi ring of some excitatory cell populations. 

Such an inhibitory “reset” may be particularly important for 
quenching dream-related activity, thereby preventing hypno-
pompic hallucinations or other maladaptive hybrid behav-
ioral states. Of course, from an evolutionary standpoint, a fast 
regaining of full-fl edged awake state would be more adaptive. 
However, slow gradual arousal could have been favored given 
the neuroanatomical and neurochemical complexity of brain 
circuitry, especially in mammals with bigger brains.

The main fi nding of this study was that the altered patterns 
of activity at the single neuron level initially after awakening 
resulted in a higher incidence of population OFF periods. It was 
shown previously that such brief cessations of network activity 
are typical of NREM sleep13,49 or of waking after sleep depri-
vation.21 The novel fi nding that OFF periods are also frequent 
immediately upon awakening suggests an intriguing possibility 
that the changes in local network activities may diverge from 
global activity patterns during transitions between behavioral 
states. One possible explanation of this phenomenon is that 
the increase in OFF periods is simply a carryover of NREM-
like activity into wake. However, if this were the case, OFF 
period incidence should be higher after NREM sleep and asso-
ciated with increased SWA, whereas our fi ndings revealed the 
opposite on both counts. Notably, the increased “leakage” of 
sleeplike activity after REM sleep awakenings we observed 
is also consistent with a recent human study that showed that, 
in the left anterior derivations, NREM sleep awakenings were 

Figure 5—(A) 24-h local fi eld potential (LFP) power spectra in waking, nonrapid eye movement (NREM) sleep, and rapid eye movement (REM) sleep in rats. 
Mean values (± standard error of the mean [SEM]). (B) Relative LFP spectrum (mean values ± SEM) during the fi rst 5 min after arousal as % of average 
24-h spectrum during waking (100%). Triangles below the curve depict those frequency bins in which electroencephalographic power during the fi rst 5 min 
after awakening was signifi cantly lower that the average 24-h power. (C) The relationship between theta-activity (6-9 Hz) and the incidence of brief periods 
of generalized neuronal silence (OFF periods), shown separately for the fi rst 5 min after awakening and the remaining waking epochs. Mean values (± SEM) 
are plotted as a function of LFP theta power subdivided into fi ve 20% percentiles from lowest to highest values. (D) The same as (C) for slow wave activity 
(SWA, 0.5-4 Hz). (E) The time course of electromyographic (EMG) variance during the last 15 min before a consolidated waking episode and the fi rst 15 min 
after awakening. Mean values (± SEM, n = 8 rats). (F) Mean values of the incidence of OFF periods for epochs during the fi rst 5 min after awakening and the 
remaining part of the episode, matched by the corresponding EMG values (bottom).
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associated with a prevalence of high-frequency EEG power as 
compared to REM sleep awakenings.50

Although no behavioral task has been implemented in the 
current study, and only undisturbed spontaneous waking 
episodes have been investigated, it is possible that the increased 
incidence of OFF periods immediately after awakening could 
also be associated with cognitive deficits typical for sleep 
inertia reported in humans.51 Numerous studies suggest that the 
brain state is the major determinant of how the brain receives 
and processes incoming information.14,52-55 For example, visual 
neurons in mice respond to a stimulus more strongly when mice 
run, as compared to when they are awake but immobile.56 One 
possibility is that the generalized low level of cortical neuronal 
activity, observed in early waking, is the key factor contributing 
to cognitive deficits. Yet another possibility is that the occur-
rence of OFF periods within specific cortical networks plays the 
major role. For example, it has been shown that the incidence 
of OFF periods in the frontal motor cortex in rats after sleep 
deprivation is associated with an impairment in a sugar pellet 
reaching task.21 We have also shown recently that the occur-
rence of OFF periods in awake rats resulted in a stronger and 
more synchronized response of cortical neurons after transcal-
losal electrical microstimulation.14 Thus, the occurrence of OFF 
periods immediately after awakening may affect fidelity of the 
representation and integration of sensory inputs, resulting in 
an overall performance decline. Our results therefore have 
an important methodological implication for studies in which 
the effects of preceding history are under scrutiny, as they can 
confound with state-dependent effects if the dynamics of sleep 
inertia are not taken into account.57

The relationship, or lack thereof, between features of the 
ongoing behavioral state and the incidence of OFF periods 
shed light on potential mechanisms and consequences of sleep 
inertia. First, LFP high theta activity, which is characteristic 
of active waking with exploratory behavior in rodents,21,36,40,58 
was negatively associated with the incidence of OFF periods 
both initially during the waking episode, and throughout the 
rest of the wake period. However, even when theta activity 
was high, OFF periods after awakening were still above the 
average intraepisodic levels. It is possible that theta activity 
propagating from the hippocampus to the neocortex59 may be 
unable to entrain cortical neurons efficiently if they are under-
going OFF periods. Given the implication of theta activity in 
behavior, learning, and synaptic plasticity,60-65 it is possible 
that a disruption of the link between the cortex and the hippo-
campus may underlie some of the cognitive deficits typical for 
sleep inertia. In contrast, slow theta activity (4-6 Hz) showed 
moderate positive association with the occurrence of OFF 
periods, although only in the latter part of the waking episode. 
Like SWA, low theta activity, which we speculate may be of 
cortical origin, has been shown both in humans and in rodents 
to be history- or experience-dependent, rather than merely 
state-dependent.21,36,40,58,66-68 Consistently, the increase in OFF 
periods was not associated with an increase in SWA in the first 
min after awakening, but a strong positive association between 
SWA and OFF periods emerged in the latter part of the episode.

Recent human studies showed an increase of low-frequency 
EEG power (1-9 Hz) initially after awakening,28,50 which was 
not the case in our study (Figure 5B). However, the recordings in 

humans were performed in a presumably identical quiet immo-
bile state, which was not possible to obtain in freely moving 
animals. Another possible explanation for this discrepancy is 
that the recording technique we used is very sensitive to local 
changes in cortical activity within relatively small neuronal 
populations, which could often uncouple from the global state. 
Because scalp EEG recordings in humans highlight relatively 
global dynamics, caution is warranted in direct comparison of 
animal studies and human studies as well as low-frequency and 
high-frequency theta activity.

It is possible that OFF periods are mostly local at the begin-
ning of the wake episode, and then become more global as 
waking progresses, resulting in the changes in a global brain 
state as reflected at the LFP level, in slow theta and slow waves. 
In other words, OFF periods may be qualitatively (or function-
ally) different in the first min after arousal and later during the 
wake episode, as sleep pressure increases. In the first case, they 
may be related to local and global neuromodulation,53,69 whereas 
later on, wake-dependent factors such as plastic changes70 or 
a need for cellular restoration15,71,72 could be the main driving 
force behind their occurrence.

Future studies can extend and strengthen the results reported 
here by recording more than one cortical location, which could 
potentially reveal regional differences in the dynamics of cortical 
activity immediately upon arousal, as has been done previously 
in humans using scalp EEG.50 Specifically, a hypothesis can be 
tested that average waking levels of cortical activity in primary 
sensory areas is re-established faster as compared to associative 
or motor regions. In addition, more detailed analysis of specific 
neuronal firing phenotypes or involvement of specific cortical 
layers is necessary to investigate the neurophysiologic under-
pinnings of specific changes in the network dynamics upon 
arousal. In the current study, spontaneous awakenings were 
investigated in baseline undisturbed conditions. An intriguing 
possibility remains that enforced awakening, e.g., by sensory 
stimulation73 or remote activation of arousal-promoting circuits 
using optogenetic tools,74-76 would lead to different results, such 
as a faster global arousal, as compared to spontaneous awaken-
ings. Moreover, we did not investigate whether altered neural 
activity upon waking affected performance on a behavioral task, 
because engagement in a task immediately after arousal would 
have likely interfered with the spontaneous dynamics of the 
neuronal activity that we sought to characterize. Because sleep 
inertia in humans is traditionally defined based on behavior and 
subjective and objective measures of cognitive function, it will 
be important for future studies to determine whether altered 
neural activity interferes with behavior in the first minutes after 
awakening in rodents. Also, further studies should be performed 
following sleep deprivation to test the effects of physiologically 
increased sleep pressure, and in constant lighting conditions, to 
address the role of circadian factor, as homeostatic and circa-
dian processes are both known to modulate the overall archi-
tecture and quality of vigilance states. Interestingly, we found 
in mice that the effects of REM sleep on a subsequent number 
of OFF periods were more pronounced during the dark period 
as compared to the light period. This intriguing observation 
suggests that not only immediate preceding state, but also sleep 
pressure, time of day, or lighting conditions affect the awake 
state quality upon arousal. However, caution is warranted in 
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directly comparing the results obtained in polyphasic rodent 
species with humans, in which sleep is largely monophasic. 
Further carefully designed studies are necessary to address 
these limitations.

In summary, although there is substantial literature on electro-
physiological, metabolic, or cognitive correlates of sleep inertia 
in humans, until now no animal studies have been performed 
addressing these topics. Our results showed for the first time, 
using continuous neuronal recordings from the cortex in mice 
and rats, that upon spontaneous arousal most neurons discharge 
initially at a slower rate, and it takes several minutes before 
neurons resume the levels of activity typical for waking. We 
speculate that an intrusion of sleeplike patterns of brain activity 
into early waking may account for some of the objectively 
measured behavioral manifestations of sleep inertia, as well as 
for the subjective feeling of “not being fully awake”, which is 
typical immediately after awakening. Additional insights can 
be provided by testing the behavioral consequences of these 
activity patterns in rodents and also by analyzing intracerebral 
recordings in human patients with drug-resistant epilepsy.
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SUPPLEMENTAL MATERIAL

Figure S1—(A) 3-D Representation of the Gaussian kernel. The same window size (18 ms) and mean and standard deviation of Gaussian kernel are used 
throughout the study. (B) Raw spike trains from 14 neurons of a sample 100 ms recording in rats. (Sampling frequency = 500 Hz) (C) 3-D representation of 
deconvolved mean fi ring rates obtained using Gaussian kernel convolution method. Deconvolved mean fi ring rate preserves the original fi ring properties, 
and is subsequently used as the weighting matrix for normalizing the individual neuronal fi ring rates. (D) Summed population fi ring rates of normalized fi ring 
activity is shown in blue. OFF periods are detected by thresholding at 5% of maximum fi ring rates, shown in red. The detected OFF periods are then post-
processed to meet the duration criteria.
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Figure S2—The distribution of instantaneous population fi ring rate (14 neurons) during a representative waking episode (50 min) before and after transforming 
the original data using Gaussian convolution method. (A) Mean population fi ring rates per 2ms time windows for the original data set plotted against 
transformed data (Kendall’s rank correlation test, tau2ms = 0.2544, p2ms = 0; Pearson’s correlation test, rho2ms = 0.2929, p2ms = 0). (B) Mean population 
fi ring rates per 20 ms time windows (tau20ms = 0.6870, p20ms = 0; rho20ms = 0.8196, p20ms = 0). (C,D) Mean population fi ring rates plotted for transformed 
data as a function of original values for 100 ms and 500 ms time windows respectively (tau100ms = 0.7526, p100ms = 0; rho100ms = 0.9033, p100ms = 0; 
tau500ms = 0.7996, p500ms = 0; rho500ms = 0.9388, p500ms = 0).


