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1. INTRODUCTION

Many biologically important proteins lack stable tertiary and/or secondary structure under

physiological conditions in vitro as a whole or in part.1–5 These intrinsically disordered

proteins (IDPs), or intrinsically disordered protein regions (IDPRs) of hybrid proteins

possessing both structured and disordered domains, do not have unique well-defined 3D

structures, existing instead as collapsed or extended dynamically mobile conformational

ensembles. Therefore, natural proteins can be found in one of three major protein forms:

functional and folded, nonfunctional and misfolded, or functional and intrinsically

disordered. Although IDPs and IDPRs are highly dynamic, their structures can be described

reasonably well by a rather limited number of lower-energy conformations.6,7 The structural

plasticity and conformational adaptability of IDPs/IDPRs and their intrinsic lack of rigid
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structure leads to a number of exceptional functional advantages, providing them with

unique capabilities to act in functional modes not achievable by ordered proteins.5 As a

result, intrinsic disorder is a common feature of proteins involved in signaling, regulation,

and recognition, and IDPs/IDPRs play diverse roles in modulation and control of their

binding partners’ functions and in promoting the assembly of supramolecular complexes.

The biological actions of IDPs/IDPRs, which frequently serve as major regulators of their

binding partners, are controlled by extensive posttranslational modifications (PTMs), such

as phosphorylation, acetylation, ubiquitination, and sumoylation,5 and by alternative

splicing.8 In fact, many IDPs/IDPRs are known to contain multiple functional elements that

contribute to their ability to be involved in interaction with, regulation of, and control by

multiple structurally unrelated partners.9 Given the existence of multiple functions in a

single disordered protein, and given that each functional element is typically relatively short,

alternative splicing could readily generate sets of protein isoforms with highly diverse

regulatory elements.8 The complexity of the disorder-based interactomes is further increased

by the capacity of a single IDPR to bind to multiple partners, gaining very different

structures in the bound state.10

IDPs can form highly stable complexes or be involved in signaling interactions where they

undergo constant “bound–unbound” transitions, thus acting as dynamic and sensitive “on–

off” switches. The ability of these proteins to return to highly flexible conformations after

the completion of a particular function, and their predisposition to adopt different

conformations depending on their environment, are unique physiological properties of IDPs

that allow them to exert different functions in different cellular contexts according to a

specific conformational state.5

Although the field of protein disorder has started from careful analysis of a very limited

number of biologically active proteins without unique structures (which, for a long time,

were taken as rare exceptions from the general “one sequence–one unique structure–one

unique function” paradigm),1–4 applications of various disorder predictors to different

proteomes revealed that IDPs are highly abundant in nature,11–16 and the overall amount of

disorder in proteins increases from bacteria to archaea to eukaryota, with over half of all

eukaryotic proteins predicted to contain extended IDPRs.11,12,15–17 One explanation for this

trend is a change in the cellular requirements for certain protein functions, particularly

cellular signaling. In support of this hypothesis, an analysis of a eukaryotic signal protein

database indicated that the majority of known signal transduction proteins were predicted to

contain significant regions of disorder.18

A detailed study focused on the intricate mechanisms of IDP regulation inside the cell was

recently conducted by Gsponer et al.19 These authors grouped all the Saccharomyces

cerevisiae proteins into three classes according to their predicted disorder propensities and

evaluated the correlations between intrinsic disorder and the various regulation steps of

protein synthesis and degradation.19 Although the transcriptional rates of mRNAs encoding

IDPs and ordered proteins were comparable, IDP-encoding transcripts were generally less

abundant than transcripts encoding ordered proteins because of increased decay rates of IDP

mRNAs.19 Also, IDPs were found to be less abundant than ordered proteins because of

lower rates of protein synthesis and shorter protein half-lives.19 Curiously, IDPs were shown
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to be substrates of twice as many kinases as ordered proteins. Furthermore, the vast majority

of kinases whose substrates were IDPs were either regulated in a cell-cycle-dependent

manner or activated upon exposure to specific stimuli or stress.19 Similar regulation trends

were also found in proteomes of Schizosaccharomyces pombe and Homo sapiens,19

suggesting that both unicellular and multicellular organisms use evolutionarily conserved

mechanisms to regulate the availability of their IDPs. This tight regulation is directly related

to the major roles of IDPs/IDPRs in signaling, where it is crucial for a given protein to be

available in appropriate amounts and not to be present longer than needed.19 It was also

pointed out5 that although the abundance of many IDPs may be closely regulated, some

disordered proteins could be present in cells in large amounts or/and for long periods of

time, either due to specific PTMs or via interactions with other factors. These events could

promote changes in cellular localization of IDPs or protect them from degradation.3,20–23

Taken together, these data highlight that the chaos seemingly associated with highly flexible

and promiscuous IDPs/IDPRs is under tight control.24

2. ENRICHMENT OF INTRINSICALLY DISORDERED PROTEINS IN HUMAN

DISEASES: UNCONTROLLED CHAOS OR DISORDER IN DISORDERS

CONCEPT

Although IDPs and IDPRs are normally under very tight control, rigorous investigation of

IDP functions and dysfunctions conducted over the past decade has led to the recognition

that they are prevalent among disease-related proteins, and numerous cases are known in

which the malfunction of a protein is associated with the development of particular

pathological conditions. In fact, a broad range of human diseases is linked to the failure of a

specific peptide or protein to adopt its functional conformational state. This leads to protein

misfolding, loss of normal function, gain of toxic function, and/or protein aggregation.25,26

Each of these diseases originates from the dysfunction of a particular protein. Some disease-

related proteins have an intrinsic propensity to form pathologic conformation(s). For other

proteins, interactions or impaired interactions with chaperones, intracellular or extracellular

matrices, other proteins, small molecules, and other endogenous factors can induce

conformational changes and increase the propensity to misfold. Often, misfolding and

dysfunction originate from point mutation(s) or result from protein exposure to internal or

external toxins. Furthermore, they can also be caused by impaired PTMs (such as

phosphorylation, advanced glycation, deamidation, racemization, etc.), an increased

probability of degradation, impaired trafficking, loss of binding partners, or oxidative

damage. All these factors can act independently, additively, or synergistically.27 The

common involvement of IDPs/IDPRs in the pathogenesis of numerous human maladies

(disorders) gave rise to the “disorder in disorders” or D2 concept,28 according to which these

proteins are abundantly involved in the development of various diseases because of their

unique structural and functional properties. Such diseases, therefore, may originate from the

misidentification, misregulation, misfolding, and missignaling of causative IDPs/

IDPRs.25–31

We were among the first to point to the involvement of IDPs in human diseases.32 Applying

the predictor of protein disordered regions, PONDR VL-XT, to a data set of cancer-
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associated proteins, we observed a significant enrichment of proteins with IDPRs among

these proteins compared to other eukaryotic proteins. Examples of cancer proteins with

experimentally confirmed IDPRs include p53,33 BRCA1,34 EWS,35 HPV proteins,36 and

PTEN37 among others. Recently, a comprehensive computational analysis revealed that a

majority of cancer/testis antigens (CTAs), members of an interesting group of heterogeneous

proteins that are typically expressed in the testis but aberrantly expressed in several types of

cancer, are IDPs.38 Some of these CTAs can bind DNA and affect cell growth in a dosage-

dependent manner, whereas other CTAs serve as hubs in protein regulatory networks.38

Following these initial observations, the involvement of IDPs in other human diseases has

been intensively investigated. The most notable diseases that involve IDPs are human

neurodegenerative diseases. For example, Parkinson’s disease, dementia with Lewy bodies,

Alzheimer’s disease (AD), and Down’s syndrome are all characterized by the accumulation

of aggregates of the α-synuclein protein that serves as a classical example of an IDP. The

disorder of α-synuclein has been experimentally validated by a variety of biochemical and

biophysical methods confirming that α-synuclein can adopt a variety of different

conformations, starting from random coil and ending with a more compact molten globular

state, or even with poly(L-proline) II-like conformations, depending on the cellular

environment.39 Other IDPs implicated in neurodegenerative diseases include amyloid β and

τ proteins (AD), prions (Creutzfeldt–Jakob disease, scrapie, bovine spongiform

encephalopathy), and ataxin (spinocerebellar ataxia).31

Besides cancer and neurodegenerative diseases, IDPs have also been implicated in

cardiovascular diseases (hirudin and thrombin);40 type II diabetes (amylin);28 acquired

immunodeficiency syndrome, AIDS [hyman immunodeficiency virus (HIV) Rev protein];41

and cystic fibrosis (cystic fibrosis transmembrane conductance regulator, CFTR).42

However, when the entire network of human diseases43 was analyzed in terms of its disorder

content, it was observed that there is a wide variability of predicted disorder among different

diseases,29 possibly due to variability of the disease candidate proteins selected for analysis.

Whole-exome and whole-genome sequencing is beginning to provide candidate genes for

many complex human diseases. Refinement of the candidate gene lists in the future may

open new opportunities for followup analysis of the human unfoldome.

2.1. Computational Approaches for Estimating IDP Abundance in different Diseases

The intensive involvement of IDPs in pathogenesis of human diseases has been investigated

in computational/bioinformatics studies specifically designed to estimate the abundance of

IDPs in various pathological conditions. The first computational approach is based on

assembly of specific data sets of proteins associated with a given disease and computational

analysis of these data sets by use of a number of disorder predictors.31,32,36,40,44,45 This

approach represents an extension of the analysis of individual proteins to a set of

independent proteins. Such analysis revealed that 79% of cancer-associated and 66% of cell-

signaling proteins contain predicted regions of disorder of 30 residues or longer.32 Similar

analyses revealed that the percentage of proteins with 30 or more consecutive disordered

residues was 61% for proteins associated with cardiovascular disease (CVD).40 Many CVD-

related proteins were predicted to be entirely disordered, with 101 proteins from the CVD
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data set predicted to have a total of almost 200 specific disorder-based binding motifs (thus

about 2 binding sites per protein).40 Finally, data set analysis revealed that in addition to

being abundant in cancer- and CVD-related proteins, intrinsic disorder is commonly found

in maladies such as neurodegenerative diseases and diabetes.25,28

In a second approach, the abundance of intrinsic disorder was analyzed in the human

diseasome,29 which is a complex network that systematically links the human disease

phenome with the human disease genome.43 These analyses showed that many human

genetic diseases are caused by alterations of IDPs, that different disease classes vary in the

disorder contents of their associated proteins, and that many IDPs involved in some diseases

are enriched in disorder-based protein interaction sites.29

Finally, a third approach is based on evaluation of the association between a particular

protein function (including disease-specific functional keywords) and the level of intrinsic

disorder in a set of proteins known to carry out this function.46,47 This analysis revealed that

many diseases are strongly correlated with proteins predicted to be disordered.22,46,47

Contrary to this, no disease-associated proteins were found to be strongly correlated with

absence of disorder.22

3. REGULATION OF INTRINSICALLY DISORDERED PROTEINS AND

DISEASE

Physiological protein function and the ability to be converted from a normal protein to a

pathological form depend on multiple factors that can be grouped into two major classes,

genetic and nongenetic. Genetic factors include pathological mutations (see section 4),

aberrant splicing, chromosomal translocation, alternative transcription, and altered

alternative splicing. Nongenetic factors are related to the peculiarities and levels of protein

expression, protein availability, regulation, interaction patterns, cleavage propensity, and

PTMs. Some illustrative examples of these transforming factors leading to the appearance of

pathological proteins are given below.

3.1. Genetic Factors: Chromosomal Translocation

One of the most radical and obvious ways to generate a pathological protein is chromosomal

translocation, which generates chimeric proteins by fusing segments of tw otherwise

separated genes. Several forms of cancer, such as acute myelogenous leukemia (AML),

acute lymphoblastic leukemia (ALL), chronic myelogenous leukemia (CML), and Ewing’s

sarcoma (EWS), are caused by chromosomal translocation. Computational analysis of the

406 translocation-related human proteins revealed that these oncoproteins are significantly

enriched in intrinsic disorder, with the translocation breakpoints being mostly located

outside the functional domains.48 Furthermore, the vicinities of the breakpoint were shown

to be even more disordered than the rest of these already highly disordered fusion proteins.

These observations suggest that high levels of intrinsic disorder represent an important

factor that helps fusion proteins to escape detection by cellular surveillance mechanisms that

eliminate misfolded proteins and to live long enough to manifest their altered function(s).48

The authors found that these translocation-generated fusions enable long-range structural
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communication of remote binding and/or catalytic domains in the chimeric proteins and

thereby define the acquired oncogenic functions. One of the illustrative examples of such

acquired oncogenicity is the acquired intramolecular phosphorylation of the Bcr–Abl fusion

protein related to CML and ALL. Here, chromosomal translocation results in fusion of a

Tyr-kinase phosphorylation motif in Bcr with the Tyr-kinase domain within Abl, with

disorder of the intervening region enabling intramolecular phosphorylation.48 Another

mechanism is related to fusion of a dimerization/oligomerization domain with the kinase

domain, generating an oligomeric hybrid protein. Subunits within such an oligomer are

engaged in multiple mutual intermolecular phosphorylation reactions that promote

autoactivation and generate novel binding sites for signaling proteins. Examples of this

mechanism include TFG–ALK (TRK-fused gene–anaplastic lymphoma kinase fusion)

related to anaplastic large-cell lymphomas,49 constitutively activated TEL–Jak2 fusion (ETS

translocation variant 6–Janus tyrosine kinase 2 fusion) with kinase activity in human

leukemia,50 and NPM–ALK (nucleolar phosphoprotein nucleophosmin–anaplastic

lymphoma kinase fusion), the chimeric protein that is created by translocation in non-

Hodgkin’s lymphoma and that requires the activation of its ALK kinase function as a result

of oligomerization mediated by the NPM segment.51 Finally, chromosomal translocation can

affect transcription factors, as illustrated by the EWS-ATF or EWS-Fli1 hybrids, where the

DNA-binding element of transcription factors ATF1 or Fli1 is fused to the disordered

transactivation domain of the EWS oncogene to generate an aberrant transcription factor

related to Ewing sarcoma.35

3.2. Genetic Factors: Aberrant RNA Splicing

3.2.1. Intrinsic Disorder and Alternative Splicing—Alternative splicing of pre-

mRNAs, which generates two or more protein isoforms from a single gene, is believed to be

responsible for tissue specificity of many of the abundant proteins. Estimates indicate that

between 35% and 60% of human genes yield protein isoforms by means of alternatively

spliced mRNA.52 Recently, it has been established that regions of alternative splicing are

enriched in intrinsic disorder.8 The finding that alternatively spliced regions of mRNA

encode IDPRs with greater frequency than structured regions suggests a link between

alternative splicing and signaling by IDPRs. This connection constitutes a plausible

mechanism that could underlie and support cell differentiation, which ultimately gave rise to

the multicellular eukaryotic organisms.8 Furthermore, associating alternative splicing with

protein disorder enables time- and tissue-specific modulations of protein functions. Since

disorder is frequently utilized in protein binding regions, having alternative splicing of pre-

mRNA coupled to regions of protein disorder can lead to tissue-specific signaling and

regulatory diversity.8,53 In agreement with this hypothesis, recent bioinformatics analysis

clearly showed that tissue-specific splicing of disordered segments with embedded binding

motifs is responsible for rewiring of protein interaction networks and signaling

pathways.54,55

3.2.2. Altered Alternative Splicing and Diseases—Although the flexibility of

alternative splicing constitutes an evolutionary advantage for higher eukaryotes, it also

represents a risk. In fact, strong evidence indicates that defective regulation of alternative

splicing correlates with onset and progression of human cancers.56–59 Alterations in
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alternative splicing might generate multiple mRNA variants from a single oncogene, thus

producing protein isoforms with different or even opposing functions and thereby

contributing to the heterogeneity of various cancers, such as prostate cancer60 or AML.61

The phenomenon of cancer-associated (or cancer-promoting) aberrant splicing is

widespread. For example, ~29% of genome-wide expressed genes were shown to be

differentially and recurrently spliced in AML patients compared to healthy individuals.61

Among these differentially spliced genes were genes encoding several oncogenes, tumor

suppressor proteins, splicing factors, heterogeneous nuclear ribonucleoproteins, and proteins

involved in apoptosis, cell proliferation, and spliceosome assembly.61 Among these targets

of aberrant splicing in AML, there are many proteins with known enrichment in intrinsic

disorder, such as proteins related to apoptosis62 as well as proteins involved in spliceosome

assembly.63,64 Some of the crucial proteins affected by alternative splicing in prostate

cancer (e.g., androgen receptor, zinc finger transcription factor Krüppel-like factor 6, Bcl-x,

and cyclin D1)60 are known to contain IDPRs.62,65

Finally, a case of extensive alternative splicing of the TMPRSS2–ERG gene fusion

represents an important illustration of the combined effects of chromosomal trans-locations

and alternative splicing.60,66 Here, a member of the ETS transcription factor family, ERG,

that is typically expressed at very low levels in benign prostate epithelial cells is fused with

the androgen-responsive TMPRSS2 gene to generate a prostate cancer oncogene. The

resulting TMPRSS2–ERG hybrid causes abnormally high expression levels of the

transcription factor in neoplastic cells. Furthermore, this fusion-derived gene was shown to

undergo alternative splicing and generated multiple mRNA variants encoding both full-

length ERG proteins and isoforms lacking the ETS domain. Notably, an increase in the

abundance of transcripts encoding full-length ERG was shown to correlate with less

favorable outcomes in prostate cancer patients.66

Numerous studies confirmed the existence of specific differences in alternative splicing

profiles between normal and cancer tissues.67 Cancers are not the only set of diseases

affected/promoted/caused by altered alternative splicing. For example, in an autosomal

dominant neurodegenerative disease called frontotemporal dementia and parkinsonism

linked to chromosome 17 (FTDP-17), patients possess a 2-fold increase in the 4R:3R ratio of

τ isoforms [i.e., isoforms containing four (4R) or three (3R) microtubule binding domains,

respectively] leading to enhanced aggregation causing the disease.68 In spinal muscular

atrophy (SMA), constitutive alternative splicing of the survival of motor neuron gene (SMN)

generates the SMNΔ7 isoform lacking the region encoded by exon 7. SMNΔ7 displays

decreased self-oligomerization and is unable to participate in the assembly of small nuclear

ribonucleic particles (snRNPs), thereby affecting the biogenesis and localization of

spliceosomal snRNPs in the cell and dramatically reducing the ability of cells to produce

functional mRNAs.68

3.3. Nongenetic Factors Generating Protein Pathogenicity

3.3.1. Altered Expression of IDPs and Disease—As was already pointed out, cells

have evolved multiple complex mechanisms during transcription and translation to regulate

the availability of IDPs.19 Since IDPs are important players in various signaling and
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regulatory networks, their tightly controlled availability represents a very important factor

for the normal functioning of a healthy cell. It was also proposed that this tight control of the

availability of IDPs might provide fidelity in signaling, regulation, and recognition by

minimizing the likelihood of unwanted, nonfunctional interactions and inappropriate

sequestering of proteins into nonphysiological protein complexes.19 In agreement with this

hypothesis, a careful analysis of dosage-sensitive genes (i.e., genes that are harmful when

overexpressed) revealed that the proteins encoded by these genes are often intrinsically

disordered and that these genes are tightly regulated at both mRNA and protein levels,

suggesting that this tight control prevents a potentially deleterious increase in protein

concentration under physiological conditions.69,70

3.3.2. Abnormal Posttranslational Modifications

3.3.2.1. Abnormal PTMs and Cancer: Functions of many IDPs and IDPRs are controlled,

modulated, and regulated by various PTMs. Therefore, aberrant PTMs are commonly

associated with several human diseases. In fact, all major PTMs, such as glycosylation,

phosphorylation, acetylation, ubiquitination, methylation, and palmitylation, have been

observed to be altered in cancer, affecting key cellular pathways including signal

transduction, cell membrane receptor function, and protein–protein interactions.71 For

example, abnormal glycosylation of some glycoproteins due to deregulated

glycosyltransferases and glycosidases is known to be a common phenomenon of many

malignancies, including colorectal cancer (CRC), where elevated levels of the cell-surface

α2,6-linked sialic acids have been linked to metastatic spread and therapeutic resistance of

this cancer.72 The widespread and diverse PTMs of histones, important nuclear IDPs73 that

are crucial for regulated gene expression and for a variety of epigenetic mechanisms, are

under very tight and complex spatial and temporal control.74 This spatial and temporal

regulation of histone modifications is distorted in malignancies on both genome-wide and

discrete gene loci levels.74 For example, excessive aberrant acetylation and methylation of

specific histone residues have been found in CRC.75 Also, alterations of different PTMs at

lysine residues (such as acetylation, methylation, ubiquitination, and sumoylation) of

proteins involved in DNA repair are often associated with genomic instability, which is the

major cause of different diseases, especially cancer.76

It is important to remember that alterations in PTMs of many disease-related proteins are

typically produced by alterations of modifying enzymes. For example, aberrant

phosphorylation, acetylation, methylation, sumoylation, and ubiquitination of the androgen

receptor (AR) found in prostate cancer is caused by alterations of enzymes that modify the

AR.77 Also, histone acetyltransferases (HATs) and histone deacetylases (HDACs) are two

classes of enzymes regulating histone acetylation whose altered activity has been identified

in several cancers.78

3.3.2.2. Aberrant PTMs and Neurodegenerative Diseases: In Huntington’s disease, a

genetic neurodegenerative disorder caused by CAG expansions in the gene encoding

huntingtin protein (Htt), alterations of several histone PTMs are found, including

phosphorylation, acetylation, methylation, ubiquitination, and polyamination.79 Various

PTMs of Htt itself, such as phosphorylation, sumoylation, ubiquitination, acetylation,
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proteolytic cleavage, and palmitylation, are also significantly altered in Huntington’s

disease, resulting in changes in clinical phenotypes.80 In Alzheimer’s disease (AD), which is

a neurodegenerative disorder characterized by the progressive cognitive decline and by

accumulation of insoluble aggregates of two proteins in the brain, amyloid-β (Aβ) and the

microtubule-associated protein τ, Aβ levels and τ aggregation are impacted by altered

sumoylation.81 Aberrant phosphorylation of the microtubule-associated protein τ is known

to be associated with AD pathology and pathogenesis of other neurodegenerative disorders

called tauopathies.82 In fact, in AD, τ is abnormally hyperphosphorylated to a stoichiometry

of at least 3-fold greater than normal τ. This hyperphosphorylation is believed to be a major

driving force for pathological τ aggregation, leading to the formation of a histopathological

hallmark of the disease: paired helical filaments assembled from neurofibrillary tangles.

Abnormal hyperphosphorylation and concomitant aggregation of τ is also a characteristic

feature of several other tauopathies.83

4. PATHOLOGICAL MUTATIONS OF INTRINSICALLY DISORDERED

PROTEINS

4.1. Disease Mutations in Ordered Regions

How does a protein become a “disease protein”? In the majority of cases, a disease protein is

annotated as such because a genetic mutation(s) identified in a patient(s) with a particular

condition alters the encoded protein by either replacing its amino acid residue (i.e., missense

mutation) or producing a truncated protein (i.e., nonsense mutation) or an unnaturally

extended protein (i.e., frame-shift insertion/deletion mutation). Disease mutations can either

be inherited or arise de novo. In order for a rare mutation to be considered as causative, it

has to be observed in several patients but not in healthy control individuals. However, some

mutations are not fully penetrant and could be observed in both the patients and the controls.

In addition, some disease mutations are so rare that identifying them in several individuals

requires sequencing of large cohorts. Determining the causality of the mutation is a

challenging problem, especially for complex diseases that are often caused by rare and not

fully penetrant mutations.

Historically, the functional impact of disease-associated mutations was analyzed from a

structural perspective. Over the years, researchers have tried to address two important

questions: (1) how a disease mutation influences protein structure and function and (2) how

to distinguish a disease-causing mutation from a benign mutation or a neutral

polymorphism. Next-generation sequencing technologies are producing an ever-increasing

number of new mutations. As a result, the number of mutations implicated in diseases far

exceeds the amount of available resources to experimentally test their functional impact, and

reliance on computational methodologies is therefore unavoidable.

Various experimental and computational studies have repeatedly demonstrated that disease

mutations can influence protein stability, activity, oligomerization, folding, cellular

localization, and other structure-based properties. An excellent review describing numerous

examples of the impact of mutations on the above properties has recently been published.84

Significant progress has also been achieved in predicting the structural and functional
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impact of mutations. Many algorithms that are typically based on the information from

solved or modeled protein structures combined with data on evolutionary conservation have

been developed to predict the functional effect of mutations and to distinguish between

damaging and benign mutations.85–89 These methods vary in accuracy and, regrettably, the

results of their predictions with regard to pathogenicity correlate poorly with each other.90

This raises the question of whether additional protein properties could be used for training

the predictors to increase their accuracy. Only recently, new approaches were developed

that, in addition to structural and evolutionary data, incorporate functional protein features

such as prediction of PTMs and catalytic residues among others.91

4.2. Disease Mutations in Disordered Regions

The existence of IDPs and their prevalence in eukaryotic organisms, initially suggested more

than a decade ago,2–4,18 is now widely recognized. However, the general question of how

disease mutations occurring in the IDPRs impact protein function remains largely

unexplored. In fact, up until recently it was not known whether disease mutations could even

occur in IDPRs.92 We have investigated the prevalence of mutations in IDPRs by mapping

all disease mutations and polymorphisms from the UniProt database to predicted ordered

(OR) and disordered protein regions.93 In agreement with previous observations that disease

mutations affect protein structure, we observed significant enrichment of disease mutations

in ORs, which was not due to overall lower disorder content of the proteins containing these

mutations (Figure 1). Despite the enrichment of disease mutations in ORs, about 20% of

them (corresponding to over 3300 mutations in total) mapped to the IDPRs. Our analysis of

the global effect of IDPR disease mutations on PTM sites showed that some mutations may

cause loss or gain of PTMs.94,95 We also observed that disease-associated mutations lead to

alterations in PTM sites more frequently than polymorphisms.94 For example, loss of an

ubiquitination site due to mutation of a lysine residue could lead to stabilization of the

mutant protein and to its abnormal cellular accumulation. If such a mutation occurs in the

oncoprotein, this may lead to cancer, as has been previously observed.96 On the other hand,

loss or gain of phosphorylation sites as a result of mutations could lead to hypo- or

hyperphosphorylation, which may again lead to various diseases. Dysregulation of

phosphorylation has been previously implicated in many human diseases.97,98

Another important function of IDPRs is interaction with proteins, nucleic acids, and other

ligands. Analysis of protein–protein interaction (PPI) networks demonstrated that IDPs

frequently serve as network hubs (i.e., proteins that interact with many partners). Disorder

may provide the flexibility and malleability needed to conform to differently shaped

interfaces of a large number of binding partners. When disordered regions bind to multiple

partners, they often undergo disorder-to-order transition via so-called molecular recognition

features (MoRFs),99 and this phenomenon was observed for both homodimeric and

heterodimeric PPIs.100 It was also proposed that disorder may increase interaction surface

areas, thereby facilitating low-affinity/high-specificity binding.101 The role of disorder in

promiscuous interactions within PPI networks has recently been discussed.102 As such,

disruption of disorder by disease mutations may impair interactions with corresponding

partners. PPI network disruptions should be a frequent cause of human diseases. Examples
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of network disruption by mutations associated with some human Mendelian disorders have

recently been demonstrated.103,104

4.3. Disorder-to-Order and Order-to-Disorder Transition Mutations

As mentioned earlier, about 20% of annotated human disease mutations map to the

IDPRs.93,105 However, the molecular mechanisms by which these mutations impact IDPR

functions remain unexplored. Since IDPRs often undergo disorder-to-order (D → O)

transitions when interacting with their partners, we have hypothesized that disease mutations

may also manifest their functional impact through D → O transitions. This hypothesis was

tested by in silico mutating proteins carrying disease mutations and then comparing the

predicted disorder scores of wild-type and mutant proteins.93 Surprisingly, it has been

observed that disease mutations lead to predicted D → O transitions more frequently than

polymorphisms not associated with diseases or neutral evolutionary substitutions (Figure 2).

This suggests that transitions of disordered regions into folded states may play important

roles in the diseases. Further investigations of potential functional consequences of D → O

mutations demonstrated that MoRFs are frequently disrupted. Because MoRFs mediate

protein–protein interactions, it follows that PPIs may also be disrupted. Indeed, some

examples from the published literature confirm both the existence of D → O mutations and

their impact on protein–protein interactions. We will discuss such examples below.

Mutations of the epidermal growth factor receptor (EGFR) are associated with many types

of lung cancer.106 A recent study has demonstrated that the dimerization interface of wild-

type EGFR is intrinsically disordered, as indicated by long-time-scale molecular dynamics

simulations and also by H/D exchange measurements.107 Upon receptor dimerization, the

interface undergoes a D → O transition, which leads to receptor activation. Interestingly,

some oncogenic mutations reduce local disorder of the EGFR interface and facilitate EGFR

dimerization and its abnormal activation. For example, the L834R mutation lowers the

threshold of EGFR activation, making the mutant protein more active than the wild-type

variant. Furthermore, the authors demonstrated that the higher activity of the L834R cancer

mutant may arise primarily from higher dimerization affinity rather than from the modest

increase in its intrinsic catalytic potency. Other oncogenic mutations in EGFR also reduce

its disorder, either by rigidifying the disordered β3–αC loop or shortening it (deletion

mutation Del722–726) or, alternatively, by reducing the flexibility of the disordered P loop,

which is dynamically coupled with the β3–αC loop (G695S mutation). In addition, the

simulations demonstrate that Tyr845 phosphorylation at the activation loop suppresses

intrinsic disorder and secures the αC-in conformation, suggesting a molecular mechanism

for autonomous EGFR signaling.107 These examples are in agreement with our hypothesis

about the potential role of D → O mutations in human diseases.

Additional examples of D → O mutations implicated in disease are mutations in the tumor

suppressor protein APC.108 Mutations in the adenomatous polyposis coli (APC) tumor

suppressor strongly predispose to development of gastrointestinal tumors. Remarkably, the

large C-terminal region of APC, which spans over 2000 amino acids and includes critical

regions in downregulating β-catenin, is predicted to be natively unfolded. Recently, a

significant number of germline and somatic missense mutations in the central region of APC
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were linked to tumorigenesis in the colon as well as extraintestinal tissues. The molecular

basis by which these mutations interfere with APC function remains unresolved. The authors

mapped all known mutations to the APC structure and its IDPRs and proposed several

mechanisms by which cancer-related missense mutations in the large disordered domain of

APC may interfere with tumor suppressor activity. Among these mechanisms are alterations

of protein interaction surfaces, changes in secondary structure, disruption of PTMs, and

shifts of dynamics in conformational equilibria.108 Our predictions of the impact of APC

mutations suggest that at least two may act via transition mechanisms: R1348W causes a D

→ O transition, whereas F1197S causes an order-to-disorder (O → D) transition.

Furthermore, the latter is also predicted to introduce a potential serine phosphorylation site,

as indicated by our previously developed phosphorylation site predictor DisPhos (http://

www.dabi.temple.edu/disphos/).20 Although these mechanisms would have to be

experimentally validated, the predictions serve as the basis for generating testable

hypotheses regarding the impact of disease mutations in various proteins.

The two examples above demonstrate how cancer-associated mutations may affect IDPRs.

Mutations involved in other diseases could have a similar structural impact. One example is

a mutation implicated in Rett (RTT) syndrome (MIM: 312750). RTT is a

neurodevelopmental disorder that occurs almost exclusively in females. It is characterized

by arrested development between 6 and 18 months of age, regression of acquired skills, loss

of speech, stereotypical movements (classically of the hands), microcephaly, seizures, and

mental retardation. Mutations in the methyl-CpG-binding protein 2 (MECP2) are implicated

in the majority of RTT cases.109 Three D → O MECP2 mutations have been discussed

previously.92 An additional RTT mutation, R106W, although formally not crossing the

disorder-to-order transition threshold at the mutation site, is of interest because it

significantly decreases the disorder score of the 30-residue-long MECP2 region (Figure 3).

A recent H/D exchange study on full-length MECP2 indicated that essentially the entire

MECP2 polypeptide chain underwent H/D exchange at rates faster than could be

measured.110 Even its methyl DNA binding domain (MBD) exchanged rapidly, suggesting

high conformational flexibility. Binding of unmethylated DNA slowed down MBD H/D

exchange by several orders of magnitude. Interestingly, R106W also led to a localized

decrease of H/D exchange (Figure 3), suggesting a potential D → O transition. There are

other examples of experimentally confirmed D → O and O → D transition mutations, with

some of them being involved in disease.111,112

4.4. Whole-Exome Sequencing and Mutation Mapping to Structured and Disordered
Regions

Extended studies on various human diseases using whole-exome and whole-genome

sequencing technologies are currently ongoing. Millions of mutations are being identified in

patients and healthy control individuals. It would not be feasible to test the functional impact

of all discovered mutations experimentally. Thus, computational tools are needed to make

accurate predictions and distinguish between disease-causing and benign mutations. Many

such tools have already been developed, but the availability of larger mutational data sets

opens the doors to further improve their accuracy. For example, as was recently shown, two

of the tools, SIFT and PolyPhen, have lower accuracy when predicting the effect of
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mutations in disordered regions.93 A particularly important question in this field is not only

how mutations influence the protein itself but rather how they influence its interaction

network. Networks influenced by mutations include physical interactions between two

proteins, interactions of mutant proteins with DNA or RNA, regulatory interactions, and

interactions between different splice variants. Developing predictive methods to address

these questions is essential for a better understanding of human diseases.

5. ILLUSTRATIVE EXAMPLES OF PATHOGENIC INTRINISCALLY

DISORDERED PROTEINS

The p53 and PTEN proteins are excellent paradigms for understanding the important role of

intrinsic disorder in signaling pathways. They illustrate many key features of how intrinsic

disorder and conformational flexibility facilitate binding promiscuity of proteins at the

center of complex interaction networks, which enables the cell to process multiple signals

from different pathways and quickly respond to genotoxic stress. In the following, we will

discuss in detail the various functional and structural roles of IDPRs in these proteins and

their evolution and regulation, as well as disease-related perturbations of their interaction

networks and possible therapeutic strategies.

5.1. p53 Family of Transcription Factors and the Functional Role of Intrinsic Disorder in
Cancer Pathways

The p53 protein is a tetrameric transcription factor that plays a key role in cell cycle control.

Despite more than 70 000 publications on p53 (PubMed as of March 2014), many aspects of

its structure and function remain poorly understood. p53 is best known for its role as a tumor

suppressor and guardian of the genome,113 but besides induction of cell-cycle arrest,

apoptosis, or DNA repair, it is also involved in many other cellular processes, including

senescence and differentiation.114 Recent studies have also shown that p53 regulates

metabolic pathways, enabling cells to survive metabolic stress.115,116 p53 has two

structurally similar homologues in vertebrates, p63 and p73, which have overlapping and

distinct functions in cell cycle regulation. p63 and p73 play important roles in the control of

normal development and in maintaining the fidelity of the female germline but also

participate in tumorigenesis.117 To complicate matters further, p53 family genes are

expressed as multiple isoforms (with sometimes antagonistic functions) due to alternative

splicing, alternative promoter usage, and alternative initiation of translation.118

5.1.1. Modular Domain Organization of p53 Family Proteins—Given their

multifaceted functions, it is not surprising that p53 family proteins have a complex domain

organization.117,119 Human p53 protein is a homotetramer of 4 × 393 residues with

independently folded domains that are linked and flanked by extended disordered regions

(Figure 4). About 50% of the protein is unfolded under native conditions.120 It has an

intrinsically disordered N-terminal transactivation domain (TAD) that can be further

subdivided into two subdomains, TAD1 (residues 1–40) and TAD2 (residues 41–61),

followed by a proline-rich region (PR). The central DNA-binding domain (DBD; residues

91–292) is structured and adopts an immunoglobulin-like β-sandwich fold. Two large loops

(stabilized via coordination of a zinc ion) and a loop–sheet–helix motif form the binding
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surface for sequence-specific interaction with p53 target DNA sequences.121 Four DBDs

cooperatively bind to the p53 response elements, which consist of two palindromic half-

sites, with significant DBD–DBD contacts both between and within half-sites.122,123 A

flexible linker region connects the DBD and the tetramerization domain. Like the N-terminal

region, the C-terminal region of p53 is intrinsically disordered and features numerous PTM

sites.120,124,125

p63 and p73 proteins have similar domain organizations (Figure 4), but their C-terminal

regions are more than 200 residues longer and display additional structural features.126

These regions of p63 and p73 contain a structured sterile α motif (SAM) domain, which

functions as a putative protein interaction module.127,128 In addition, p63 also contains a

unique motif at its C-terminus that executes autoinhibitory effects on the transcriptional

activity of the TAp63α isoform.126,129

While the individual domains are well-characterized structurally, relatively little information

is available about the structures of the full-length proteins and their complexes. This is

mainly due to intrinsic flexibility, which impairs crystallization. A combination of NMR to

map domain–domain interactions, small-angle X-ray scattering, and electron microscopy

revealed that the full-length p53 tetramer adopts an open, cross-shaped conformation with

loosely coupled DBD dimers in its unbound state but forms a much more compact

quaternary structure upon binding to target DNA.130–132 This highlights the important role

of the flexible linker region between the folded domains in facilitating domain–domain

interactions and domain rearrangements upon binding to different interaction partners.

The intrinsically disordered PR plays an important structural role. Analysis of residual

dipolar coupling (RDC) data showed that it formed polyproline II-type helical structures.33

In addition to serving as a potential site for protein–protein interactions, it also plays a

structural role by providing a relatively stiff linker region that projects the TAD away from

the central DBD–DNA complex so that it can interact more efficiently with transcriptional

coactivators upon binding to the promoter regions of p53 target genes.33 Interestingly, the

PR contains the most common p53 polymorphism, codon 72 Arg/Pro, which has been

associated with different cancer risks.133 Mechanistically, the role of this polymorphism in

cancer predisposition is poorly understood, but there are indications that it might affect

p53’s protein interaction network. iASSP, an evolutionarily conserved p53 inhibitor, binds

to the PR of p53-Arg72 more efficiently than to that of p53-Pro72, thus potentially

modulating the apoptotic function of the two polymorphic variants.134

5.1.1.1. p53 Transactivation Domain: Coupling of Phosphorylation, Binding, and
Folding: In unstressed cells, p53 levels are kept constitutively low through a negative

feedback loop with the E3 ubiquitin ligase MDM2, a transcriptional target of p53. MDM2

promotes ubiquitination of p53, in concert with its structural homologue MDMX (also

known as MDM4), leading to p53 degradation by the proteasome.135 Unlike MDM2,

MDMX has no E3 ligase activity136 but forms heterodimers with MDM2 (via its RING

domain), which have increased p53 ubiqitination activity compared to MDM2

homodimers.137,138
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Upon DNA damage, p53 is stabilized and activated through a phosphorylation and

acetylation cascade, resulting in DNA repair or apoptosis.114,115,124,139,140 This process

involves temporary suspension of the MDM2 feedback loop and recruitment of

transcriptional coactivators, such as CBP and its close homologue p300. The intrinsically

disordered TAD plays a key role in this activation process. It contains two MoRFs with

nascent helical structure that adopt stable secondary structures upon binding to regulatory

proteins.33 This structural and conformational plasticity allows promiscuous binding to a

myriad of signaling and accessory proteins that regulate p53 function in the cell cycle.

Folding is context-dependent and driven by hydrophobic interactions with target proteins.

p53 TAD binds to its negative regulators MDM2 and MDMX, for example,141 but it also

interacts with several domains of the transcriptional coactivators CBP/p300, thus connecting

p53 to the basal transcriptional machinery.142,143

Both MoRFs contain conserved hydrophobic residues that are flanked by charged residues

(Figure 5). Mutation of hydrophobic residues within these two sequence motifs, L22Q/

W23S and W53Q/F54S, are associated with transactivation-deficient phenotypes.144

Residues within TAD1 form an amphipathic helix upon binding to the N-terminal domain of

MDM2145 and MDMX146 or the Taz2 domain of p300.147 The TAD1 helix binds to a deep

hydrophobic cleft on the N-terminal domain of MDM2 and MDMX via a triad of highly

conserved hydrophobic residues (Phe19, Trp23, and Leu26). The TAD1 binding site on

Taz2 is relatively shallow in comparison, and only two of the conserved hydrophobic

residues of TAD1 (Phe19 and Leu22) contact Taz2, whereas Trp23 and Leu26 are solvent-

exposed.147

Several structures of TAD2 complexes have been solved. A nine-residue segment within

TAD2 (residues 47–55) forms an amphipathic α-helix upon binding to the pleckstrin

homology domain of the Tfb1 subunit of transcription factor II human (TFIIH).148 Again,

key contacts are made by a set of hydrophobic residues (Ile50, Trp53, and Phe54). A peptide

comprising p53 residues 37–57 forms two amphipathic helices in complex with RPA70,

with the second helix mimicking binding of single-stranded DNA.149,150 TAD2 also

mediates interactions with transcription factor PC4, mitochondrial single-stranded DNA-

binding protein, and the oligonucleotide/oligosaccharide-binding domains of BRCA2 by

acting as a DNA mimetic.151–153

While MDM2 binds strongly to TAD1, other p53 interactors bind synergistically to both

TAD subdomains to achieve tight binding.142 Studies on the KIX domain of CBP, for

example, have shown that isolated p53 TAD subdomains bind only weakly, whereas

peptides containing both subdomains bind KIX tightly by simultaneously interacting with

two binding surfaces.143 Both TAD1 and TAD2 subdomains interact with the nuclear

coactivator binding domain (NCBD) of CBP.154 This example is of particular interest

because both interaction partners are intrinsically disordered and fold synergistically upon

binding, resulting in the formation of an intermolecular hydrophobic core.154 In this

complex, p53 TAD wraps around NCBD, with residues 19–25 and 47–53 forming an

amphipathic α-helix as observed in the complexes of isolated TAD1 and TAD2 subdomains

with MDM2 and replication protein A, respectively, while the linker region retains a certain

degree of conformational freedom (Figure 5). In all the structural examples of TAD binding
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mentioned above, hydrophobic interactions are the driving force of coupled folding and

binding reactions, with polar interactions providing additional specificity.

While intrinsic disorder provides conformational flexibility and adaptability to bind to

diverse binding partners with high specificity, an additional layer of regulation is necessary

to achieve selectivity in complex interaction networks where there are many competing

binding partners. Serine and to a lesser extent threonine phosphorylation sites tend to be

associated with intrinsically disordered regions.155 They are often directly involved in

protein–protein interactions where they can provide a fast and reversible way of switching

selectivity or favoring a particular binding partner amidst a pool of competing interactors.

p53 TAD contains nine phosporylation sites (see sequence alignment in Figure 5), and their

modifications play pivotal roles in the regulation of p53 activity by dynamically modulating

the affinity of its protein–protein interactions in response to different environmental cues.140

Phosphorylation of Thr18 in response to DNA damage, for example, significantly reduces

its affinity for MDM2 because of electrostatic repulsions between the phosphate group and

an anionic patch of the p53 binding site.156–159 Binding affinity is further reduced upon

TAD hyperphosphorylation.158 While phosphorylation prevents MDM2 binding, thus

stabilizing the p53 protein, binding to p300/CBP is significantly enhanced through

phosphorylation cascades.154,158,160 Phosphorylation of Thr18 increases p53 TAD affinity

for the Taz1 domain of p300 7-fold.158 A similar phosphorylation effect was also observed

for p73.161

The effects of individual phosphorylation sites in p53 TAD are additive, and

heptaphosphorylation increases its affinity for Taz1 by almost 2 orders of magnitude and for

the CH3 domain of p300 about 40-fold.158 Similarly, successive phosphorylation events in

p53 TAD increase affinity for different domains of CBP in an additive manner.160

Moreover, phosphorylation of p53 at Ser46 and Thr55 significantly enhances binding to

Tfb1 and p62 subunits of TFIIH, again in an additive manner, most likely through the

formation of phosphate-mediated salt bridges.148 Modulation of binding affinities by

dynamic phosphorylation events thus enables p53 to rapidly respond to genotoxic stress and

recruit p300/CBP and TFIIH for transcriptional activation. Increased recruitment of

p300/CBP and other coactivators through successive phosphorylation events may further

enable fine-tuning of p53 response pathways, depending on the extent and severity of

genotoxic stress.160

5.1.1.2. p53 Family Tetramerization Domains: Masked Molecular Recognition
Features: Tetramerization is crucial for the function of p53 family members. The p53

tetramerization domain (residues 325–356 in human) forms dimers of dimers with

D2symmetry.162–164 The individual subunits consist of a short β-strand followed by an α-

helix. A conserved glycine (Gly334) between the β-strand and the α-helix facilitates

formation of a sharp turn that is stabilized through intersubunit contacts. Two monomers

form a dimer via an intermolecular β-sheet and antiparallel packing of the α-helices. Two

such dimers then interact in a roughly orthogonal fashion via a hydrophobic interface,

forming a central four-helix bundle.162–164 Leu344 is a key residue of this hydrophobic

interface, and Leu344 side chains from all four subunits contact each other (Figure 6).

Leu344 is part of a leucine-rich nuclear export signal that is occluded upon tetramerization,
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thus linking oligomerization and subcellular localization.165 p53 biogenesis is thought to

involve cotranslational formation of dimers on polysomes, with tetramers being formed

posttranslationally.166 These data are also consistent with p53 oligomerization kinetics and

equilibria in vitro.167

Despite high sequence conservation of p53 family tetramerization domains, p63 and p73

require a second helix to form stable, transcriptionally active tetramers.168–170 The overall

building principle of the tetramers is the same as for p53, but the second helix reaches across

to a neighboring dimer within the tetramer and creates additional hydrophobic and polar

subunit contacts (Figure 6). The resulting tetramers are composed of highly intertwined

monomers with a Z-shaped conformation that, like their p53 counterparts, form almost no

intramolecular contacts and most likely exist in a conformational equilibrium in solution.

The p53 family tetramerization domains can therefore be viewed as a special case of MoRFs

that become frozen in a defined conformation through self-assembly. This view is also

supported by studies of p53 tetramerization domain folding, which showed that the initial

assembly is between highly unstructured monomers that form a transient, highly structured

dimeric intermediate.171

Recent measurements of the dynamics of p53 oligomerization in stressed and unstressed

cells show that p53 oligomerization is a highly regulated process that is not solely

determined by protein concentration but also modulated by additional factors.172 Such

factors include interacting proteins and PTMs. S100 proteins, for example, regulate the

oligomerization states of all three p53 family members by differentially binding to their

monomeric and tetrameric forms.173,174 Phosphorylation of the C-terminal p53 region also

increases its binding affinity to 14-3-3 proteins, which shifts the oligomerization equilibrium

toward active tetrameric forms.175,176 Stability of the p53 tetramer is also modulated by

additional domain–domain interaction in a phosphorylation-dependent manner.

Phophorylation of Ser392 at the p53 C-terminus, for example, stabilizes the tetramer and

enhances transcriptional activity.177 This region has recently been shown to interact with the

DBD of a neighboring tetramer subunit.178

p63 plays an important role in protecting the female germline in mice, which involves a

unique regulation of its oligomerization state via concerted action of N- and C-terminal

regions.126 While p53 protein levels are kept constitutively low in unstressed cells, TAp63α

is expressed at high levels in unstressed mouse oocytes.179 It is, however, present as an

inactive dimer. In this latent form, a short helical segment within the natively unfolded TAD

and the C-terminal inhibitory region interact with the oligomerization domain, resulting in a

closed dimeric conformation that prevents assembly of dimers into tetramers.126 γ-

Radiation-induced phosphorylation of TAp63α triggers a switch from inactive dimers to

active open tetramers, resulting in apoptosis of premature oocytes.126,179 Although the

regions involved in the autoinhibition of TAp63α are largely conserved in TAp73α, the

latter exhibits no such inhibitory mechanism and forms open active tetramers.180 It has

therefore been suggested that the regulation of p73 transcriptional activity might be more

closely related to p53 than to its structural homologue p63.180
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5.1.1.3. p53 C-Terminal Regulatory Domain: Binding Diversity through Chameleon
Sequences and One-Dimensional Sliding on DNA: The intrinsically disordered C-terminal

region of p53 is subject to extensive PTMs in both stressed and unstressed cells, ranging

from phosphorylation to ubiquitination, acetylation, methylation, neddylation, and

sumoylation (Figure 7).124,125 It displays unique binding promiscuity mediated through a

chameleon sequence, a special case of a MoRF, in conjunction with alternative modification

patterns.10,181 Chameleon sequences do not have pronounced preferences for either helical

or β-strand conformations and can therefore adopt different secondary structures, depending

on their structural context.182–184 A comparison of different p53 structures shows that a

short sequence motif within its C-terminal region can adopt α-helical, β-strand, and coiled

conformations upon binding to different regulatory proteins (Figure 7). Residues 375–388 of

human p53 undergo disorder-to-order transitions and adopt an α-helical structure upon

binding to S110B.185 In contrast, a conformation without regular secondary structure is

observed in complex with phospho-CDK2/cyclin A.186 Lys382-acetylated forms of the same

sequence motif establish an intermolecular β-sheet structure in complex with a sirtuin

deacetylase187 and a β-turn upon binding to the bromodomain of the transcriptional

coactivator CBP.188 These examples illustrate the role of chameleon sequences in providing

conformational adaptability and increased binding promiscuity and how protein interaction

networks can be modulated by PTMs.

Besides serving as a protein interaction site, the C-terminal regulatory domain of p53 plays a

crucial role in linear diffusion along DNA, facilitating rapid scanning for p53 targets sites.

The DBDs form a sequence-specific complex with p53 response elements, whereas the C-

terminal domain binds DNA non-specifically via its six lysine residues.189,190 A model

based on single-molecule and electron microscopy studies combined with in vivo data on

p53 mutants suggests that fast sliding along DNA is mediated by the C-terminal domain

(modulated by acetylation) and that scanning is accomplished by DBDs hopping on and off

DNA until response elements are reached.131,191,192 Such a two-state model of switching

between different conformational states relies on a loose structure of the p53 protein with

enough flexibility for rapid and coordinated domain movements.

5.1.2. Evolution of the p53 Family of Proteins and the p53-MDM2/MDMX Axis—
The evolutionary history of the p53 family of proteins can be traced back to the beginning of

multicellular life and may predate that of many other metazoan transcription factors. Two

p53/p73-like proteins are predicted from the genome of the choanoflagellate Monosiga

brevicollis, the closest living unicellular relative of metazoans.193 p53/p73-like proteins are

also found in the placozoan Trichoplax adhaerens,194 one of the simplest multicellular

organisms, and the starlet sea anemone Nematostella vectensis.195 Upon exposure to low-

level UV radiation, the p53 homologue nvp63 induces apoptosis in early gametes but not

somatic cells of adult sea anemones, suggesting that the primordial function of p53 family

proteins was to protect the germline from DNA damage.195 The vertebrate p53 family with

its three members p53, p63 and p73 evolved from a common p63/p73-like ancestral gene

through two gene duplications and subsequent diversification.196 All three paralogues were

recently identified in the genome of the elephant shark (Callorhinchus milii), a member of

the cartilaginous fishes, suggesting that the two gene duplications occurred at the beginning
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of vertebrate evolution.197 Multiple p53 family genes are also found in some invertebrate

lineages (e.g., sea anemones, flatworms, and mosquitoes) as a result of independent gene

duplications.196,198

Most interestingly, p53 evolved at a much faster rate than p63 and p73,197 and the diversity

is most striking in their C-terminal regions, which diverged early in vertebrate evolution197

and may be directly linked to the expansion of the p53 interactome, with p53 taking on

novel roles in safeguarding genomic integrity of somatic cells. The structured DNA-binding

domain is highly conserved, which reflects maintenance of DNA-binding specificity from

metazoans to humans.195,199 In contrast, the intrinsically disordered regions display high

sequence divergence, supporting the notion that there is a general correlation between

intrinsically disordered regions and evolutionary diversity.200 In addition, the substitution

patterns of residues in the intrinsically disordered regions are more diverse than those of

residues in the structured DBD.200 The rigid structural framework of the latter tolerates only

a limited number of variations for any given residue, whereas there are fewer constraints for

disordered regions, as long as the amino acid changes do not affect conformational sampling

of functionally important regions or intermolecular contact sites. Phylogenetic distribution

of predicted disorder in the p53 family of proteins also suggests a correlation of increased

disorder with organismal complexity, with vertebrate proteins typically displaying a higher

percentage of disordered regions than in metazoans.200 This increase may relate to greater

functional complexity of p53 family proteins in higher organisms.

Despite the high divergence of intrinsically disordered regions, the p53–MDM2

autoregulatory circuit is conserved in most animals. Genes of both MDM2 and p53

homologues have been identified in Trichoplax.194 The N-terminal domain of the putative

p53-family protein contains a sequence motif that resembles the MoRF of TAD1 in human

p53, and molecular modeling suggests that this region interacts as an amphipathic helix with

the N-terminal domain of the putative MDM2 protein, as observed in the complex of the

human homologues.194 MDM2-like genes are also found in cnidarians and molluscs but

have not been detected in the model organisms Drosophila melanogaster and

Caenorhabditis elegans, all of which contain p53 gene families.201 This absence suggests

that both species have lost key elements of the p53 pathway, including the MDM2 gene, and

evolved alternative regulatory pathways. Their p53 proteins have significantly diverged

from the common ancestral gene and share less sequence conservation with the human

homologues than the p53 family proteins from placozoans and cnidarians.194 With the

emergence of vertebrates, we also see a duplication of the ancestral MDM2 gene, resulting

in two sister proteins, MDM2 and MDMX, and a more complex regulatory network.197,201

MDM2 and MDMX also contain large regions of intrinsic disorder,202 further highlighting

the pivotal role of intrinsic disorder in regulating the p53 pathway.

5.1.3. p53, Cancer, and Therapeutic Strategies—p53 is inactivated in virtually every

cancer, either through direct mutation or via major perturbations in its regulatory

pathways.203 Different therapeutic strategies are required, depending on whether cancer

cells express wild-type or mutant p53. Most p53 cancer mutations are located in the

structured DBD, where they either result in the loss of an essential contact with DNA

(contact mutants) or cause structural perturbations (structural mutants) that result in
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destabilization and functional inactivation.204,205 Cancer mutations in intrinsically

disordered regions of p53 are rare.206 The p53 DBD is especially susceptible to inactivation

by destabilizing mutations because it is marginally stable and unfolds at only slightly above

body temperature, which seems to be a typical feature of vertebrate p53 proteins and may

play a functional role.207 Small molecules that bind to folded but not unfolded DBDs are

poised to rescue these structural mutants. Y220C, for example, which accounts for

approximately 75 000 new cancer cases per year, has been used to test such a strategy. This

mutation creates a crevice on the protein surface that can be targeted by small-molecule

stabilizers.208 Screening of fragment libraries, in silico methods, and structure-guided design

yielded a number of compounds that bind to this site, thereby increasing the thermodynamic

and kinetic stability of the mutant.209–212 Some of these compounds show promising

biological activities in cancer cells harboring Y220C mutations and induce mutant-specific

restoration of transcriptional functions, thus providing a proof of principle that small-

molecule-induced reactivation of conformationally unstable p53 cancer mutants is a viable

pharmacological strategy.211,212 Alternatively, it may also be possible to target generic sites,

as recently proposed for a transiently open binding pocket in the L1/S3 region of the

DBD,213 which could potentially lead to the stabilization of a whole set of different cancer

mutants.

In many tumors with wild-type p53, MDM2 and MDMX are deregulated, keeping p53

levels low and blocking its transcriptional activity.214 Several pharmacological strategies to

reactivate p53 in these cancers therefore target MDM2 and MDMX, especially their

interactions with p53 TAD1.203 First, small-molecule antagonists of the p53–MDM2

interaction, known as nutlins, were published in 2004.215 Nutlins are a family of cis-

imidazoline analogues that bind to the p53 binding pocket in the N-terminal domain of

MDM2 with high affinity by mimicking the interactions of the hydrophobic triad (Phe19,

Trp23, and Leu26) of p53 TAD (Figures 5 and 8). Nutlin 3a induces expression of p53

target genes in cancer cells215 and has become a valuable chemical probe for studying p53

pathways in living cells and organisms.215–219

Since the discovery of nutlins, numerous other small molecules that bind to the N-terminal

domains of MDM and/or MDMX have been reported, including

benzodiazepinediones,220,221 molecules with spirooxindole core structure,222

imidazoindoles,223 isoindolinone-containing compounds,224 and lithocholic acid,225 an

endogenous steroidal bile acid. A class of piperidinone inhibitors is particularly interesting

from a structural biology point of view because they induce ordering of the MDM2 N-

terminal lid region upon binding through direct hydrophobic and His96-mediated polar

contacts.226 A more recent structural study of MDM2 complexes with 6-chloroindole

scaffolds further highlights the potential of incorporating this lid region in ligand design and

exploiting transient protein states for the development of potent inhibitors of the MDM2–

p53 interaction.227

Emerging strategies to block the p53–MDM2/MDMX interaction are hydrocarbon-stapled

α-helical peptides.228–230 Site-specific introduction of a hydrocarbon staple restricts

conformational sampling and locks these p53-derived peptides in α-helical conformations,

thereby increasing their target affinity. Stapled peptides have been used for a number of
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intracellular drug targets and have been shown to also improve pharmacological properties

such as cellular uptake and resistance to proteolysis.231 In the case of p53, the MDM2-

interacting peptide comprises TAD residues 14–29 and displays 10% α-helical content in

water, as determined by circular dichroism.228 Replacing Ser20 and Pro27 with synthetic

olefinic residues and generating a hydrocarbon staple by olefin metathesis increased α-

helicity to almost 60% and improved its affinity for MDM2 about 400-fold.228 Additional

mutations of negatively charged residues were introduced to improve cell permeability, and

the resulting stapled peptide SAH-p53-8 was shown to reactivate the p53 transcriptional

pathway in cancer cell lines overexpressing MDM2 and MDMX.228,232 The more recently

developed stapled ATSP-7041 peptide is a highly potent dual inhibitor of MDM2 and

MDMX. It binds to both targets with low nanomolar affinity and decreases proliferation of

tumor cells in several MDM2/MDMX-overexpressing carcinomas.230 A next-generation

variant of ATSP-7041 with increased potency is scheduled to enter phase I clinical trials in

2014. Crystal structures of SAH-p53-8 and ATSP-7041 bound to MDM2 and MDMX,

respectively, revealed that the hydrocarbon staple not only confers conformational stability

but also makes direct contacts with the rim of the p53-binding pocket (Figure 8), thus further

improving binding affinity.230,233

Several small-molecule inhibitors of the p53–MDM2 interaction are currently in clinical

trials (see Zhao et al.234 for review). Whether any of these compounds makes it into the

clinics remains to be seen. In addition to the main negative regulator MDM2, there are a

number of other E3 ligases that sequester p53 for proteasomal degradation.235 Depending on

the cellular context, some of these may also be worthwhile targets. Modulating interactions

of the disordered p53 C-terminus may also have therapeutic advantages, as in the case of the

p53–Twist1 interaction, for example. Aberrant expression of the Twist1 transcription factor

is common in sarcomas, and it was recently shown that Twist1 binds to the p53 C-terminus,

preventing key PTMs and facilitating MDM2-dependent degradation of p53.236 Disrupting

the p53–Twist1 interaction might therefore result in restoration of p53 function in tumors

with high Twist1 expression. Additional structural and functional insights into the p53

interactome and its deregulation in different types of cancers should provide novel avenues

for targeting the intrinsically disordered regions of p53 for future cancer therapy.

5.2. PTEN, a Dual Protein/Lipid Phosphatase

PTEN (phosphatase and tensin homologue deleted on chromosome 10) is the second most

frequently mutated tumor suppressor gene after p53. Somatic PTEN mutations are observed

in solid tumors, while germline mutations are associated with PTEN tumor hamartoma

syndromes (PTHS). Furthermore, epigenetic repression of PTEN transcription and

nongenomic reduction in PTEN activity are associated with diseases affecting multiple

organs.237 PTEN, a dual protein/lipid phosphatase, regulates signaling via the pro-survival,

proliferative PI3K/AKT/mTOR pathway (Figure 9),238,239 influences glucose metabolism,

and regulates cell polarity and cellular senescence.237 The phosphatase-independent

functions of PTEN include its role in development, cell cycle regulation, maintenance of cell

polarity, and genomic stability.240 The functional versatility of PTEN is attributed to its

intrinsically disordered protein regions (IDPRs), allowing it to interact with over 400

proteins in different subcellular compartments such as plasma membrane, cytoplasm, cell
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nucleus, and exosomes.37 Secretory PTEN may likely interact with many unknown proteins

in blood plasma and stromal compartment, altering the tumor microenvironment.241

5.2.1. Domain Organization and Evolution of PTEN—Structurally, PTEN consists of

(a) the N-terminal phosphatidylinositol 4,5-bisphosphate (PIP2) binding module (PBM),

which allows PTEN to anchor to the membrane (its site of action) via PIP2 molecules; (b)

the dual-specificity lipid and protein phosphatase domain (PD), which contains a conserved

catalytic motif HCKAGKGR; (c) the C2 domain, consisting of positively charged residues

that help PTEN to associate with phosphatidylserine residues in the plasma membrane; and

(d) the C-terminal region (C-tail) (Figure 10B), which regulates membrane association and

stability through several phosphorylation modifications. While the PD and C2 domains are

structured (Figure 10A),242 the N-terminal PBM and C-tail regions are disordered (Figure

10C).37

The PTEN gene emerged early in evolution, being present in primitive organisms including

slime molds, C. elegans, and D. melanogaster. PTEN phosphatase and C2 domains are

largely conserved across different vertebrate and invertebrate species, with 100%

conservation of the dual specificity catalytic motif. However, C-tail IDPR conservation is

observed only in vertebrates, indicating that this IDPR emerged late in evolution with

unique functional consequences (Figure 11).37 Most of PTEN’s functional versatility seen in

higher eukaryotes is executed by its intrinsically disordered C-tail.37

A longer variant of PTEN, PTEN Long, containing an additional 173 amino acids at its N-

terminus (referred to herein as the N-173 region) (Figure 12A), is a product of alternative

translation initiation at a noncanonical start site (CTG), which is 519 bp upstream of the

canonical ATG.243 The N-173 region is similar to the viral cell-penetrating protein Tat and

allows PTEN Long to be secreted from and taken up by cells at distant locations in the

body.243 A polyalanine stretch within the N-173 region is essential to its secretion, while a

polyarginine stretch is critical for uptake.243 Furthermore, the N-173 region is enriched in

nonpolar and positively charged polar amino acids, facilitating its transduction across

negatively charged membranes.241

Consistent with its amino acid bias, the N-173 region is largely disordered (Figure 12B).241

Sequence analysis of PTEN Long across different species revealed that the N-173 region

emerged late in evolution (Figure 13A).241 PTEN Long functions just like PTEN. Thus,

increased levels of PTEN Long observed in the stroma of breast tumors suggest a regulatory

role in tumor maintenance.243 Presence of PTEN Long in human plasma and serum samples

indicates that circulating PTEN is a check on cell growth, shape, and motility as required.243

However, the mechanism inducing PTEN Long production and its mechanism of

distribution throughout the body and to tumors is not known and remains an active area of

research. In summary, the N-173 region, by virtue of its cell-penetrating properties, can be

utilized as a drug delivery system not only for PTEN Long but also for other proteins,

opening up avenues for therapeutic intervention in cancers (Figure 13B).241,243

5.2.2. Regulation of PTEN—Tight regulation at the genomic, transcriptional, and

translational levels is a hallmark of IDPs.19 Consistent with this model, cells employ a
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variety of genomic and nongenomic mechanisms to regulate PTEN function to enable

signaling fidelity (Figures 14 and 15). These inherent regulatory mechanisms ensure that

appropriate amounts of PTEN are present within the cell, eliminating the possibility for

formation of any nonspecific interactions or functional associations that may cause aberrant

signaling. Dysregulation in any one of these regulatory processes is associated with cancers

and myriad pathologies in multiple organs.237 The genomic and nongenomic mechanisms

regulating PTEN levels and activity in cells are outlined below.

5.2.2.1. Genomic Mechanisms: Genomic mechanisms regulating PTEN function include

mutations and epigenetic and transcriptional phenomena at the PTEN gene. Except for exon

9, which encodes the disordered C-tail,37 PTEN mutations span the entire gene (Figure

14A). Complete allelic deletions of the PTEN gene and mutations in the PTEN promoter

also occur frequently.244 Epigenetic regulation mainly occurs via promoter methylation,

which prevents PTEN transcription, reducing its protein levels, which is frequently observed

in several types of cancers (Figure 14B),244 indicating that PTEN deficiency either drives or

exacerbates the cancer phenotype. PTEN expression is also regulated by several

transcription factors (Figure 14C).237,245 Sal-like protein 4 (SALL4), EMT transcription

factor SNAIL, inhibitor of DNA binding 1 (ID1), ecotropic virus integration site 1 protein

(EVI1), BMI1, and c-Jun repress PTEN transcription either directly or indirectly by

competitively preventing the binding of transcriptional activators to the PTEN promoter.237

Mitogen-activated protein kinase kinase 4 (MKK4), 17β-estradiol, and insulin-like growth

factor 1 (IGF1) suppress PTEN transcription via the NF-κB transcription factor,246 while

transforming growth factor β (TGF-β) suppresses PTEN transcription by recruiting the

SMAD transcription factors.245,246 Several of these inhibitory transcription factors are

dysregulated in cancers, downregulating PTEN, which is a critical step in oncogenic cellular

transformations.237 Early growth-response protein 1 (EGR1), insulin-like growth factor 2

(IGF2), peroxisome proliferator-activated receptor γ (PPARγ), p53 tumor suppressor

protein, sprouty homologue 2 (SPRY2), and resistin, a cytokine, increase PTEN expression

at the RNA level (Figure 14C). Interestingly, several naturally occurring compounds like

phytoestrogens (found in soy), resveratrol (in red wine), and quercetin and indole-3-carbinol

(in broccoli) upregulate PTEN mRNA expression245 and are currently under investigation

for use as chemopreventive agents.

Recent evidence suggests that PTEN mRNA levels are regulated by a host of noncoding

RNAs (Figure 14D). Several miRNAs, such as miR-17–92, miR-19, miR-19b, miR-21,

miR-22, miR-23b, miR-26a, miR-29b, miR-92a, miR-106b~25, miR-155, miR-214,

miR-216a, miR-217, miR-221, miR-222, miR-301, miR-486, and miR494 among others,

regulate PTEN expression and are frequently altered in cancers, autoimmune disorders, and

cardiovascular and metabolic diseases.237,247 In fact, several oncogenic molecules

upregulate miRNA expression to keep a check on cellular PTEN protein levels during

tumorigenesis.237 The PTENP1 pseudogene protects PTEN mRNA from miRNA inhibitory

effects. PTENP1 mRNA shares sequence homology with PTEN mRNA, works as a decoy,

and acts as a sponge, sequestering all miRNAs that suppress PTEN function (Figure

14D).237,248 Consistent with the role of PTENP1 in regulating PTEN expression levels, loss

of PTENP1 is observed in breast and colon cancers.237,248
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5.2.2.2. Nongenomic Mechanisms: Subcellular localization, degradation, and turnover of

PTEN protein affect cell physiology; aberrations in these processes lead to pathological

conditions. PTEN localizes to the plasma membrane, cytosol, nucleus, and exosomes, while

PTEN Long is secreted out (Figure 15A). Cytosolic and membrane localization of PTEN is

dictated by phosphorylation modifications in its disordered C-tail region. Several PTEN-

binding proteins, such as MAGI2, MAGI3, myosin V, caveolin, and MEK1, enhance its

membrane binding.237,249,250 Nuclear localization of PTEN occurs via monoubiquitination

modifications at Lys13 and Lys289 by the E3 ligase NEDD4-1 (neural precursor cell

expressed, developmentally downregulated 4-1),245 while the role of E3 ligase XIAP is less

clear.251 Once in the nucleus, PTEN maintains chromosomal integrity and stability and

controls cell cycle progression.237 Lack of nuclear PTEN is associated with aggressive

cancers.237

Monoubiquitinated cytoplasmic PTEN has several possible fates within the cell, including

further ubiquitination and degradation, shuttling between the nucleus and the cytoplasm, or

deubiquitination, which retains it in the nucleus.245 HAUSP (herpesvirus-associated

ubiquitin-specific protease) deubiquitinates PTEN in the nucleus. Loss of HAUSP function

is frequently seen in leukemias.237 p63 is a transcription factor that belongs to the p53 gene

family (see section 5.1). A p63 splice variant, ΔNp63α, inhibits the nuclear translocation of

PTEN by inhibiting NEDD4-mediated monoubiquitination of PTEN.252 Lysine residues

Lys13 and Lys289 are frequently mutated in Cowden syndrome, resulting in the nuclear

exclusion of PTEN. Given the disease-associated aberrations in PTEN nuclear import and

localization, nuclear PTEN levels have potential prognostic value in disease progression.237

PTEN sumoylation at Lys254 is required for its nuclear translocation and retention, an event

that is dependent on PTEN phosphorylation by protein kinase ataxia telangiectasia mutated

(ATM).253

Genotoxic stress and DNA damaging agents cause nuclear export of sumoylated PTEN,253

while oxidative stress inhibits nuclear export. The increase in nuclear PTEN levels in

response to oxidative stress subsequently results in elevated p53 levels as a measure to limit

oxidative DNA damage.254 PTEN nuclear accumulation upon oxidative stress depends on

the phosphorylation status of Ser380 within the disordered C-tail.254 A recent study showed

that phosphorylation of Ser380 by S6K (S6 kinase) in human endothelial cells triggers

PTEN deubiquitination and nuclear export.255 Protein phosphatase 1 nuclear targeting

subunit (PNUTS) is an oncogene that allows tumor proliferation by sequestering PTEN in

the nucleus. PNUTS-mediated nuclear localization of PTEN is independent of

monoubiquitination.256 Major-vault protein (MVP) is also known to mediate nuclear

translocation of PTEN.245

Degradation and turnover of PTEN occurs via polyubiquitination catalyzed by E3 ligases

NEDD4 (neural precursor cell-expressed developmentally downregulated 4-1), XIAP (X-

linked inhibitor of apoptosis protein), WWP2 (WW-domain containing protein 2), and CHIP

(carboxyl terminus of Hsc70-interacting protein) (Figure 15B). Upregulation of NEDD4 is

observed in lung and breast cancer tissue samples and correlates inversely with PTEN

protein levels.251 p34SE-1 increases NEDD4 expression at both the mRNA and protein

level, resulting in increased degradation of PTEN.257 NEDD4-mediated degradation of
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PTEN is inhibited by Rak through phosphorylation at Tyr336. Consistent with the role of

Rak in regulating PTEN stability, loss of heterozygosity of the Rak gene has been observed

in breast cancers.251 Similarly, the levels of CHIP negatively correlate with PTEN levels in

human prostate cancer samples.258

5.2.2.3. Posttranslational modification of PTEN: PTEN phosphorylation in the C2 domain

and the C-terminal tail involves serine, threonine, and tyrosine residues (Figure 15C). Casein

kinase II phosphorylates Ser370, Ser380, Thr382, Thr383, and Ser385, increasing PTEN

stability but decreasing its activity (discussed below).254 Ser380 is also phosphorylated by

S6K, resulting in the nuclear exclusion of PTEN.255 Ser362 and Thr366 are phosphorylated

by glycogen synthase kinase 3-β (GSK3-β).254 In addition, Plk3 (polo-like kinase 3)

phosphorylates PTEN at Thr366 and Ser370.259 Thr398 is phosphorylated by ATM and

regulates nuclear transport of PTEN in conjunction with sumoylation.253

RhoA-associated protein kinase (ROCK) phosphorylates PTEN at Thr223, Ser229, T319,

and T321, thereby modulating its intracellular localization during cell migration and

chemotaxis.237 A tyrosine kinase, Rak, phosphorylates PTEN on Tyr336 and downregulates

ubiquitination by the E3 ligase NEDD4-1.237 Src kinase phosphorylates PTEN at Tyr240,

Tyr336, and Tyr315. Phosphorylation at these sites upregulates the PI3K pathway through

destabilization of PTEN.254 Therefore, the stability of PTEN is controlled differentially by

the cytoplasmic level of various kinases involved in its phosphorylation. Several molecules

modulate PTEN phosphorylation. Leptin enhances phosphorylation at Ser380, Thr382, and

Thr383,254 while prostaglandin E2 (PGE2) and TGF-β inhibit PTEN activity through

phosphorylation at serine residues.254 PICT-1, a product of the GLTSCR2 (glioma tumor

suppressor candidate region gene-2 protein) enhances phosphorylation of PTEN at Ser380,

thereby protecting it from degradation.254 Tissue ischemia alters PTEN phosphorylation,

causing its inactivation and triggering a pro-survival response via the PI3K/Akt pathway.254

More than 50% of phosphorylation modifications are clustered in the disordered C-tail

region. Phosphorylation events at Ser380, Thr382, Thr383, and Ser385 within the disordered

C-tail region regulate PTEN activity and stability (Figure 16). Upon phosphorylation, the C-

tail folds onto the PTEN molecule and produces a “closed” conformation.260–262 Due to

occlusion of its membrane-binding C2 domain, the closed form of PTEN shows reduced

membrane binding and hence reduced phosphatase activity. However, the “closed”

conformation of PTEN represents a more stable form of the protein.261–263

Acetylation and ubiquitination alters PTEN interaction and subcellular localization. PCAF, a

histone acetyltransferase protein (HAT), acetylates PTEN at Lys125 and Lys128, inhibiting

the phosphatase activity, which results in increased PI3K activity (Figure 15C).254 CBP,

another HAT, acetylates PTEN at Lys402, increasing its interaction with the PDZ domain

containing protein MAGI-2, which results in increased translocation of PTEN to cell

junctions.254 Mono- and polyubiquitination of PTEN causes nuclear translocation and

proteasomal degradation, respectively. Ret finger protein (RFP) is a newly identified PTEN

E3 ligase responsible for atypical polyubquitination of PTEN at multiple lysine residues

within the C2 domain,264 inhibiting its phosphatase activity and thereby potentiating PI3K

activity.264
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Oxidative stress inactivates PTEN by triggering formation of a disulfide bridge between

Cys71 and Cys124 within its catalytic pocket (Figure 15C).254 PTEN shields itself from

oxidative inactivation through a peroxidase enzyme called peroxiredoxin,254 while

thioredoxin regenerates catalytically active PTEN once it has been oxidized. S-Nitrosylation

of PTEN occurs at residues Cys83, Cys71, and Cys124, enhancing its degradation via

ubiquitination; this is observed in early Alzheimer’s disease and animal models of cerebral

ischemia.254

5.2.3. Protein–Protein Interactions of PTEN and Their Implication in Disease—
Several protein–protein interactions modulate cellular sublocalization, stability and

phosphatase activity of PTEN.237,245,249,250,256,264–266 Most of these interactions (PPIs)

target the disordered C-tail region,37 reinforcing the critical and versatile role the PTEN C-

tail IDPR plays in cellular homeostasis. PTEN interacting proteins and their effects on

phosphatase activity and stability are listed in Table 1.

Approximately 400 proteins were identified in the primary interactome of PTEN (Figure

17A), of which 40 proteins directly interact with known regions in the PTEN molecule,

including 25 that associate with the C-tail region.37 A disease enrichment analysis of PTEN

PPIs comprising ~400 proteins (both mapped and unmapped) identifies cancer, infectious

diseases, and neurological diseases as the top three diseases associated with the PTEN

primary interactome (Figure 17B). Approximately 65% of the primary interactome is

associated with cancer (Figure 18A), which is consistent with PTEN’s role as a major tumor

suppressor gene.

However, a significant number of proteins that interact with PTEN also feature in other

diseases, including infectious diseases (111 proteins) (Figure 18B), neurological diseases

(113 proteins) (Figure 18C), and skeletal and muscular disorders (115 proteins), thus

expanding the range of disorders associated with PTEN and its interactome.

5.2.4. PTEN as a Therapeutic Target—Dysregulation/loss of PTEN function,

associated with aberrant PI3K/AKT/mTOR signaling, is observed in several malignancies,

neurological disorders, and cardiopulmonary diseases. Augmentation/restoration of PTEN

function is beneficial in these pathological condtions. Currently, two strategies are used to

target PTEN function. First, kinase inhibitors against various components of the PI3K/AKT/

mTOR cascade are popular and are extensively being used for the pharmacotherapy of these

hyperproliferative diseases in the clinical setting.267–271 Second, kinase inhibitors that block

PTEN phosphorylation, thereby keeping it active, are also gaining popularity.272–275 Several

analogues of the natural compound curcumin have been found to increase PTEN expression

levels by targeting miRNAs or other molecules that downregulate PTEN function.276–280

Other potential approaches that can be developed in the future include inhibition of E3

ligases that cause proteasomal degradation of PTEN, inhibition of miRNAs that

downregulate PTEN transcript levels, and inhibition of protein binding partners that

negatively regulate PTEN stability or enzymatic activity. Furthermore, the recently

identified isoform PTEN Long has secretory properties and represents a novel therapeutic

target for pathological conditions associated with aberrant PI3K/PTEN/AKT signaling

(Figure 13B).241,243
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6. INTRINSICALLY DISORDERED PROTEINS IN PROTEIN–PROTEIN

INTERACTION INHIBITION

Proteins exist along a continuum from highly ordered and minimally dynamic to fully

disordered and extended with maximum dynamics. In the range between the extremes,

proteins exist with varying amounts and amplitudes of disorder. Traditionally, small-

molecule effectors, and drug discovery, began with a focus on enzymes. These proteins tend

to fall on the structured end of the continuum. Membrane receptors provided another class of

small-molecule targets and are also biased toward structure. Both of these classes have been

extremely fruitful as targets and account for the bulk of approved drugs. As knowledge and

understanding have progressed, the capability also to target the “high-hanging fruit”,281

protein–protein interactions (PPIs), has been developed. Given the high participation of

IDPRs in protein–protein interactions, this has led to a concomitant increase in the targeting

of IDP interactions as either one, or both, of the interaction partners.

As proteins themselves exist on a continuum of structure–disorder,282 there is also a

continuum of the degree to which protein disorder is a component of small-molecule targets

of protein function. On one end are many active-site inhibitors of enzymes, with generally

(though not universally) low participation of disorder (Figure 19). Along the scale of

increasing dynamics would be allosteric effectors, where dynamics and disorder have been

increasingly recognized both as a mechanism for transmitting information283 and a means of

enzyme inhibition by trapping species in more dynamic states.284 Bimolecular, protein–

protein targets provide for greater participation of disorder; the binding of a helix mimetic or

other small molecules to the interaction site on a structured partner can displace an IDPR

that no longer undergoes coupled binding and folding and hence shifts the population to

greater disorder. Furthest toward disorder is the direct targeting of disordered regions. Here,

protein–protein interactions are disrupted by binding to a disordered region, thereby

disfavoring a coupled binding and folding interaction by stabilizing an ensemble of

conformations that are incompatible with binding. The foci here are those interactions where

disorder is a dominant feature of at least one component of the targeted interaction.

6.1. Targeting Structure to Enhance Disorder

Given the abundance and importance of IDPR-mediated protein–protein interactions in the

interactome, as protein–protein interactions have gained traction as viable targets,

interactions where one binding partner is disordered have naturally emerged. The widely

known MDM2–p53 interaction, which has been discussed in detail in section 5.1, provides a

paradigm for this type of inhibition. To briefly recapitulate, the binding of p53 by the

MDM2 protein prevents the tumor suppressor activity and targets p53 for ubiquitination and

degradation. The binding site on p53 is localized to residues 15–29, which are intrinsically

disordered and fold into a helix to bind in a groove on MDM2.145 Structure-based drug

design was employed to guide discovery of molecules (nutlins) that would bind to the

MDM2 groove and displace the p53 helix, releasing it back to its disordered state.215,216

Further development led to the compound RG7112, which entered clinical trials.285 Cheng

et al.286 laid out a generalized scheme for inhibiting interactions of this type where

recognition of an IDPR mediates a crucial interaction. Their system of using bioinformatics
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to predict important IDPR recognition sequences and then to use these as a starting point to

find interactions and design mimetics allows for access into pathways and interactions that,

unlike p53–MDM2, are not fully characterized structurally or even fully mapped.286

The use of a small molecule to displace a disordered binding segment can also take place

intramolecularly. Kaposi’s sarcoma-associated herpesvirus protease (KSHV Pr) undergoes

dimerization, with concomitant folding of helices 5 and 6, to form the active protease and is

inactive as the monomer.287 Craik and co-workers288 therefore targeted the dimer interface

in a search for inhibitors. As with p53, a helix mimetic strategy led to an initial hit that was

improved to yield DD2. DD2 binds to KSHV Pr at structured surface residues and, in doing

so, stabilizes the monomeric form in which helices 5 and 6 remain disordered.288,289

The c-Myc oncoprotein (hereafter Myc) is dysregulated in the majority of human cancers,

and its expression is correlated with cell proliferation and poor prognosis.290–292 Myc is a

bHLHZip transcription factor that is disordered in its monomeric form and undergoes

coupled binding and folding in the HLH-Zip region when binding to its obligate

heterodimerization partner Max. While Myc does not homodimerize, Max does, and Jiang et

al.293 targeted Myc activity by finding molecules that could stabilize structured Max dimers,

leaving Myc in its monomeric, disordered state. Using virtual ligand screening, they

identified several molecules with potential specificity for Max–Max dimers over Myc–Max

dimers. Experimental validation and follow-up showed compound NSC13728 to be a

specific stabilizer of Max dimers that kept Myc disordered and inhibited Myc-driven

transcription and transformation.

Several groups have targeted inhibition of bZip proteins (which are unstructured in the

zipper region before dimerization and unstructured in the basic region before DNA binding)

by binding to the dimeric form while inhibiting the DNA binding function and leaving the

basic region largely disordered. Shiozawa and co-workers294,295 targeted the basic regions

of the c-Fos/c-Jun dimer. Using a cyclic peptide inhibitor as a starting point, they developed

a pharmacophore model and synthesized several small molecules capable of inhibiting

coupled binding and folding of the basic region. Vinson and co-workers296 identified a

stibonic acid inhibitor (NSC13778) of C/EBP that recognized residues at the junction

between the basic region and the leucine zipper and stabilized the dimer while inhibiting

DNA binding and folding of the basic region. Further screening of stibonic acids identified

additional very active but promiscuous inhibitors of bZip (CREB) and bHLHZip (USF and

Mitf) proteins.297,298 Rudenko and co-workers299 screened 54 498 molecules for inhibitors

of ΔFosB DNA binding. They identified two, C2 and C6, that were active in follow-up

assays. Testing of structural analogues produced several related, active compounds.

Interestingly, C2 did not perturb the degree of helicity in the protein, whereas C6 increased

it. Although specific binding sites have not been identified, the authors’ model involves C2

binding to the disordered basic region and maintaining it in a disordered state incompatible

with DNA binding. The C6 compound increases helicity, inducing folding upon binding but

in a conformation that includes the small molecule that is also incompatible with DNA

binding.
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6.2. Direct Targeting of Small Molecules to IDPs

The examples of direct targeting of IDPs by small molecules (though still few) have

clustered around two targets: transcription factors and amyloidogenic proteins. Here, direct

targeting means the binding of small molecules to an IDPR involved in a PPI such that the

resulting small-molecule complex remains substantially dynamic, and this stabilized

ensemble is incompatible with binding to the regular protein partner or partners. This

interaction can be seen as a recapitulation, with a small-molecule partner, of features found

in IDPR complexes with other proteins, such as the ability to adopt different structures in

complex with different partners and the ability to form “fuzzy” complexes in which an

ensemble of conformations is responsible for binding.300,301

An early indication of the capacity of small molecules to recognize IDPRs came from the

ability of peptide sequences displayed on phage to bind small molecules.302 Two separate

experiments found paclitaxel binding peptides that were mapped onto known proteins

(though not previously known targets of paclitaxel).302,303 Peptides were also found in

screens that used camptothecin, NK109, and trimannoside.304–306 A difficulty that emerges

when an IDPR is targeted in the context of a PPI is determining the actual small-molecule

binding site on a disordered target. In structured targets the location and extent of the

binding sites is generally clear, even if the energetic contributions of each component are

not.307 For IDPRs the specific binding site is often unknown at first, potentially occurring at

any point along the length of the disordered interaction sequence. Although the binding sites

for IDPRs have so far been localized to short linear sequences,308,309 in disordered proteins

adjacent sequences can modulate the conformational ensemble310 and long-range contacts

still occur.311 These types of interactions may further complicate the precise determination

of small-molecule binding sites in IDPs.

6.2.1. Targeting Transcription Factors—As indicated above, Myc is an important

target in cancer therapy. With its obligate heterodimerization partner Max, Myc binds to its

cognate E-box sequence in promoter regions.312,313 The accumulation of Myc in cells was

recently shown to cause accumulation at additional, lower-affinity binding sites in active

promoter and enhancer regions and thereby increase overall transcript output.314 This

activity is in line with IDPs generally in that their levels are normally tightly regulated and

their overexpression leads to negative effects at a greater rate than the proteome

generally.19,69 These characteristics also indicate that the activity of IDPs is likely to be

modulated by small molecules that affect their interaction energy.

In the direct targeting of Myc, the Myc–Max dimer does not provide a simple binding site

for small molecules;315 moreover, binding to the dimer could stabilize this undesired

dimeric species.293,308,316 The desired disruption of the Myc–Max dimer would drive the

proteins back into their monomeric, disordered state to which, to satisfy thermodynamic

requirements, the small molecules must bind. The direct targeting of intrinsically disordered

sequences was not the motivation for the original discovery of various Myc–Max inhibitors;

however, the system became a hub of work on targeting IDPRs as multiple groups brought

various methods and strategies to bear.
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The first Myc binders were found in a screen of a 7000-compound peptidomimetic

combinatorial library by Boger, Vogt, and co-workers.317 Two molecules, IIA4B20 and

IIA6B17, were active in both the initial dimer disruption assay and follow-up assays

(Scheme 1). While the molecules inhibited Myc-driven cell growth, they also inhibited

growth driven by Jun. This report demonstrated Myc as a potentially tractable target,

although the mechanism and site of binding were unknown. A second generation of

inhibitors was synthesized from the same combinatorial substituents but with a smaller

pyrrolidine versus isoindoline core.318 Two resulting molecules, Mycmycin-1 and -2,

showed improved Myc-induced transformation inhibition while also eliminating inhibition

of Jun-induced transformation, clearly showing an amenability of these systems to medicinal

chemistry optimization.

A screen for Myc inhibition using a “credit-card” library with a naphthyl core designed to

mimic the largely flat, hydrophobic interface of some protein–protein interactions yielded

two molecules (NY2267 and NY2280) that were active in all of the assays.319 However,

these molecules showed transcriptional inhibition of both Myc and Jun, but not NF-κB, in

luciferase reporter assays. Berg and co-workers320 found a pyrazolopyrimidine-based Myc

inhibitor in a 17 000-compound diversity library. The compound and close analogues,

Mycro1 and 2, inhibited Myc–Max dimerization and E-box binding and slowed growth of

several transformed cell lines but not Myc-independent PC-12 cells. In a focused screen of

over 1400 pyrazolopyrimidine compounds, they were able to eliminate AP-1-dependent

transcription inhibition present in the original Mycro compounds while maintaining cell

growth inhibition selectivity.321 In a screen against a limited library (1990 compounds), Mo

and Henriksson322 found a small molecule (Myra-A) that interfered with Myc activity but

did not affect dimerization. Instead, it interfered with DNA binding of Myc–Max. However,

the compound also interfered with Max–Max and Mnt–Max binding (though not the Ebox

binding of USF). A recent screen of cytotoxic drugs that affect the Myc pathway found that

doxorubicin had a similar DNA-binding inhibition profile as that of Myra-A.323 The protein

target (or targets) in the Myc system, the binding site, and the structural consequences for

Myra-A and doxorubicin are not yet known.

A diversity library (10 000 compounds) was screened against Myc activity by Prochownik

and co-workers324 in a yeast two-hybrid system. The initial screen included an HLH protein

dimer, Id2–E47, with this second interaction designed as a first check on compound

specificity. The screen yielded seven compounds that inhibited Myc–Max, 10 that inhibited

Id2–E47, and 28 that inhibited both. Thus, this screen illustrated clearly what was also seen

in the other screens: an initial hit is likely to have substantial activity against several targets.

To further define the specificity of the initial hits, they screened the specific binders and a

subset of the dual Myc–Max and Id2–E47 inhibitors against a panel of 32 other bHLH,

bHLHZip, and bZip transcription factors. The specific inhibitors averaged strong inhibition

of less than one other protein pair, whereas dual-specific compounds averaged more than

three. Structure–activity relationship (SAR) studies have been conducted on two of the

initial Myc inhibitors, 10058-F4 and 10074-G5, and in both cases compounds with moderate

gains in activity were identified.325,326 On the basis of SAR data for 10058-F4, a three-

dimensional pharmacophore model was developed and used to predict nine new potential

binders, of which four had experimentally demonstrated inhibition of Myc–Max.327 While
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the new compounds did not show improved affinity, their diverse chemotypes demonstrated

both that pharmacophore modeling was viable in targeting IDPRs and that lead-hopping was

readily achievable. In the 10074-G5 screen, a carboxylic acid derivative, JY-3-094, was

found with improved in vitro inhibition activity but poor activity in cell assays. Further work

showed that a strategy of delivering the molecule in an esterified form increased cell

penetration and, through the activity of intracellular esterases, liberated the active

molecule.328 As with other small molecules, absorption, distribution, metabolism, and

excretion (ADME) properties are a crucial but difficult component of moving forward in

preclinical testing.329 Pharmacokinetics studies on 10058-F4 and 10074-G5 demonstrate

that both compounds had relatively short plasma half-lives and poor tumor penetration in a

xenograft mouse model.330,331

Dimerization of Myc with Max buries 3200 Å2 of surface. Despite this large contact area, a

variety of compounds can disrupt the complex and return the proteins to a disordered state.

To better understand small-molecule IDPR binding, the binding sites for two of the

molecules from the screen by Prochownik were determined. The entire contact area between

Myc and Max was a potential binding site, and binding any portion could shift

conformational ensembles away from α-helical and disrupt dimerization. Random mutants

were generated in the Myc bHLHZip region, and intrinsic fluorescence of two compounds,

10074-G5 and 10058-F4, was used to probe binding to these mutants and t truncations.308

The molecules bound to two distinct regions within the Myc bHLHZip, and NMR and

circular dichroism (CD) with short peptides indicated that binding was localized to short

linear stretches that remained dynamic even in the complex. By use of competition

experiments, the binding sites of four other molecules from the Prochownik screen were

determined, with three binding the 10058-F4 site and one binding at the 10074-G5 site. The

final molecule, 10074-A4, was found to bind independently at a third site just C-terminal to

the 10074-G5 site.309 The presence of three distinct sites within the 85 amino acid domain

indicated the potential prevalence of small-molecule binding sites within intrinsically

disordered recognition regions, while the presence of non-conserved residues within the

binding sites provided a potential basis for specificity.309 In an interesting application, drift-

time ion mobility mass spectroscopy (DT IM-MS) was used to probe binding of 10058-F4 to

Myc–Max leucine zippers.332 The presence of the compound caused the peptides to shift to

a more compact ensemble, consistent with loss of helical zipper conformation, although the

direct interaction of compound with Myc was not observed.

Outside of their DNA-binding domains, transcription factors typically contain substantial

regions of disorder, particularly in their transactivation domains.333,334 These regions

present attractive potential targets for the modulation of transcription factor activity, but the

disordered and often repetitive nature of the sequence in these regions makes identification

of specific binding sites difficult. The oncoprotein EWS-FLI1 is a translocation-generated

fusion protein containing the EWS activation domain in the N-terminus and the ETS DNA-

binding domain in the C-terminus.335 Outside of the ETS domain, the protein is

substantially disordered and depends on sequence composition, not order, for

transactivation.35,336,337 By use of surface plasmon resonance (SPR), potential inhibitors

were screened for binding to immobilized EWS-FLI1. An initial hit was improved to yield
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the compound YK-4-279 (Scheme 2).338 The small molecule bound in a manner that

interfered with the functionally important RNA helicase A binding to EWS-FLI1, although

this activity was not part of the original screen. Resolution of the YK-4-279 enantiomers

demonstrated enantiospecific EWS-FLI1 activity both in vitro and in vivo.339 However, the

exact nature of the interaction of YK-4-279 with EWS-FLI1 has not been determined, as the

binding site (or potentially sites) has not yet been defined.

Androgen receptor (AR) is the primary target for prostate cancer chemotherapy. Suppression

of AR-driven transcription leads to tumor regression; however, relapse can occur in the form

of castration-resistant prostate cancer, CRPC, for which treatments are generally

ineffective.340 The AR has three domains: N-terminal domain (NTD), DNA-binding domain

(DBD), and ligand-binding domain (LBD). The DBD and the LBD are predominantly

helical, structured domains, whereas the NTD is disordered with some residual helical

structure.65 Sadar, Andersen, and co-workers341 isolated chlorinated peptide sintokamides

from marine sponge (Dysidea sp.) and screened them for AR inhibition. Although the

specific binding site was not identified, sintokamide A bound to the disordered NTD and

disrupted interactions required for transcriptional control. Extracts from the marine sponge

Niphates digitalis yielded glycerol ethers containing an enone moiety that were shown to

have activity against AR. Of these, niphatenone B was the most active natural product and

was found to covalently bind the NTD via the Michael acceptor enone.342

During the screening of other marine sponge compounds, EPI-001 was found to inhibit AR

NTD function.343 Interestingly, this and related compounds were apparently anthropogenic,

as they are derivatives of the widely used diepoxide cross-linker bisphenol A diglycidic

ether (BADGE). Previously BADGE, the dihydroxy derivative (BADGE·2H2O), and the

chlorohydroxy derivative (BADGE·2HCl) were shown to have AR antagonist activity by

Satoh et al.,344 with BADGE·2HCl having the greatest antagonist effect of the three. Sadar

and co-workers343 tested a range of BADGE derivatives and found EPI-001

(BADGE·HCl·H2O) to be the most potent, while BADGE·H2O (their compound 185-9-1)

showed no activity. Satoh et al.344 were using the entire AR, versus the isolated NTD, and

did not test EPI-001/BADGE·HCl·H2O. The binding of EPI-001 to the NTD reduced

interaction with CBP and AR-dependent cell proliferation but did not affect AR-independent

proliferation. significantly, EPI-001 inhibited constitutively active AR that lacked a LBD,

indicating its potential against CRPS. A series of EPI-001 derivatives, including the four

stereoisomers, showed only mild differences in activity, with one isomer, EPI-002, showing

good tumor reduction while maintaining animal weight in a mouse model.345 EPI-001 and

its specific isomers bound covalently to the NTD. The authors proposed an initial binding

event, followed by formation of an epoxide (catalyzed by functional groups from the

protein) and then covalent binding via a NTD protein nucleophile.345 A variety of FDA-

approved covalent inhibitors exist that target noncatalytic sites in proteins.346 Given the

modest affinity of small molecules targeted to IDPRs (low micromolar), targeted covalent

inhibitors provide a potential means of increasing potency when specificity can be

maintained.

6.2.2. Targeting Amyloid Forming Proteins—A variety of IDPs (such as α-synuclein,

Aβ42, and τ) are implicated in neurodegenerative disease and fibrillar pathologies.
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Oligomers of these proteins, not just fibrils, may be toxic, and binding to monomers to

inhibit their aggregation may be a viable treatment strategy.347 Consequently, there have

been a large number of small molecules reported to inhibit either fibril formation or

oligomerization.348,349 However, many molecules do not yet have well-defined targets

(sequence or oligomeric state) or modes of action. Further complicating the analysis is the

ability of small molecules to display inhibition of amyloid polymerization through action as

nanoaggregates or detergent-like entities.350,351

Previously, the molecules fenofibrate and flurbiprofen were identified as γ-secretase

modulators that, instead of being directed to the enzyme, bound to the substrate amyloid

precursor protein (APP) and modulated the length of the Aβ peptide that was proteolytically

produced.352 Subsequent work with flurbiprofen and sulindac sulfide showed that the ability

of the compounds to modulate cleavage by γ-secretase was dependent on the sequence of the

substrate and in particular a GxxxG motif.353,354 However, other researchers applying NMR

techniques saw no signs of specific interactions between Aβ peptides and flurbiprofen or

sulindac sulfide. Rather, they saw aggregate formation and postulated that compound or

peptide aggregates influenced the observed enzyme activity.355,356 Whether these molecules

truly represent substrate targeted inhibitors357 is unclear. Even when there is an explicit,

specific issue of aggregation and addressing the concern is part of the work, the results from

different laboratories still may not agree. The ability of nanoaggregates (soluble colloids) to

bind to and sequester target proteins is a problem in the broad context of small-molecule

discovery.350 Given the generally micromolar affinity of small molecules binding to IDPs,

the potential for IDPs to adopt various binding conformations, and the nontrivial nature of

monitoring complexes between IDPs and small molecules, IDPs may be particularly

susceptible to binding by promiscuous inhibitors.

Despite the number of reported fibril inhibitors, well-characterized examples of noncovalent

specific binders to monomeric disordered species are lacking. Instead, in characterized

systems, a common mode of action for molecules binding to protein monomers has emerged

whereby they redirect proteins toward aggregates that are not on the pathway to fibril

formation.358 The polyphenol (–)-epigallocatechin gallate (EGCG) has shown antifibril

activity against a variety of targets.349 Well-controlled experiments with EGCG and Aβ42,

Aβ40, α-synuclein, IAPP, and Sup35NM have all demonstrated the ability of EGCG to

intercept aggregation-prone sequences and direct them into spherical aggregates that are not

prone to fibril formation.358,359 A similar phenomenon was observed for the pthalocyanine

tetrasulfate (PcTS) interaction with τ. A range of techniques [small-angle X-ray scattering

(SAXS), NMR, and electron paramagnetic resonance (EPR)] was used to establish that

PcTS interacted with aromatic residues of τ and directed the protein into compact oligomers

that differ from toxic β-structures containing small oligomers.360 A screen of β2-

microglobulin fibril inhibitors found that the antibiotic rifamycin SV bound unfolded protein

monomers and shifted them onto a path toward spherical aggregates rather than fibrils.361

The ability of carnosine to inhibit amyloid growth without modifying the conformational

features of Aβ42 was shown by scanning force microscopy, circular dichroism, and

thioflavin T fluorescence.362 In the same study, molecular dynamics (MD) simulation

analysis revealed that carnosine interacted transiently with monomeric Aβ42 by salt bridges
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with charged side chains and by van der Waals contacts with residues in and around the

central hydrophobic cluster 17LVFFA21.362 In NMR experiments, carnosine was shown to

interfere with the local propensity of the peptide to form backbone hydrogen bonds close to

the central hydrophobic cluster (residues E22, S26, and N27).362 On the basis of these and

other observations, the authors concluded that although carnosine did not form stable

contacts with Aβ, this molecule was able to block the pathway toward toxic aggregates via

perturbation of the hydrogen-bond network near residues that play some key roles in Aβ

fibrillation.362

6.3. Simulations, Predictions, and specificity of Small-Molecule IDP Interactions

The techniques of MD simulation and of binding-site prediction hold tremendous promise,

especially as they become increasingly refined for the particular challenges of highly

dynamic complexes. The discovery of small-molecule binders of IDPRs has relied on library

screening, followed, in some cases, by defining binding regions. While many of these

screens have yielded hits from relatively small sets of compounds, identifying binding sites

and understanding the specificity of interactions is labor-intensive and has lagged for most

complexes. Increased computational guidance for identifying binding sites and

understanding the specific nature of these interactions will be a substantial advance.

Many protein–protein interactions are mediated by relatively short sequence segments

binding to a protein partner interface, and these sequences exist disproportionately in

disordered regions.363 While initial efforts involved identifying known interaction regions,

various groups have used combinations of properties such as sequence composition,

conservation, physiochemical properties, and intrachain energy calculations to generate

predictors such as ANCHOR, SLiMSearch, and MoRFpred (among others) for finding

disordered, linear protein interaction regions.364–366 Although additional, well-defined

small-molecule IDPR binding sites are needed to generate sufficient data sets, correlations

between the characteristics of those sites and the predicted protein interaction sites likely

exist and will begin to be exploited.300,309

The availability of defined binding sites for small-molecule IDPR complexes has made

possible simulations of these interactions that can be correlated with experimental

observations. Sufficient conformational sampling is challenging in IDP systems; Michel and

Cuchillo367 used a bias-exchange metadynamics technique to improve conformational

sampling of the peptide Myc402–412 alone and in complex with 10058-F4. In the

simulations, both free and bound forms of the peptide existed as heterogeneous ensembles of

conformations, and 10058-F4 interacted with a range of different conformations with no

clearly dominant structure. This result correlated with experimental indications that the

peptide small-molecule complexes remained dynamic.308 Using a replica-exchange

molecular dynamics (REMD) approach with implicit solvent, Liu and co-workers368

simulated another binding interaction on Myc, 10074-A4 binding to Myc370–409. As in the

simulation with 10058-F4, the peptide remained dynamic even in the bound form. Further,

10074-A4 was seen as highly mobile along the site, prompting the authors to call it a “ligand

cloud”. In comparison with Myc sequences from outside the binding site (the Myc leucine
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zipper) 10074-A4 interactions with its binding site could clearly be distinguished from

interactions outside the binding site.

In an example of the potential for combined computational and experimental work, Herrera

et al.369 used computational models of α-synuclein (AS)–dopamine interactions to direct

production of specific mutants. Dopamine has been reported to inhibit AS fibrillization, with

some debate as to whether a covalent adduct from the oxidized form is the relevant

species370 or not.371 Herrera et al. used NMR along with limited MD simulations and

dopamine docking to investigate binding modes on AS ensembles. Independent of starting

structures, they saw interactions with the AS C-terminal region as anticipated from

experiments. They also observed an electrostatic contribution from the more N-terminal

residue Glu83. Testing dopamine binding to Ala point mutants indicated that the C-terminal

residues were relatively insensitive to mutations, likely indicative of dynamic binding

interactions there, while mutation of Glu83 eliminated dopamine’s antifibrillization effects,

consistent with the presence of electrostatic interactions seen in the models.

Using REMD, Zhu et al.372 generated an ensemble of Aβ42 structures from which they

selected clusters of conformations in order to identify potential binding pockets in the

monomer. Forty-five clusters were generated with populations from 0.05% to 2%, and their

correlation with experimental NMR data was validated against chemical shift, 3J coupling,

and residual dipolar coupling. Ten small organic fragments (≤6 heavy atoms) were docked

to clusters to identify potential hot spots that could be combined into binding regions. The

authors point out the significance of this method in reducing computational costs while

maintaining coverage of conformations in the docking.

Experiment and simulation indicate that small-molecule IDPR interactions can be both

specific and dynamic, and multiple different chemotypes may bind to the same IDPR.

Reconciling the specificity of binding of a given molecule with the ability to bind multiple

molecules can be seen as analogous to an IDP’s ability to interact with multiple, specific

protein partners.373 This mode of binding often involves adopting different conformations to

interact with different targets. Unlike a structured sequence, a disordered sequence may

present a broad array of viable interfaces displaying its chemical groups in various

constellations. Therefore, the number of pairwise potential combinations with a given set of

chemotypes could be greatly increased along with the probability of finding a match. While

the probability to find a specific interaction is increased, the ability to bind nonspecifically is

also increased. The large number of physiologically relevant IDPRs represents an attractive

pool of potential targets for those looking to inhibit them, as well as a deep reservoir of

potential off-target interactions, especially for molecules reaching micromolar

concentrations.

7. CONCLUDING REMARKS

Many proteins involved in the pathogenesis of human diseases contain intrinsically

disordered regions. This conclusion follows from the numerous illustrative examples of

well-characterized disease-related proteins (e.g., p53, α-synuclein, PTEN), as well as from

results of comprehensive bioinformatics studies. High degrees of association between
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intrinsic disorder and diseases are determined by the unique structural and functional

properties of IDPs and IDPRs, which are frequently found to serve as major cellular

regulators, recognizers, and signal transducers. Their normal functionality is tightly

controlled and modulated via a wide spectrum of PTMs and alternative splicing. Many

IDPs/IDPRs can fold (completely or partially) upon interaction with corresponding binding

partners and possess multiple binding specificities, enabling them to participate in one-to-

many and many-to-one interactions.

Distortion of any of the mechanisms controlling IDP/IDPR functionality can be detrimental.

Some disease-related proteins have an intrinsic propensity to form pathologic

conformations, whereas other proteins require some external factors, such as impaired

interactions with chaperones, intracellular or extracellular matrices, other proteins, small

molecules, and additional endogenous factors, to gain conformational alterations leading to

increased propensities for misfolding and dysfunction. Often, protein pathogenicity

originates from point mutations, altered splicing, chromosomal translocations, or exposure

to internal or external toxins. Formation of pathologic conformations can also be triggered

by impaired PTMs, oxidative damage, increased degradation propensities, impaired

trafficking, or loss of binding partners. All these factors can act independently, additively, or

synergistically to generate pathogenic transitions in proteins.

Being extensively involved in crucial protein–protein interactions and being intimately

linked to the pathogenesis of various human diseases, IDPs/IDPRs represent novel,

attractive drug targets. While ordered proteins, such as enzymes and cell-surface receptors,

can be targeted relatively easily with small molecules mimicking natural substrates, a new

emerging field is the development of protein–protein interaction inhibitors. This is where

intrinsic disorder is coming into play because disorder-based interactions are common in

signaling, regulation, and recognition and are abundantly found in pathological interactions

associated with various human diseases. Although targeting disorder-based protein–protein

interactions is a relatively new field, it is clearly moving beyond the proof-of-concept stage.

The variety of currently available approaches for finding small molecules affecting functions

of IDPs/IDPRs is promising because it clearly shows that intrinsic disorder-based

interactions are druggable and can be modulated by small molecules.
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ABBREVIATIONS

Aβ amyloid-β

AD Alzheimer’s disease

ALL acute lymphoblastic leukemia

ALK anaplastic lymphoma kinase

AML acute myelogenous leukemia

APC adenomatous polyposis coli

APP amyloid precursor protein

AR androgen receptor

AS α-synuclein

ATM ataxia telangiectasia mutated

BADGE diepoxide cross-linker bisphenol A diglycidic ether

CHIP carboxyl terminus of Hsc70 interacting protein

CML chronic myelogenous leukemia

CRC colorectal cancer
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CTA cancer/testis antigen

CTR C-terminal regulatory domain

CVD cardiovascular disease

C-tail C-terminal tail

DBD DNA-binding domain

DM disease-associated mutations

D → O disorder to order transition

EGCG polyphenol (–)-epigallocatechin gallate

EGF epidermal growth factor

EGFR epidermal growth factor receptor

EGR1 early growth-response protein 1

ELM eukaryotic linear motif

EVI1 ecotropic virus integration site 1 protein

EWS Ewing sarcoma

GLTSCR2 glioma tumor suppressor candidate region gene-2 protein

GSK3-β glycogen synthase kinase 3-β

HAUSP herpesvirus-associated ubiquitin-specific protease HAT histone

acetyltransferase

Htt huntingtin protein

IDP intrinsically disordered protein

IDPR intrinsically disordered protein region

ID1 inhibitor of DNA binding 1

IGF insulin-like growth factor

JAK2 Janus tyrosine kinase 2

KSVH Pr Kaposi’s sarcoma-associated herpesvirus protease

LBD ligand-binding domain

MBD methyl DNA binding domain

MECP2 methyl-CpG-binding protein 2

miRNA microRNA

MKK4 mitogen-activated protein kinase kinase 4

MoRE molecular recognition element

MoRF molecular recognition feature
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MVP Major-vault protein

NCBD nuclear coactivator binding domain

NEDD4 neural precursor cell-expressed developmentally downregulated 4–1

NES neutral evolutionary substitutions

NPM nucleolar phosphoprotein nucleophosmin

NTD N-terminal domain

OR ordered region

O → D order to disorder transition

PBM phosphatidylinositol (4,5)-bisphosphate binding module

PcTS phthalocyanine tetrasulfate

PD phosphatase domain

PGE2 prostaglandin E2

PIP2 phosphatidylinositol 4,5-bisphosphate

PIP3 phosphatidylinositol 3,4,5-trisphosphate

PI3K phosphoinositide 3-kinase

PLCb phospholipase Cb

Plk3 polo-like kinase 3

PNUTS protein phosphatase 1 nuclear targeting subunit

Poly polymorphism

PPARγ peroxisome proliferator-activated receptor γ

PPI protein–protein interaction

PR proline-rich region

PTEN phosphatase and tensin homologue deleted on chromosome 10

PTHS PTEN tumor hamartoma syndrome

PTM posttranslational modification

RDC residual dipolar coupling

REMD replica-exchange molecular dynamics

ROCK RhoA-associated protein kinase

RTK receptor tyrosine kinases

RTT Rett syndrome

SALL4 Sal-like protein 4

SAM sterile α motif
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SMA spinal muscular atrophy

S6K S6 kinase

snRNP small nuclear ribonucleic particle

SPRY2 sprouty homologue 2

TAD transactivation domain

TEL ETS translocation variant 6

TET tetramerization domain

TFG TRK-fused gene

TGF-β transforming growth factor β

TI transactivation inhibitory region

WT wild type

WWP2 WW domain containing protein 2

XIAP X-linked inhibitor of apoptosis protein
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Figure 1.
Distribution of disease mutations (DM) between predicted ordered regions (OR) and

intrinsically disordered protein regions (IDPR) of proteins. Analysis of annotated DMs from

the UniProt database shows that they are enriched in ordered regions of proteins compared

to polymorphisms (Poly) or neutral evolutionary substitutions (NES). Data from ref 93 were

used to create this figure.
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Figure 2.
Conformational effects of disease mutations. Shown are the percentages of predicted order

transitions for different classes of mutation in intrinsically disordered regions (IDPRs, left)

and ordered regions (ORs, right) of proteins. A significantly greater percentage of disease

mutations (DM) leads to a disorder-to-order (D → O) transition compared to polymorphisms

(Poly) or neutral evolutionary substitutions (NES). For mutations in ordered protein regions,

there is no significant difference in the percentage of order-to-disorder (O → D) transitions

for the three mutant classes. Data from ref 93 were used to create this figure.

Uversky et al. Page 58

Chem Rev. Author manuscript; available in PMC 2014 July 16.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 3.
Effect of R106W mutation on the conformational state of MECP2. (Top) PONDR VL-XT

disorder predictions for the residue 90–160 region of the wild type (WT) and R106W mutant

of MECP2. The mutation (red circle) decreases the disorder score of the 95–125 MECP2

region. (Bottom) H/D exchange profiles of the WT and R106W mutant of MECP2. The

black arrow points to a more slowly exchanging region at the mutation site. Adapted with

permission from ref 110. Copyright 2011 American Society for Biochemistry and Molecular

Biology.

Uversky et al. Page 59

Chem Rev. Author manuscript; available in PMC 2014 July 16.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 4.
Schematic domain organization of p53 family members and disorder prediction. p53

consists of a natively unfolded N-terminal transactivation domain (TAD), a proline-rich

region (PR), a DNA-binding domain (DBD), a flexible linker region, a tetramerization

domain (TET), and the intrinsically disordered C-terminal regulatory domain (CTR). The

paralogues p63 and p73 have a similar domain organization but feature an extended C-

terminal region, including a structured sterile α motif (SAM) domain and in the case of p63

a transactivation inhibitory region (TI). The plot shows the disorder prediction for the three

proteins by PONDR-FIT.374 The disorder prediction curves for the three proteins are aligned

on the basis of the position of DBDs, which show the highest sequence conservation. A

value above 0.5 indicates structural disorder. The structure of the human p53 DBD (PDB

entry 2XWR)375 is shown as a blue ribbon diagram, and the bound zinc ion is highlighted as

a gray sphere.
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Figure 5.
Molecular recognition features in p53 transactivation domain (TAD). Sequence alignment of

p53 TAD from different vertebrate species shows the location of MoRFs in TAD1 and

TAD2. UniProt accession numbers are given in parentheses. Gray diamond shapes indicate

phosphorylation sites in the human protein.140 Key interacting hydrophobic residues in

TAD1 are highly conserved. The sequence alignment was generated by use of MUSCLE376

and JALVIEW.377 The two MoRFs undergo disorder-to-order transition and form an

amphipathic α-helix upon binding to various target proteins in the cell cycle. Shown are

complexes with MDM2 (PDB entry 1YCR),145 Taz2 domain of p300 (PDB entry 2K8F),147

RPA70 subunit of replication protein A (PDB entry 2B3G),149 and nuclear coactivator

binding domain (NCBD) of CBP (PDB entry 2L14).154 Structures of the complexes are

shown as cartoon representations. The p53 segment in each structure is highlighted in green,

and key contact residues are shown as stick models. Structural representations in this and

following figures were generated by use of PyMOL (www.pymol.org).

Uversky et al. Page 61

Chem Rev. Author manuscript; available in PMC 2014 July 16.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript

http://www.pymol.org


Figure 6.
Structures of p53 family tetramerization domains. The sequence alignment shows the

oligomerization domain regions of human p53, p63, and p73. Identical residues in all three

sequences are highlighted in green, while residues that are identical in only two members are

highlighted in light blue. p63 and p73 form an extended oligomerization domain and require

a second helix for formation of stable tetramers. Crystal structures of p53 (PDB entry 1C26)

and p73 (PDB entry 2WQI) tetramers show the assembly of tetramers as dimers of dimers

with highly intertwined monomers (shown in different colors).164,168
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Figure 7.
Chameleon sequence in the C-terminal regulatory domain of p53. A short segment in the C-

terminal domain of p53 (green sequence motif) adopts different secondary structures,

depending on its interaction partner, as shown for the structures in complex with calcium-

loaded S110B (PDB entry 1DT7),185 deacetylase Sir2 (PDB entry 1MA3),187 and

bromodomain of transcriptional coactivator CBP (PDB entry 1JSP).188 Data from refs 124

and 125 were used to show sites of PTMs.
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Figure 8.
Targeting the p53–MDM2 interaction in cancer therapy. (A) Crystal structure of a p53-

derived stapled peptide bound to the N-terminal domain of MDM2 (PDB entry 3V3B).233

The molecular surface of MDM2 is shown in gray and the p53 helix in green, with the three

key interacting side chains of the p53 helix (Phe19, Trp23, and Leu26) highlighted as stick

models. The hydrocarbon staple (orange sticks) not only increases the helix propensity of

the peptide but also forms specific interactions with Phe55 at the rim of the p53 binding

pocket of MDM2. (B) Crystal structure of MDM2 in complex with the inhibitor nutlin 3a

(PDB entry 4HG7).378 The orientation is the same as in panel A. The rigid cis-imidazoline

scaffold mimics key hydrophobic interactions made by the p53 helix. Two chlorophenyl

groups are projected into the Trp23 and Leu26 subpockets, and a 2-propoxy group occupies

the Phe19 subpocket.
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Figure 9.
Role of PTEN in PI3K/AKT/mTOR signaling and cell proliferation following growth factor

binding to its receptor. Growth factors such as epidermal growth factor (EGF) and insulin-

like growth factor (IGF) bind to receptor tyrosine kinases (RTKs). Ligand-induced receptor

dimerization and subsequent autophosphorylation of distinct tyrosine residues creates

docking sites for various membrane targets via distinct adaptor molecules. Depicted here is

the lipid kinase PI3K (phosphoinositide 3-kinase), consisting of regulatory subunit p85 and

catalytic subunit p110, that phosphorylates PIP2 to generate the second messenger PIP3.

Increase in cellular PIP3 levels results in the recruitment and activation of protein kinase

AKT, thus initiating diverse cellular pathways leading to increase in proliferation, migration,

gene transcription, cell cycle progression, and cell survival and changes in cell metabolism.

For brevity, only the mTOR/S6K components of the pathway are shown here. Active small

GTPase K-Ras also acts on PI3K and activates the mTOR pathway. Hyperactivation of the

mTOR pathway causes aberrant cell proliferation and cancer. Therefore, PTEN, a lipid

phosphatase, continuously removes a 3′-position phosphate group (P) in the inositol ring and

converts PIP3 to PIP2. Decrease in PIP3 levels keeps the signaling via the PI3K/AKT/

mTOR pathway in check. Later, PIP2 is hydrolyzed by phospholipase Cb (PLCb) to

diacylglycerol (DAG) and inositol triphosphate (IP3); both molecules are involved in

distinct calcium-dependent signaling events. Thus, since PTEN plays a central role in cell

physiology and growth by regulating a myriad of downstream signaling events,

understanding PTEN structure and its correlation to function is critical to modulating PTEN

activity via targeted molecular therapies.
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Figure 10.
Domain organization of PTEN and disorder prediction. PTEN consists of four domains:

PIP2 binding module (PBM), phosphatase domain (PD), C2 domain (C2D), and C-terminal

tail (C-tail). Adapted from ref 37 under the Creative Commons Attribution-Non

Commercial-ShareAlike 3.0 license. Copyright 2013 Nature Publishing Group. (A) PTEN

crystal structure (PDB entry 1D5R)242 consists of only the PD and C2 domains. The

structures of the N-terminal PBM and C-tail are largely unknown. (B) Functional domains in

the PTEN protein. The PTEN protein consists of four functional domains: PBM (residues 1–

13), which helps it anchor to the PIP2 residues in the membrane (its site of enzymatic

activity); catalytic domain PD (residues 14–185), which has dual lipid and protein

phosphatase activity; C2 domain (residues 190–350), primarily consisting of positively

charged residues to help PTEN anchor to the membrane; and C-tail region (residues 351–

403), which regulates PTEN function, membrane association, and stability through a series

of phosphorylation events. A PDZ binding motif is part of the C-tail and helps PTEN

interact with a multitude of PDZ-domain containing proteins. (C) Disorder prediction for

PTEN. PONDR-VLXT and PONDR-FIT predictors were used to determine disordered

regions in the PTEN protein. A value above 0.5 indicates structural disorder. The major

disordered stretches in the PTEN protein consist of the CBR3 loop in the C2 domain

(residues 286–309) and the C-tail (residues 351–403).
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Figure 11.
Evolutionary conservation of the PTEN IDPR. Sequence alignment for PTEN proteins from

different species reveals that the disordered PTEN C-tail is conserved only in vertebrates.

This points to the recent emergence of the functional implications of the C-tail in PTEN

function in evolutionary history. Adapted with permission from ref 37. Copyright 2013

Nature Publishing Group.
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Figure 12.
Intrinsic disorder and PTEN Long. (A) Diagrammatic representation of PTEN Long, a

translational variant of PTEN that contains an extra 173 amino acids at its N-terminus

(N-173). The peculiarity of PTEN Long is that it can be secreted from and taken up into

cells at distant locations in the body. This secretory property of PTEN Long is conferred by

critical polyalanine and polyarginine stretches in the N-173 region. (B) Disorder prediction

for PTEN Long. PONDR-FIT was used to make disorder predictions for the PTEN Long

protein. The additional N-173 amino acids in this PTEN translational variant are largely

disordered. Reprinted with permission from ref 241. Copyright 2013 Royal Society of

Chemistry.
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Figure 13.
Sequence analysis and clinical implications of PTEN Long. (A) Sequence analysis.

Alignments for the PTEN Long protein reveal the emergence of the additional N-173 region

in higher terrestrial vertebrates. (B) Therapeutic relevance. Given the ability of PTEN Long

to be taken up into cells, recombinant forms of the PTEN Long protein represent a novel

chemotherapeutic modality. Recombinant PTEN Long may be taken up into cells where it

can then abrogate proliferative PI3K/AKT/mTOR signaling to arrest tumor growth.

Reprinted with permission from ref 241. Copyright 2013 Royal Society of Chemistry.
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Figure 14.
Genomic mechanisms of PTEN regulation. (A) Mutations. PTEN mutations are seen in

several diseases like Cowden disease, hamartoma syndrome, and cancers. Mutations are

found all along the length of the PTEN gene with the exception of exon 9, which codes for

the disordered C-tail region. Mutational hotspots are indicated in shades of yellow, while

areas with fewer observed mutations are indicated in blue. Data are taken from ref 379. (B)

Epigenetic regulation. PTEN promoter methylation is frequently observed in cancers,

resulting in suppression of its transcription. (C) Transcriptional regulation of PTEN. Several

transcription factors, ligands, and dietary compounds modulate (increase or decrease) PTEN

transcription. (D) Regulation by noncoding RNAs. Several miRNAs bind to the 3′-

untranslated region (UTR) of the PTEN mRNA, thereby preventing translation of the

mRNA into PTEN protein. PTENP1, a PTEN pseudogene, shares homology with the PTEN

gene. The PTENP1 mRNA acts as a pseudosubstrate for the miRNAs and sequesters them,

thereby allowing production of the PTEN protein.
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Figure 15.
Nongenomic mechanisms of PTEN regulation. (A) Subcellular localization of PTEN.

Monoubiquitination and sumoylation modifications on the PTEN protein regulate its nuclear

trafficking. Oxidative stress is also known to modulate nuclear PTEN levels. (B)

Proteasomal degradation of PTEN. Several E3 ligases like WWP2, CHIP, XIAP and

NEDD4-1 cause polyubiquitination and subsequent proteasomal degradation of PTEN. The

NEDD4 and CHIP E3 ligases are frequently upregulated in human cancers and negatively

correlate with PTEN protein levels. (C) Posttranslational modifications of PTEN. The PTEN

protein, like most IDPs, undergoes a vast repertoire of PTMs, each with different functional

implications. Of the various modifications, the phosphorylation modifications are best

studied and are critical to regulating PTEN function and stability in the cell.
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Figure 16.
Intramolecular interactions of PTEN. The PTEN molecule forms intramolecular interactions,

an event that is dependent on phosphorylation modifications within the disordered C-tail

region. Phosphorylation at a serine–threonine cluster (Ser380, Thr382, Thr383, and Ser385)

in the C-tail region causes the phosphorylated tail region to fold onto the rest of the PTEN

molecule, forming a “closed” conformation. This intramolecular association masks the C2

domain, disallowing interaction of the PTEN molecule with the cell membrane (its site of

enzyme action). As a result, the “closed” form of PTEN is enzymatically inactive. However,

this “closed” form is relatively resistant to proteasomal degradation. Dephosphorylation of

the serine–threonine cluster reverses this intramolecular association, resulting in the “open”

conformation of PTEN. “Open” PTEN can now bind to the plasma membrane and

dephosphorylate PIP3 to PIP2, thereby keeping the proliferative PI3K/AKT/mTOR pathway

in check.
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Figure 17.
PTEN primary interactome. (A) 395 proteins form the primary interactome of PTEN.

(Visualization tool: Cytoscape). (B) Functional analysis of the PTEN primary interactome.

UniProt IDs from all the PTEN primary interactome were used as the input for the

functional analysis performed by use of the Core Analysis function from the IPA suite

(Ingenuity Systems, Mountain View, CA; www.ingenuity.com). The significance calculated

for each function returned in Functional Analysis is a measurement of the likelihood that the

function is associated with the data set by random chance. On the y-axis of the diagram, the

significance is expressed as the negative exponent of the p-value calculated for each

function. Taller histogram bars are more significant than shorter bars. Threshold represents

P < 0.05.
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Figure 18.
Top enriched networks of PTEN. UniProt IDs of all primary PTEN-interacting proteins were

imported into the Ingenuity Pathway Analysis (IPA) Software (Ingenuity Systems, Mountain

View, CA; www.ingenuity.com). By use of the Core Analysis function, the top diseases

were identified, and individual networks were visualized by use of the “Display Networks”

option. (A) Network depicting all primary PTEN-interacting proteins involved in various

types of cancers (P value 5.00 × 10−25). (B) Network depicting all primary PTEN-

interacting proteins involved in infectious diseases (P value 4.97 × 10−21). (C) Network

depicting all primary PTEN-interacting proteins involved in neurological diseases (P value

4.57 × 10−17).
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Figure 19.
Schematic examples of the continuum of disorder in the binding of small molecules (green)

to proteins. On the left is a highly ordered protein (e.g., an enzyme) binding to a small

molecule, and on the far right is a small molecule binding directly to a disordered protein

and stabilizing the disordered ensemble. In the center are examples of small molecules

inducing protein disorder by preventing binding of a disordered region to an ordered partner.
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Scheme 1.
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Scheme 2.
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Table 1

Regulation of PTEN through Protein–Protein Interactions

(A) Protein–Protein Interactions Regulating PTEN Catalytic Activity

effect on PTEN lipid

PTEN-binding protein phosphatase activity

MAGI2 (membrane-associated guanylate kinase
 inverted 2)

increase

MAGI3 (membrane-associated guanylate kinase
 inverted 3)

increase

NHERF (Na+/H+ exchanger regulator factor) increase

β-arrestin increase

myosin V increase

DLG1 (disks large homologue) increase

p85 (regulatory subunit of PI3K) increase

MEK1 (dual-specificity mitogen-activated protein
 kinase kinase 1)

increase

RFP (Ret finger protein) decrease

PNUTS (protein phosphatase 1 nuclear targeting
 subunit)

decrease

BMI1 (polycomb complex protein BMI-1) decrease

DJ-1 (PARK7, Parkinson protein 7) decrease

PREX2a (phosphatidylinositol 3,4,5-trisphosphate-
 dependent RAC exchanger factor 2a)

decrease

sharpin decrease

MAN2C1 (α-mannosidase 2C1) decrease

(B) Protein–Protein Interactions Regulating PTEN Protein Stability

effect on PTEN

PTEN-binding protein stability

MAST1 (microtubule-associated serine/threonine
 kinase 1)

increase

MAST3 (microtubule-associated serine/threonine
 kinase 3)

increase

PICT1 (protein interacting with carboxyl terminus 1) increase

ROCK (RhoA-associated protein kinase) increase

DLG1 (disks large homologue) increase

MCIR (melanocortin-1 receptor) increase
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