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Daily synchronous rhythms of cell division at the tissue or
organism level are observed in many species and suggest that
the circadian clock and cell cycle oscillators are coupled. For
mammals, despite known mechanistic interactions, the effect of
such coupling on clock and cell cycle progression, and hence its
biological relevance, is not understood. In particular, we do not
know how the temporal organization of cell division at the single-
cell level produces this daily rhythm at the tissue level. Here we
use multispectral imaging of single live cells, computational meth-
ods, and mathematical modeling to address this question in pro-
liferating mouse fibroblasts. We show that in unsynchronized cells
the cell cycle and circadian clock robustly phase lock each other in
a 1:1 fashion so that in an expanding cell population the two os-
cillators oscillate in a synchronized way with a common frequency.
Dexamethasone-induced synchronization reveals additional clock
states. As well as the low-period phase-locked state there are dis-
tinct coexisting states with a significantly higher period clock. Cells
transition to these states after dexamethasone synchronization. The
temporal coordination of cell division by phase locking to the clock
at a single-cell level has significant implications because disordered
circadian function is increasingly being linked to the pathogenesis of
many diseases, including cancer.
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Most organisms adapt their physiology and behavior to daily
environmental cycles by means of endogenous circadian

clocks. In mammals, the circadian timekeeping system involves
a master pacemaker in the suprachiasmatic nuclei that coor-
dinates peripheral oscillators in each cell of most organs and
tissues. The core mechanism governing all these clocks is a self-
sustained time-delayed transcriptional/posttranslational negative
feedback loop relying on clock genes (1). This genetic oscillator
conveys circadian rhythmicity to physiological outputs through
the regulation of a substantial and tissue-specific set of target
genes or proteins.
Several critical cell cycle components have recently been

found to be clock-controlled. For instance, in mice the circadian
clock regulates the cyclin-dependent kinase inhibitors p16 and
p21, the G2/M kinase Wee1, as well as the checkpoint proteins
CHK1 and 2, and genetic disruption of any of these links com-
promises cellular proliferation (2–5). Although these molecular
links provide a partial mechanistic basis for the coupling between
these oscillators, the consequences for the joint dynamics are far
from clear, as is the extent to which the cell cycle is coordinated
by the clock, and vice versa.
One-to-one phase locking of oscillators is a well-known phe-

nomenon where two coupled oscillators have a fixed relative
phase and thus oscillate with a common frequency (6). A nec-
essary condition for two oscillators to lock in this way is for their
natural frequencies, when uncoupled, to be close and for them to
be coupled strongly enough. Therefore, it is reasonable to expect

that functional links as above should lead to 1:1 phase locking of
the clock and cell cycle when their uncoupled periods are similar.
In lower organisms, evidence of circadian coupling has been
published for cyanobacteria (7, 8). Likewise, phase locking of the
cell cycle of budding yeast using periodic forcing of the G1 cyclin
CLN2 has been demonstrated (9). Moreover, 1:1 phase locking
has been shown for mechanistically detailed mathematical and
automaton models of the mammalian systems (8, 10, 11).
The evidence of circadian rhythms of cell division at the tissue

or organism level (12, 13) in mammals is compatible with such
1:1 phase locking at the single-cell level but is also compatible
with a model where cells may or may not divide during a circa-
dian cycle but their division is restricted by gating. Introduced in
ref. 14, gating is defined there as a control whereby there are
certain clock phases in which cell division is allowed to occur and
other phases in which it is forbidden, thus introducing new clock-
determined checkpoints. The phase-locking and gating models
are distinct because for the former, unlike the latter, in ideal
noise-free systems (and approximately in stochastic systems), the
two oscillators cycle in step and are synchronized over the whole
cycle so that knowing the phase of one system largely determines
the phase of the other.

Significance

In tissues such as bone marrow, intestinal mucosa, or regen-
erating liver, the daily rhythm of cell division is controlled by
the cell’s circadian clock. Determining how this clock organizes
important processes such as cell division, apoptosis, and DNA
damage repair is key to understanding the links between cir-
cadian dysfunction and malignant cell proliferation. We show
that in proliferating mouse fibroblasts there is more than one
way in which the clock and cell cycle synchronize their oscil-
lations and that one of them is the biological equivalent of the
phase locking first discovered by Huygens in the 17th century
when he coupled two clocks together. When phase-locked two
coupled oscillators have a fixed relative phase and oscillate
with a common frequency.
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Phase locking of the mammalian systems has never been
reported. Indeed, two recent studies reported a lack of clock
regulation of the mammalian cell cycle (15, 16). However, earlier
work of Nagoshi et al. (17) suggested a dynamical link distinct
from 1:1 phase locking. They demonstrated a three-peak distri-
bution of cell division events when timed by the phase of the
circadian clock. We show that the cells we study do 1:1 phase-
lock provided they are left unsynchronized. Moreover, by per-
turbing the system with a synchronizing protocol we show that
the coupled system has coexisting dynamically distinct oscillating
regimes with a significantly longer clock period and these include
behavior similar to that seen in Nagoshi et al. (17). A simple
model of the coupled system illuminates our experimental results
and enables us to integrate a puzzling set of dynamical phe-
nomena. Finally, we discuss evidence suggesting that the regu-
lation between the clock and cell cycle is bidirectional.

Results
We study NIH 3T3 mouse fibroblast cells cultured in regular
medium (DMEM) supplemented with various concentrations of
FBS to modulate cell-cycle length. Combining computational
methods with single-live-cell imaging of the Rev-Erbα::Venus
clock gene reporter and a fluorescent cell cycle reporter based on
the fluorescence ubiquitination cell cycle indicator (FUCCI)
(Movie S1) enables us to reconstruct the joint phase trajectory of
the clock and cell cycle in single-cell lineages. We extract the
phase of the clock and also the cell kinetics through the G1 and
S/G2/M cell cycle phases (Fig. 1). Therefore, for each cell at each
point in time t we measure the clock phase φclðtÞ and the cell

cycle phase φccðtÞ, both of which we take to be between 0 and 2π
(Fig. 1 C and D).

Unsynchronized Cells Are 1:1 Phase-Locked. In the first study, nei-
ther the clock nor the cell cycle was experimentally synchronized
to observe both oscillators as undisturbed as possible. The initial
density of cells was chosen so that cells did not become confluent
over the course of the experiment. The distributions of the pe-
riod of the clock and the cell cycle from cells maintained in 10%
FBS show mean values of 21.9 ± 1.1 h and 21.3 ± 1.3 h, re-
spectively (Fig. 2A and SI Appendix, Fig. S2A). Increasing FBS to
15% significantly decreases both mean periods to 19.4 ± 0.5 h
and 18.6 ± 0.6 h, respectively (Fig. 2A and SI Appendix, Fig. S2A).
The combined phase ΦðtÞ= ðφ1ðtÞ;φ2ðtÞÞ of two oscillators

determines a point in the square 0≤φ1;φ2 ≤ 2π. This square
should be regarded as a torus because phases are periodic and
therefore opposite sides of the square should be identified (Fig. 2
C and D). Then, as time t increases the combined phase ΦðtÞ
traces out a continuous curve on the torus. In noise-free coupled
oscillators described by deterministic equations, 1:1 phase lock-
ing is characterized by convergence of the combined phase ΦðtÞ
to a closed curve A (topologically a circle) called an attractor
that winds around the torus in a 1:1 fashion (Fig. 2C). It follows
that the phases φ1ðtÞ and φ2ðtÞ of the oscillators advance
in a synchronized way and thus oscillate with a common fre-
quency. This phase-locked state persists in the presence of weak
stochasticity in the sense that typical trajectories wind around the
torus in a thin band about the attractor A. However, occasionally
the trajectory will go on an excursion where it leaves this band,
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Fig. 1. Image acquisition, cell tracking, and result-
ing time series of NIH3T3_ Rev-Erbα::Venus_FUCCI-
2A cells (see SI Appendix for details). (A) Time series
of a representative single cycle for the various fluo-
rescent reporters and respective traces in NIH3T3_
Rev-Erbα::Venus_FUCCI-2A cells (unsynchronized in
15% FBS). From top to bottom: G1 (red), Cdt1::mKO2;
S/G2/M (blue), Gem::E2Crimson; Clock (green), Rev-
Erbα::Venus; and Merge, fluorescent channels com-
bined with the corresponding brightfield image.
Arrows point to tracked cell nuclei. Images are 2.5 h
apart. Traces at the bottom have been plotted from
measured intensities extracted from tracking with the
LineageTracker plugin for ImageJ. (B) Schematic of
a lineage tree showing a cell division and a full cell-
cycle interval. Trees are obtained using the Lineage
Tracker software. (C) Computational analysis of the
markers (72 h). (Upper) A detrended and a smoothed
version of the Rev-Erbα::Venus clock marker traces
(unprocessed data shown as dotted lines) appear in
green and yellow, respectively. Segments at the be-
ginning and end have been removed. We obtain an
estimate for the clock period using spectrum resam-
pling (thick green). Red triangles mark estimated clock
peaks. (Lower) Red and blue lines represent G1 and
S/G2/M cell cycle markers, respectively. We fit a piece-
wise linear model to both markers (shown as dashed
line) and extract the time of the G1–S transition
(shown on the bottom). Thick vertical lines correspond
to division times as marked during tracking. (D) The
clock phase between two clock marker peaks is de-
fined as the relative position between the peaks, nor-
malized to the interval (0, 2π).
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joining it again approximately advanced or delayed by half a cy-
cle. This phase-skipping phenomenon occurs when a fluctuation
in the nondeterministic elements exceeds the stability domain
of the attractor and initiates a phase-skipping instability as de-
scribed in Fig. 2C.
When our data are plotted on a phase torus (Movie S2 and

Fig. 2D), the trajectories of the unsynchronized cell lineages
display all of the characteristics described above for stochastic
1:1 phase locking, and this is further confirmed by the lineage
tree (Fig. 3) and the scatter plot of clock and cell cycle periods
(SI Appendix, Fig. S3). First, the phase trajectories are relatively
tightly bundled around a mean trajectory that winds around the
torus in a 1:1 fashion (Fig. 2D). The cells in the movie generally
stream along a highway given by the band about the attractor.
Second, we see phase skipping as described above. Occasionally
a cell moves away from the main trajectory bundle and rejoins it
in a position where it has gained or lost approximately half
a phase cycle. This often happens fairly soon after a division and
just one of the two daughters phase-skips. Third, as a conse-
quence of the bundling, histograms of the clock phase of cell
division and G1 exit show a concentrated distribution around
a mean clock phase (Fig. 2B and SI Appendix, Fig. S2 B and C).
We additionally confirmed this 1:1 phase locking at the pop-

ulation level in an unbiased way by fluorescence-sorting the cells
by cell cycle phase and then checking whether these cells have
the expected clock phase by profiling the endogenous Rev-Erbα
mRNA (SI Appendix, Fig. S1 D–F).
We can also estimate an informative vectorfield on the torus

that we use below to inform the construction of a simple
mathematical model. This shows at each point on the torus the

typical direction and speed of the cells as they pass near to that
point (Fig. 2D). Although this vectorfield varies in a smooth
fashion in almost all of the torus, it also has interesting defect-
like structures running along an approximate curve roughly
having the position of the repeller marked R in Fig. 2C. In-
spection of Movie S2 shows that this is the curve where many
cells are about to skip and break away from the main highway.
Thus, it seems to mark the boundary of the stability domain of
the attractor.

Synchronizing the Circadian Clock by Dexamethasone Reveals Further
Stable Oscillating States. Treatment with the glucocorticoid ago-
nist dexamethasone is known to exert a resetting/synchronizing
effect on clocks in cultured cells through induction of Per1 (18),
and we hypothesized that this might modify the coupled dy-
namics. Therefore, we expanded our experiments using a dexa-
methasone pulse to synchronize the cells in the same conditions
as above except that we used both 10% and 20% FBS to com-
pare our results with those of Nagoshi et al. (17), who used a
similar dexamethasone synchronization protocol with 20% FBS.
The synchronization resulted in a significant change in the

coupled dynamics. When using 20% FBS we found that the cell
lineages were dominated by two groups. The timing and clock
phase of cell divisions in the first group clustered in such a way
that they reproduced the three-peak distribution of clock phases
of cell divisions seen by Nagoshi et al. (17) and had median
periods for the clock and cell cycle of 27 h and 17 h, respectively
(Fig. 4C), roughly a 3:2 period ratio. The cells in the second
group locked 1:1 (Fig. 4C).
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Fig. 2. Phase dynamics for unsynchronized cells. (A) Histograms showing
distributions of periods for both the clock (blue) and cell cycle (red). Un-
synchronized cells grown in 10% FBS (mean clock period, 21.9 ± 1.1 h; mean
cell-cycle period, 21.3 ± 1.3 h) and 15% FBS (mean clock period, 19.4 ± 0.5 h;
mean cell-cycle period, 18.6 ± 0.6 h). (B) Phase histograms for cells in 15%
FBS; mean phase of division is 3.97 ± 0.14 radians. (C) Illustration of possible
trajectories in 1:1 phase-locked system, showing the situation for simulated
noise-free deterministic dynamics. All trajectories apart from those starting
on the repeller R converge to the attracting periodic orbit A, which is a circle
winding around the torus in a 1:1 fashion. Cells starting at the close points
a and b will divide approximately half a clock period apart. This is what gives
rise to the phase-skipping instability described in the text. Such a change in
state and the consequent change in division timing can be caused by sto-
chasticity. (D) Estimated phase diagram from experimental data for cells in
15% FBS (SI Appendix, section 2.5). The red dashed curve shows the mean
trajectory and the blue levels show the density of cells passing through
a region. The arrows show the mean direction that the cells flow in near that
point on the torus.

Unsynchronised 15% 
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G1
S/G2/M

Clock 
Peak Division

Fig. 3. Circular representations of lineage tree for unsynchronized cells in
15% FBS. Each radial segment corresponds to a cell-cycle interval we ob-
served. Each ring corresponds to a generation of cells, starting with the first
observed generation as the innermost ring. When a cell divides, its segment
is split in two in the next ring outward. Because we cannot know when the
first observed cell-cycle interval starts (because this time is before the start of
our recording), the inner boundary is blurred. The G1 phase is drawn in red,
and the S/G2/M phases are shown in blue. Clock peaks are shown as yellow
bars. Times have been normalized so that all cell cycles have the same length
in the plot. Thus, there is no direct correspondence between the length of
a cell-cycle interval and its representation in this plot. We observe that in the
unsynchronized condition the clock peaks mostly coincide with the G1–S
transition.
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Dexamethasone-synchronized cells in 10% FBS provide an
interesting contrast. Although the synchronization significantly
increased the clock period to a mean of 24.2 ± 0.5 h (from 21.9 ±
1.1 h for the unsynchronized cells), the mean cell-cycle period
remained low at 20.1 ± 0.94 h, about an hour less than that
observed for unsynchronized cells in 10% FBS (SI Appendix, Fig.
S2 A and B). The population density plot of peak times of the
clock marker Rev-Erbα::Venus and cell divisions show clear cy-
clicity but, strikingly, with these significantly different periods (SI
Appendix, Fig. S2 A and D). This behavior is clearly distinct from
the 1:1 phase locking seen in the unsynchronized cells in 10%
FBS (SI Appendix, Fig. S2).
To analyze these results we found it revealing to use two dif-

ferent clustering algorithms to identify clusters in the timing of
cell division (details in SI Appendix). We then plotted the clock
phase of each cell division against its time as in Fig. 4 A and B
and SI Appendix, Figs. S3–S5, highlighting the clusters identified.
In both clustering approaches plotting the data in this way
reveals that there is clear clustering of the cell divisions, thereby
demonstrating the effect of synchronization and coupling. For
the dexamethasone-synchronized cells in 20% FBS the clusters
fall into two groups corresponding to the two cases identified
above. The distinct identities of the two groups is further vali-
dated by the way the period ratios segregate (Fig. 4C and SI
Appendix, Fig. S4B). Strikingly similar results were found when
the dexamethasone-synchronized 20% FBS experiment was re-
peated (SI Appendix, Fig. S5A).
Using a simple mathematical model (Fig. 5 A and B and SI

Appendix, Fig. S6A and Methods) we are able to analyze these
dynamical regimes and integrate our findings. In this model the
clock phase progresses at a constant speed and the cell cycle
progresses at a speed that depends upon the phase of the clock in
that it is slowed down if the joint phase of the clock and cell cycle
is in the region of the torus shaded in Fig. 5 A and B (see SI
Appendix for equations). The position of this coupling region was
largely determined by using the vectorfields (Fig. 4E and SI
Appendix, Fig. S7) to obtain an approximate position for the
attracting periodic solution A, and the Poincaré maps (SI Ap-
pendix, Fig. S6C) to confirm the phases of cell division and G1-
exit on A. Using a ratio of periods similar to the experimental
ones, this model then qualitatively reproduces the observed
clustering (Figs. 4 A and B and 6 and SI Appendix, Figs. S4 A and
B, S5A, and S6).
We compare model results for ratios close to 3:2 and 5:4 to

compare with the 20% FBS and 10% FBS dexamethasone-
pulsed cases, respectively. In both cases the model produces
clear clusters in the 2D plot but the projections onto the axes
differ. The clustering for the 3:2 ratio gives a three-peaked dis-
tribution when projected horizontally onto the clock phase (Fig.
6A) but for the 5:4 ratio it gives no clear peaks because the
clusters no longer line up as well in the horizontal direction (SI
Appendix, Fig. S6B). This agrees with the experiments but note
that in the 20% FBS dexamethasone-pulsed experiments only
one of the two groups in Fig. 6B is populated so only half the
clusters appear and they also give a three-peaked distribution.
Projecting onto the time axis gives the population density plot for
cell divisions. Whereas for 5:4 clear peaks are found (SI Ap-
pendix, Fig. S6B), this is not the case for 3:2 (Figs. 6C), a result of
the different ways the peaks line up for different ratios. This
agrees with our experiments (Fig. 4 and SI Appendix, Fig. S2) and
is also consistent with the report in Nagoshi et al. (17) that cell
cycle progression in their experiment was not synchronized. The
fact that we reproduce the complex and apparently conflicting
data coming from these different dexamethasone-pulsed experi-
ments significantly strengths the value of this analysis.
For mathematical models of coupled oscillators, p:q phase

locking is a generalization of the 1:1 locking discussed above but
in this case one oscillator completes exactly p cycles whereas the

other completes q. This is shown for p:q = 3:2 in Fig. 5B.
According to the mathematical theory (6) such locking is robust
but the extent of the robustness depends on the strength of the
coupling and the size of p and q (when p:q is expressed in lowest-
order terms) and decreases very rapidly as p and q become
larger. Although p:q phase locking with p,q > 1 is readily seen in
some low-noise physical systems we cannot expect to see it in its
pure form in our stochastic system. For example, the single-cell
dynamics are highly stochastic; the system kinetic parameters for
daughter cells will usually vary from that of the mother and,
unlike physical oscillators, the oscillator’s identity is changing at
division. In addition, there will be phase skipping as described
above for the 1:1 case and because the stability domain of the
attractor is much smaller when p or q are greater than 1, skipping
will be much more common. Similarly, for such p and q, locking
is sensitive to parameter variation.
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Fig. 4. Phase dynamics for cells in 20% FBS synchronized with dexameth-
asone. (A and B) Clustering of the scatter plot of clock phase of cell division
vs. time of division using clustering method 1 (A) and clustering method 2 (B)
as described in SI Appendix, section 2.4. These clearly identify two sub-
populations of cells as described in the text. (C) Scatter plot of clock period
vs. cell-cycle period. Each point is colored according to which of the two
cluster groups it belongs to in Fig. 4B. We see that the cluster groups nicely
segregate the two groups in terms of their period ratios. The mean periods
for each of the groups are shown by the vertical and horizontal lines (blue
group: clock, median 29 h, SEM 1.05 h; cell cycle, median 16.5 h, SEM 0.48 h;
red group: clock, median 21.25 h, SEM 0.36 h; cell cycle, median 19.5 h, SEM
0.42 h). Each data point corresponds to a single fully observed cell-cycle in-
terval. The y coordinate is the cell-cycle period and the x coordinate is the
average length of all clock peak-to-peak intervals that overlap in time with
the cell-cycle interval. There can be up to three such intervals, one from
before, and two intervals for the children if there is a division. The two el-
lipses show the 75% confidence interval for a multivariate t distribution that
has been fitted to the corresponding dataset. The mean period ratios for the
two groups in this experiment are 1.09 and 1.80 (SI Appendix, Fig. S4B and
Table S5). (D) Cell division densities plotted against clock phase for the two
cluster groups. Note that we track lineages, and this explains the different
heights of the three peaks in the Left plot because the middle, left, and right
peaks correspond to first, second, and third divisions, respectively. (E) Estimated
phase diagrams from experimental data for cells in 20% FBS. The left plot is for
cells with an approximate 1:1 ratio and the right plot for 3:2. Details as in Fig. 2D.
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As a result of these factors there will be a relatively broad dis-
tribution of ratios and one cannot hope to observe p:q locking in its
pure form when p,q > 1. Nevertheless, the locking phenomenon
will lead to a relevant observable experimental signature that we
can hope to see when p and q are relatively small (such as 3:2),
namely, a long-lived polyrhythmic behavior where the cells main-
tain a fluctuating fractional ratio of periods and display clustering
as observed in the synchronized experiments and described below.
The states observed in the dexamethasone-synchronized experi-
ments that are not 1:1 phase-locked fit this description.
The clustering is explained in Fig. 5C for this 3:2 case and is

due to the fact that after synchronization the cells split into ei-
ther one or two groups depending on which of these branches of
the attractor highway they are attracted to. These groups stay
coherent because of the attraction to the attractor highway and
because spreading of the clusters along the trajectory owing to
the diffusive effect of stochasticity will be on a slower timescale.

Discussion
Our experiments have demonstrated that there are multiple
coexisting robust oscillatory dynamical states of the coupled
clock and cell cycle in proliferating mammalian cells and we have
shown that varying the FBS level changes these states in a man-
ner that accords with theory. In principle these states coexist in
the same single cells because after the dexamethasone-synchro-
nized cells are returned to dexamethasone-free regular medium
there is in principle no difference between their current cellular
context and that of the unsynchronized cells. This suggests that
the coupled system is a stochastic dynamical system with multiple
coexisting stable oscillating states and that the dexamethasone
synchronization acts as a large perturbation that knocks the state
out of the low-period 1:1 locked state into the domain of at-
traction of these other states. This is analogous to the bistability
or multistability of equilibrium states that underlies many bi-
ological systems that switch between two or more different
states. In our case the attractors are oscillating states and, al-
though this is a well-known phenomenon in the theory of dy-
namical systems, so far as we are aware it has not been seen
before in such biological systems.
The established circadian regulation of cell-cycle genes and

proteins provides a consistent mechanistic basis to produce the
coupling and phase locking described in our study. However, our
results, together with previous observations by Nagoshi et al.
(17), suggest that the coupling also operates in the opposite di-
rection. In particular, in the unsynchronized cells, increasing FBS
caused the period of both clock and cell cycle to decrease in
unison with common periods that are significantly smaller than
those for the clock in dexamethasone-synchronized experiments
and also when the cells are confluent and not dividing. Although
this is not currently supported by known mechanistic links,
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Fig. 5. Modeling of the phase-locking states in synchronized cells. (A and B)
Phase portraits when winding ratios are 1:1 and 3:2. The only coupling be-
tween the clock and cell cycle occurs in the shaded region where the cell
cycle is slowed down. Thus, outside this region the trajectories are straight
lines. The red curve on the phase torus is the attracting periodic orbit A and
the blue curve is the repelling periodic orbit R that also has to be present
when the system is phase-locked. Similar results would be obtained if the cell
cycle were speeded up in a similar region. (A) Attracting and repelling orbit
for 1:1 coupling (ν1 = 1,ν2 = 1:01). For the deterministic, noise-free system, all
trajectories that start off the repelling periodic orbit are attracted by A. (B)
Attracting (red) and repelling (blue) orbit with a 3:2 winding number
(ν1 = 1,ν2 = 1:53). (C) Formation of cell clusters through dexamethasone
treatment. The small filled circles represent cells. After the dexamethasone
pulse, the cells have roughly the same clock phase as shown by the column of
cells at the left-hand side of the upper left square. Shortly afterward, they
will separate into one or both of the two clusters marked a and b (Upper
Right) because they will be attracted by orbit A. These clusters will then flow
along A moving to a′ and b′ (Lower Left) and then at a later stage a′′ and b′′
(Lower Right). As they pass through the cell division phase (labeled hori-
zontal line) we observe a burst of cell divisions resulting in the histogram
shown on top of the torus.
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Fig. 6. Modeling stochastic 3:2 coupling. (A) A plot similar to Fig. 4D, Left
but for modeled stochastic 3:2 coupling. In this case, we observe three peaks
of cell division phases, corresponding to the three crossings of the attracting
trajectory with the curve corresponding to cell division (the labeled hori-
zontal line in Fig. 5C). (B) Clustering of the modeled cell divisions as in Fig. 4
A and B. There are essentially two sets of clusters, each group coming from
(i.e., containing descendant cells of) the initial two clusters at the left. In the
experiments only one of these sets is populated, presumably because of the
way the synchronization works and the existence of other states (e.g., 1:1)
after perturbation. This set is colored and the other is in gray. (C) We also see
that although population-level synchronization of the clock is clear (Left),
synchronization of cell cycle is not visible (Right), because the cell divisions
cluster too closely in time and the projection onto the time axis is without
clear peaks. We can still see the clusters of divisions in B when separating
them out both in clock phase and time.
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following ref. 17, we hypothesize that key cell-cycle events in-
cluding cyclin-dependent kinase network activation, cell growth,
DNA replication, nuclear envelope breakdown, cytokinesis, and
reduced transcription at mitosis may rhythmically and co-
ordinately perturb the concentration, activity, and subcellular
distribution of some clock proteins and as a result modulate the
period of the clock. Presumably, in vivo and in physiological
situations these intracellular signals are likely to be counteracted
by extracellular circadian cues such as glucocorticoids and tem-
perature so that the clock can impose a 24-h periodicity to the
cell cycle in proliferating tissues.
This and our other results suggests a natural hypothesis,

namely, that (i) in unsynchronized cells there is bidirectional
coupling enabling the clock and cell cycle to robustly entrain
each other but dominated by the cell cycle, and (ii) dexameth-
asone synchronization perturbs the system into a state where the
effect of the cell cycle on the clock is reduced so that the clock is
freed to take up a period close to 24 h but to still regulate the cell
cycle with its significantly lower natural (uncoupled) period and
consequently produce both 1:1 phase-locked states and long-
lived stochastic polyrhythmic states of the two coupled oscillators
as observed.
Our dexamethasone-synchronized results give an interesting

perspective on the question of gating as defined in the in-
troduction. The experimental observation of clusters of cell division
around multiple clock phases that we see in our dexamethasone-
synchronized cells might well suggest the hypothesis that this was
due to multiple gates. Indeed, Nagoshi et al. (17) expressed con-
fidence that their trimodal frequency distribution reflected a gating
by the circadian clock and noted that this gating differed from that
in regenerating liver, which seemed to have a single gate. Our
simple model shows that a single simple region on the torus where
the clock and cell cycle couple can produce this apparent multiple
gating phenomenon when no such gates exist, and, with different
frequency ratios, can also produce what seems to be a single gate.
Significant evidence for this phase-locking explanation over the
gating hypothesis is provided by the fact that the apparent three
gates seen in the 20% FBS dexamethasone-synchronized experi-
ment (Fig. 4D) disappear when we change to 10% FBS (SI Appendix,
Fig. S4A) and thus change the ratio of periods, but the experimental

dynamics remain consistent with what we predict from the simple
coupling model. The gating hypothesis is also not consistent with the
dynamics seen in our unsynchronized cells. It would imply that when
we plot the dynamics in the clock and cell cycle phases we should see
cells waiting to go through a gate, and this is not observed (Movies S2
and S3).
It is interesting to speculate that the coexistence of multiple

oscillatory states is a reflection of the need for some cellular
processes to be flexible to adapt to different environmental
conditions or to vary their behavior in a tissue-specific way. A
loose/flexible coupling with the robust circadian clock mecha-
nism may provide an effective and ubiquitous mechanism re-
quiring no or minimal cell-specific rewiring of the physiologically
synchronized circadian clock network.
The demonstration of robust phase locking between the

mammalian clock and the cell cycle is of primary relevance to
cancer because disordered circadian function has been impli-
cated in the pathogenesis of cancer, and a deregulated cell cycle
is a hallmark of cancer cells (19, 20). Of the many processes
being regulated by the circadian clock, some of the most pro-
found are those related to specific cell-cycle events, DNA repair,
and apoptosis (2, 4, 5, 21–25). The dynamics of the coupling we
describe here are likely to be controlled through multiple and
interacting pathways. Alterations in one or several of these links
may therefore compromise the robustness and the adaptability
of the cell cycle–circadian clock coupled oscillator system with
a broad relevance for health.
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