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Abstract

The study of perceptual decision-making offers insight into how the brain uses complex,

sometimes ambiguous information to guide actions. Understanding the underlying processes and

their neural bases requires that one pair recordings and manipulations of neural activity with

rigorous psychophysics. Though this research has been traditionally performed in primates, it

seems increasingly promising to pursue it at least partly in mice and rats. However, rigorous

psychophysical methods are not yet as developed for these rodents as they are for primates. Here

we give a brief overview of the sensory capabilities of rodents and of their cortical areas devoted

to sensation and decision. We then review methods of psychophysics, focusing on the technical

issues that arise in their implementation in rodents. These methods represent a rich set of

challenges and opportunities.

Introduction

“Choices are the hinges of destiny.” – Pythagoras

The choices an organism makes define its existence, and many of those choices are based on

sensory input. To understand the underlying circuits and computations, one must train

animals to perform an appropriate sensory-guided behavior, measure neural responses

during the behavior, and manipulate these responses to influence behavior. The gold

standard for this approach is provided by studies performed in primates 1, 2. Increasingly,

however, promising advances are obtained with experiments involving rats and mice. Rats

and mice had long been considered ideal for probing spatial navigation, learning, memory,

and the processing of rewards and punishments. More recently they have become popular

for studies of perceptual function and of decision-making based on sensory input.

This new emphasis on rodents is fueled by large survey initiatives and by powerful

techniques to identify and manipulate targeted groups of neurons. The Allen Brain Atlas,

GENSAT, and the Mouse Brain Architecture Project provide surveys of gene expression in

the mouse brain and maps of connections between brain regions. Thanks to a number of

emerging technologies, a wide group of researchers -- not just expert molecular biologists --

can target gene expression to specific groups of neurons and monitor and manipulate their

activity with high precision 3. These technologies include optogenetics 4–6, 2-photon

microscopy 7, and transgenic mouse lines 8, such as those that allow targeting to specified

neuronal cell types (e.g., Cre driver lines that target subclasses of inhibitory neurons 9).
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Here we review some of the techniques for studying perceptual decisions in rodents. We

highlight what are mainly open questions about rodent perceptual abilities and our ability to

assess these experimentally. We focus mostly on mice and to some extent on rats, as these

are the most common rodent species in neuroscience. Finally, due to our own backgrounds

and interests, we perhaps unduly emphasize one brain region, the cerebral cortex, and one

sensory modality, vision.

Sensory processing and the rodent cortex

Rodents are fairly close relatives to us, our common ancestors having lived not long before

the last common ancestor of all primates 10, 10 million years after our common ancestors

with “higher mammals” such as the cat (Fig 1a). Rodents and primates, as other mammals,

share fundamental similarities in brain organization, including a basic common plan for the

cortex 11 (Fig. 1a,b). This plan includes an assortment of multiple areas devoted to each of

the senses (Fig. 1b). For instance, the mouse visual cortex contains at least 10 retinotopic

areas 12–14 (Fig. 1c). These areas cannot correspond one-to-one to the tens of visual areas in

the primate brain 15, but the principles that govern the processing of visual information

along them might turn out to be similar.

Despite the commonalities between rodent and primate brains, it is often thought that mice

and rats rely on a different combination of senses from primates, giving particular weight to

olfaction and somatosensation. Mice and rats have a large olfactory bulb and can use it to

make delicate and reliable decisions 16, 17. Similarly, they make prodigious use of their

whiskers (vibrissae) and devote to them relatively large regions of thalamus and cortex

(barreloids and barrels). These regions represent rich opportunities for research into

fundamental cortical circuitry 18 and the relationship between neural activity and

behavior 19–21.

A notion that might be flawed, however, is that rodent behavior is only weakly influenced

by vision. Spatial resolution in rats and mice is ~100 times lower than in primates 22, but

vision is the primary sense rodents use to locate themselves in the environment during

navigation 23. Indeed, the multiple cortical areas that rodents devote to vision (Fig. 1c)

provide the opportunity for complex analyses of a visual scene. These analyses may include

the recognition of 3D shape from 2D images 24, 25, which is the hallmark of spatial vision.

The view of mice as minimally visual might stem from the belief that they are nocturnal.

Mice, however, are reliably nocturnal only if food is unlimited, as is typical in the

laboratory; when food is scarcer, they sleep part of the night to lower body temperature and

conserve energy 26. In nature, indeed, laboratory mice can become entirely diurnal 27.

Accordingly, the eyes of rats and mice lack the reflective tapetum that would be expected in

nocturnal animals. This evidence, contradicts the view that mice are nocturnal, a fact that

has consequences for the design and interpretation of behavioral experiments.

Decision-making and the rodent cortex

Ultimately, when the goal is to understand perceptual decision-making, any differences

between the details of sensory processing in rodents and primates might turn out to be
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unimportant. Indeed, many of the open questions in decision-making don't hinge on how the

sensory information is initially processed in sensory areas. These questions include: how is

the timescale for evidence integration determined and implemented 28? What neural circuits

support optimal integration of multisensory information29? How do the salience and value of

decisions interact 30? How are priors on sensory evidence incorporated into developing

decisions31?

Multiple laboratories are finding it increasingly promising and advantageous to seek some of

those answers in rodents. Indeed, in terms of perceptual decisions, the cognitive capabilities

of rodents are far from trivial. For instance, rats combine multisensory information in a

manner that approximates statistical optimality, just as humans do 29, 32. Moreover, they can

accumulate information over time to make decisions based on an abstract quantity 33.

A cortical area that appears to play an intriguing role in decision-making is the Posterior

Parietal Cortex (PPC, labeled PTLp in Fig. 1b). First, in rodents as in primates, PPC lies at

the heart of a network of sensory areas, receiving inputs from auditory, visual and

somatosensory areas 34, 35; it is therefore poised to integrate multisensory inputs. Second,

PPC neurons carry signals related to navigation 36–38 and working memory 39. Third, the

activity of PPC neurons gradually increases during accumulation of sensory information

during decision-making tasks (Hanks, T.D., Duan, C.A., Erlich, J.C., Brunton, B.W. &

Brody, C.D. Soc. Neurosci. Abstr. 699.17, 2012). Finally, PPC neurons are active while a

mouse holds a decision in mind 40. This persistent activity is key to decision-making and

higher brain function 2. An open and intriguing question is the degree to which cortical

structures like PPC interact with subcortical pathways. Although the balance of cortical

versus subcortical pathways in driving sensory-guided behavior may differ in rodents versus

primates, growing evidence suggests a key role for subcortical structures in both

species 17, 41, 42.

Among the regions that receive PPC input (Fig. 1d) is frontal cortex, a network of areas

involved in cognitive processing. Rodent frontal cortex has been the subject of debate: some

have argued, based on histology, that frontal regions are fundamentally different in primate

and rodents 43. However, emerging evidence suggests that frontal cortex in rodents, as in

primates, is essential for higher cognitive functions including working memory and

categorization 44, 45.

Multiple areas in rodent frontal cortex appear to contribute to planning and decision-making.

One such area is orbital frontal cortex (ORB, Fig. 1b), which plays a role in decisions made

under uncertainty, both in primates 46, 47 and in rodents 16. ORB firing rates correlate with

outcome prediction 48, confidence in perceptual decisions 16 and value 49. A second area is

agranular cortex 50 (MOs in Fig. 1b), which may contribute to movement planning or

preparation 51, 52. A final example is anterior cingulate cortex (ACC; ACAd and ACAv in

Fig. 1b). Activity in ACC is maintained during a delayed motor response 53, and is

implicated in foraging decisions in both rodents and primates 54, 55. These properties suggest

a role in the temporal coordination of actions. Orbitofrontal cortex, in turn, has a multiple

connections with the striatum, which are critical for habitual and action-based learning 56, 57.
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Work in rodents has identified a role for these connections in pathologies such as substance

addiction 58.

Relating percepts to brain activity

To understand the neural circuits and computations giving rise to perceptual decisions, one

must describe how these decisions depend on sensory input. Such a description should allow

inferences about perception and decision based on observations of behavior. Fortunately,

there is a mature field that was developed to do just that: psychophysics. Starting with

Fechner's studies in 1860, psychophysics has developed standard experimental designs that

are routinely used in humans, in primates, and, increasingly, in rodents.

The data resulting from these experiments is typically analyzed with a simple model of

perceptual decisions called Signal Detection Theory 59 (SDT, Box 1). One plots the results

in terms of “hit” rates and “false alarm” rates, or as full psychometric curves, which relate

stimulus strength to the frequency of a specific response. One then interprets these plots to

infer how stimulus presence or strength relates to internal “decision variables” and criteria.

An increasingly popular alternative to SDT, the Drift Diffusion Model 2 postulates a

decision variable that drifts in one direction or the other depending on the accumulating

evidence. When the variable crosses a threshold, it triggers a decision. This model captures

not only a subject's accuracy, but also the time required to respond.

These psychophysical methods provide a principled and quantitative link between

perceptual decisions and brain activity, but only limited means are available to explore this

link in humans. Fundamental insights have come from primates: macaques were trained to

perform psychophysical tasks based on vision 60 or somatosensation 61, and their

performance was related to neural activity measured during the task, typically from single

neurons 1, 61, 62.

The success of studies of perceptual decisions in primates rests on a toolbox of standard

techniques allowing precise control of stimulus delivery and precise measurement of motor

output. For example, multiple researchers adopted the visual task based on random-dot

motion 1, 2, 60. Those researchers have developed a shared and informal knowledge of this

task's properties and the strategies it elicits. For instance, they know that one must present a

balance of easy and difficult stimuli to discourage strategies where the animals selectively

discard trials that are too hard.

As research into the neural basis of perceptual decisions progresses, new questions are

arising that might be ideally answered in rodents. These questions concern the way neuronal

populations work together, the degree to which their activity is causally related to perceptual

decisions, and the structure of the underlying neural circuits. Therefore, there is great

interest in establishing high-quality techniques to probe perceptual decisions in rodents,

ideally to a level that is comparable to that available in primates. Below we review some of

the techniques presently available, and some of the questions and opportunities that face

researchers wishing to pursue this avenue.
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Task design

A key question when designing a psychophysics experiment concerns the basic task

structure: how many stimuli will the subjects be given in each trial, and how many kinds of

response will they be allowed to give?

One stimulus, one response

The simplest kind of design to probe perceptual decisions involves a “go/no-go” task

(sometimes called CS+/CS−, in the language of operant conditioning). In such a task, the

subject reports the presence of a stimulus attribute (e.g. it is present or it is vertical) by

performing or withholding a single action (e.g. release a bar or lick a spout). This design is

often employed in rodent studies 20, 63–66, presumably because rodents learn it quickly.

A key issue with go/no-go tasks is that they are highly vulnerable to changes in the animal's

motivation and criterion. For instance, over the course of a session the animal may respond

progressively less often, because of decreased motivation to obtain a reward. This could lead

to the false conclusion that their ability to detect the stimulus attribute has diminished.

Moreover, suppose one used a go/no-go design to compare a mouse's ability to detect a faint

tone, with and without optogenetic stimulation. Suppose further that the stimulation

increased the percentage of time the mouse indicated the presence of the tone. It would be

premature to conclude that the optogenetic stimulation enhanced the neural representation of

the tone: the increased response rate might simply reflect an increased willingness to

perform the response action or to report the tone's presence, for instance because of a change

in decision criterion.

Some of these difficulties can be overcome by applying SDT (Box 1). In SDT, one measures

not only the rate of correct detections, but also the rate of false alarms: trials where the

animal reported the stimulus or attribute was present when it wasn't. These rates yield a

measure of detectability called d', which is independent of criterion, and thus immune to its

changes. This measure is preferable to the difference between correct detections and false

alarms (which has been used in some studies, e.g. 67), because the latter can change

markedly following simple changes in criterion (Box 1).

However, applying SDT to data obtained in the go/no-go design is not trivial, especially

when defining what constitutes a hit or a false alarm (e.g. Ref. 65). For instance, responses

should not be counted as hits if they occurred too early to have been influenced by the

stimulus. Moreover, some responses may have to be ignored even if they occurred later, as

they may represent guesses 65.

One stimulus, two responses

A partial solution to many of these issues is given by tasks where the subject is given two

choices of response, depending on whether or not a stimulus attribute is present. This design

was originally called “yes/no” 59 but is increasingly called “two-alternative choice” (because

of the choice between two responses). It is often applied to rodents, preferably with a
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symmetrical apparatus where the animal indicates the two choices in similar

ways 19, 29, 68–71.

Data from this task design can be analyzed using SDT: if animals are choosing between left

and right, for example, correct rightwards choices are categorized as hits and incorrect

rightwards choices are categorized as false alarms. Unlike a go/no-go task, however, this

design is immune to changes in a subject's willingness to respond, because the subject must

report a decision on every trial. The requirement to respond on every trial, likewise, makes it

clearer which responses constitute true decisions.. However, overall this task design is still

liable to possible changes in decision criterion, especially if these changes happen within a

session.

Two stimuli, two responses

A further refinement of the experimental design, used in a few rodent studies 31, 40, 72–74

involves presenting not one but two stimuli (simultaneously or in succession) and asking the

subject which of the two has the attribute in question. This design is called “forced choice”

or (since the choice is between two stimuli), “two-alternative forced choice”. Its key

advantage is its immunity to the presence of an unknown (and potentially changing) decision

criterion (Box 1). Indeed, in a task with two stimulus presentations subjects cannot have a

bias for the presence or absence of a stimulus attribute: in each choice they must assign

presence to a location and absence to the other. Again, animals can have a bias for one

response or the other, but this is readily detectable in the data.

These issues underscore the importance of task design when interpreting the complex

relationship between an animal's perception and its behavior. Although the experimenter

might have the ultimate goal of understanding perceptual decisions, it is critical to control

for any of a number of factors that might change an animal's behavior: not only a change in

perception, but also changes in arousal or in motor bias or in perceptual criterion.

Choice of sensory environment

Another key question when designing a rodent psychophysics experiment concerns the

choice of sensory environment and the apparatus for behavioral report. These choices

depend intimately on how one plans to probe behavior and measure or influence neural

activity.

In many cases, it may be preferable that the head be kept fixed: for instance, for two-photon

imaging or intracellular recordings, or to monitor eye position. Multiple methods have been

developed to obtain a behavioral report from head-fixed rodents 75. In a particularly simple

one, a spout delivers a fluid reward if the animal licks it at appropriate times (Fig. 2a). This

method is naturally suited for go/no-go tasks, but can be adapted to the other designs, e.g. by

placing two spouts side by side (Gupta, P., Patel, H., Bhalla, U.S. & Albeanu, D.F. Soc

Neurosci Abs 781.04, 2012). Other methods distinguish the actions that report a percept

from those that obtain the rewards. For instance, mice can use their paws to operate one of

two levers or a trackball 72 in one of two directions (Fig. 2b). The latter setups allow a
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continuous readout of decisions over time. For instance, they could reveal if an animal were

to initially favor one decision but then change its mind (as humans commonly do 76).

In other cases it may be preferable to allow the animal to indicate its decision by walking in

an environment. This approach is at the basis of the three-port setup developed at Cold

Spring Harbor and adopted by a multitude of studies, both in rats 29, 69–71, 74, 77 and in

mice 31 (Fig. 2c). In this setup, the subject initiates a trial by poking its nose into a central

port, triggering the stimulus onset. The subject then reports a decision about the stimulus by

going to one port or the other. This task can be paired with neural recordings, as long as

these recordings don't require head fixation, and may even be feasible for two-photon

imaging 78, especially if the head locks automatically every time the animal enters the

central port (Kampff, A.R., Xie, K., Agrochao, M., Meister, M. & Ölveczky, B.P., Soc

Neurosci Abs, 819.818, 2010; Scott, B.B., Brody, C.D. & Tank, D.W. Soc Neurosci Abs,

198.103, 2011). Allowing free movement can be an advantage when recording from regions

involved in movement execution or planning: neurons there may signal a planned movement

that cannot be executed if the head is fixed 79.

The advantages of these two approaches might be combined by using a hybrid solution,

where a head-fixed rodent walks on a treadmill and the sensory environment is provided by

virtual reality simulation (Fig 2d). If the treadmill is a ball floating on a jet of air, it will

allow free virtual movement on a surface. The virtual reality simulation, in turn, can consist

of a visual display or of tactile feedback. These methods are possible in rats 80, but are more

readily usable with mice 23, 40, 81. These virtual reality approaches are proving invaluable to

probe neural responses during locomotion and navigation 23, 40, 81, and may also be useful to

probe perceptual decisions 40. However, mice require substantial training to learn to control

the ball, especially in terms of rotation. Further, the visual feedback in the virtual

environment may not entirely make up for the lack of vestibular feedback. This limitation

might be ameliorated by providing not only visual feedback but also somatosensory

feedback through the whiskers (Sofroniew, N.J., et al. Soc Neurosci Abs, 677.620, 2012).

Overall, the combination of head-fixing and virtual reality environments might strike an

appealing balance between multiple demands. First, it facilitates the monitoring of neural

activity. Second, it allows one to probe natural behaviors such as locomotion and navigation.

Third, it affords fuller control of sensory stimulation, which is extremely desirable in

experiments probing sensory decisions.

Training duration

Another key question when designing a rodent psychophysics experiment concerns the

expected duration of training. Some tasks can be taught to mice in 2–10 days 82, 83 whereas

others require 3–6 weeks 51, 63, 84. Rarely do rodent studies involve training longer than 2

months. These durations are substantially shorter than in typical primate studies. Most

likely, these differences reflect the difficulty of the tasks: primates are routinely trained in

eye fixation, dexterous manipulation, and context-dependent task switching. Tasks involving

complex and non-stationary stimulus response contingencies take particularly long time for
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subjects to master 85, 86. It is common for a primate to be trained for 6–12 months before

reaching proficiency in such tasks.

Intuitively, it seems advantageous to train rodents quickly not only because it saves time and

effort but also because it prevents overtraining. The notion of “overtraining”, however, is

poorly defined. Surely a brain that has learned even a simple task will have experienced

some plasticity. Perhaps longer training schedules elicit more unwanted and uncontrolled

plasticity than shorter ones, but it is not clear that this plasticity would complicate

interpretation of behavioral and neural data more than the plasticity induced by shorter

training schedules.

In fact, there are costs to a short training time. One of these costs is increased variability in

behavioral parameters such as reaction times, movement planning times and movement

directions. When these parameters fluctuate uncontrollably, the ability to understand

variability in neural responses may be severely limited. Another cost of short training times

involves error trials, which can be useful in distinguishing candidate explanations for neural

activity 87. Errors are difficult to interpret during early stages of training: they may reflect

confusion about the stimulus (“was that tone high or low?”) or confusion about the task

(“what am I supposed to do for high tones?”). Well-trained animals make few errors of the

latter sort (as can be confirmed by near-perfect performance on easy trials where stimuli

have high intensity). Therefore, neural activity recorded during an error trial in a well-

trained animal can be confidently interpreted as reflecting misperception of the stimulus. In

summary, given a choice, it is arguably better to work with animals that are highly trained

and give high quality psychophysical data.

These arguments point to another important design consideration: the number of stimulus

intensities to be used. In the classic psychophysical approach, one presents stimuli of

multiple intensities to obtain a full psychometric function (Fig. 3a). The steepness of this

function measures perceptual sensitivity; its horizontal position measures sensory bias, and

the levels of its tails is a measure of guessing (lapse rate), which reflects quality of training

and degree of engagement. A well-performed psychophysical experiment yields a

psychometric curve that spans most of the vertical axis (reflecting good training and high

engagement) and is centered in the middle (reflecting minimal bias).

Obtaining behavioral data at only a single intensity (as is often done in rodent studies) would

not allow one to distinguish the effects of sensitivity, bias, and lapse rate. Consider an

experiment where one measures behavioral performance only at a single strength, for

instance the hypothetical optogenetic experiment we described earlier. Imagine that the

optogenetic manipulation hinders performance, and that this effect is evaluated only at a

single stimulus intensity and location (Fig. 3a). A tempting interpretation is that the

manipulation decreased the subject's sensitivity (Fig. 3b). However, two other changes

would lead to identical changes at that stimulus strength: a change in bias (Fig. 3c) and a

change in lapse rate (Fig. 3d). In other words, the manipulation may have simply affected

the animal's willingness to give one of the responses, or to engage in the task at all (rather

than simply guessing). These effects can be distinguished easily using a design with two
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possible stimuli and with multiple stimulus strengths, so that one can obtain a full

psychometric curve.

Researchers, therefore, need to balance the wish for speedy training and testing with an

appreciation of the advantages of an animal under strict behavioral control. A middle ground

may be achievable: by using multiple stimulus intensities and allowing enough training time

to reduce exploratory behavior, researchers have been successful in generating stable,

reliable behavior that affords insight into sensory capabilities and decision-making

strategies 16, 31, 65, 71.

Reward and punishment

A key factor that constrains the length of training and the duration of each test session is the

form of reward. Many studies of rodent behavior use punishments rather than rewards, e.g.

by creating negative associations with certain stimuli via electrical shocks 88, 89. Other

studies, such as the water-maze 90 and its variations 91 use implied danger: the risk of

drowning. These methods may be advantageous as they can lead to very fast learning of

simple tasks, but they may create stress, which might prevent learning of more complex

tasks. Therefore, following an established tradition with primates, an increasing number of

studies of perceptual decisions in rodents use positive reward, and specifically fluid

reward17, 21, 29, 31–33, 40, 55, 71.

Fluid reward is usually administered in a regime of water control, where the experimenters

control the amount of water that the animals can obtain outside the task. The details of this

regime may be very important to obtain reliable behavior and to maintain high levels of

training. Up until recently, the regime of water control was typically implemented 5 days out

of 7, with unlimited free water available during weekends (e.g. Ref. 31). However, this

regime causes substantial variations in motivation across days of the week, with the animals

being insufficiently motivated and proficient early in the week. The difference can be as

large as a factor of 4, with mice performing ~100 trials/session on Mondays vs. ~400 trials/

session on Fridays (M.C., unpublished observations). Typical contemporary training regimes

obviate this problem by aiming for more constant water intake across days of the week (e.g.

25 ml/kg/day 65), and by training the animals 7 days a week.

These methods are continuously being refined. For instance, it may be possible to obtain

faster learning by contrasting fluid rewards with mildly aversive stimuli such as air puffs 20,

or by supplementing the fluid rewards with sugar or other appetitive tastes (as is sometimes

done in primates with juice rewards). A final possibility would be to replace all physical

rewards with rewards generated internally by the brain, e.g. by stimulating the ventral

tegmental nucleus to elicit the release of dopamine 92.

Mice or rats?

Because mice are a more developed species for genetic manipulation than rats, they may

become the species of choice for perceptual studies. However, the advantage in genetic

tractability that mice currently enjoy may not be permanent. Transgenic rats are beginning to

be available and gene expression can be driven by genetically restricted recombinase-
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drivers 93. In addition, multiple rat disease models suggest an opportunity for translational

research: these include retinal degeneration 94, schizophrenia 95 and autism 96.

Further, probing perceptual decisions in rats may offer some advantages: a commonly

accepted view is that rats might learn perceptual tasks more quickly, are better suited for

complex task designs and can complete a larger trial load in a single session compared to

mice. As far as we know, however, this view has not been directly tested. In fact, rats may

only appear to be easier to train simply because mice require different training techniques.

Once optimal training procedures are developed for mice, their cognitive abilities may prove

to rival those of rats. This might be truer for some mouse strains than for others, and future

research may seek to identify such strains.

In the extreme scenario, any advantage rats do enjoy might come down to body weight: even

in mice, there is a strong correlation between body weight and number of trials performed

per day 31. This difference can be very important: decision-making experiments, particularly

those with multisensory stimuli 97, frequently require many stimulus conditions, and

therefore many trials per session. Pooling data across sessions is often difficult, especially if

one concurrently measures neural data with methods that sample different neurons in

different sessions.

Conclusions

Mice and rats are becoming an important model system in the study of perceptual decision-

making. Though their brains are smaller and less complex than primates, they offer key

advantages, particularly in terms of available technologies and bodies of data provided by

survey initiatives. As a result, they have the potential to afford major insights both into how

decision-making circuits operate in healthy humans and also how they are disrupted in

disease.

Research probing perceptual decisions in rodents is at an early stage, but it is already

contributing methods that could be useful to understand perceptual decisions in primates and

humans. These methods include mathematical descriptions of the factors contributing to

decisions over time, including the accumulation of evidence 74, the near-optimal weighting

of information from different senses 32, and the suboptimal use of previous decisions when

evaluating current evidence 31. As with established models such as SDT or drift diffusion,

these mathematical descriptions are essential because they provide variables that can be

correlated with the activity of neurons.

However, some questions remain as to how this research will develop. First, will a few

sensory environments be adopted as industry standards or will multiple environments be

used in parallel? Second, will experimental designs in rodents be able to take advantage of

rigorous psychophysical methods, as much as those that were developed for primates? Some

aspects of experimental design, such as training time and number of stimulus strengths,

affect both the feasibility of an experiment and its interpretability. This is a tradeoff that

each experimenter must take into account. Finally, how will rodent studies complement

ongoing work in primates? Although some kinds of decision-making task are ported easily
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from primate to rodent, others may not be transferable. For this and other reasons, including

the closer similarity with the human brain, it would be a mistake to consider rodents as a

complete replacement for primates in investigations of perceptual decision-making.

These questions notwithstanding, it is likely that rodents will play a major role in the coming

years in our efforts to understand the neural circuits and computations underlying perception

and decision-making. Much of what a brain does is defined by the decisions it makes about

incoming information. Understanding how the rodent brain makes perceptual decisions will

provide a window into these fundamental brain operations.
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Box: Signal Detection Theory

Signal Detection Theory (SDT) allows one to interpret the results of psychophysical

experiments to infer attributes of the subject's processes of perception and decision. Here

we briefly describe its main concepts using two widespread psychophysical designs.

More complete accounts can be found elsewhere 59, 62, 99.

In a “go/no-go” design, the subject indicates whether a stimulus or a stimulus feature is

present or absent (Box-Fig. a–d). The subject's performance is summarized by the

fraction of “go” choices that are correct (“hits”) and incorrect (“false alarms”, Box-Fig.

a). These two numbers, however, reflect not only the perceptual strength of the stimulus,

but also the subject's bias to respond. SDT disambiguates these contributions. It

postulates that the neural activity in each trial is drawn from one of two distributions

depending on whether the stimulus is present or absent (Box-Fig. b). The subject places a

threshold between the two, based on bias and other considerations, and decides “go” if

the activity is larger than the threshold. The separation between the distributions, called

d', measures the perceptual strength of the stimulus. For a given threshold, changing d'

(Box-Fig. c) produces a family of points that differ only in hit rate (Box-Fig. a, red). At a

given d', instead, changing threshold (Box-Fig. d) produces a family of points that vary

along a curve, the “receiver operating characteristic” (ROC, Box-Fig. a, blue). Each pair

of hit and false alarm rates constrains a unique ROC curve and yields a unique value of

d': the perceptual strength of the stimulus.

In a more refined design, the stimulus is presented in one of two locations (say, left or

right), and the subject indicates which one (Box-Fig. e–h). Varying stimulus strength

gives rise to a “psychometric curve” relating the proportion of “rightward” choices to

stimulus strength (Box-Fig. e). SDT interprets this curve by postulating that neural

activity is drawn from one of two distributions depending on whether the stimulus is on

the left or on the right (Box-Fig. f). The subject chooses rightward if activity is larger

than a threshold. Increasing stimulus strength causes the distributions to become more

dissimilar (Box-Fig. g) increasing the number of rightward choices (Box-Fig. e, red).

Decreasing stimulus strength would have the opposite effect. Changing the threshold

(Box-Fig. h) results in different psychometric curves, reflecting the subject's bias for

making rightward decisions (Box-Fig. e, blue).
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Box Figure. Analyzing psychophysical data with Signal Detection Theory
a–d: Analysis of a “go/no-go” experiment. e–h: Analysis of a two-alternative forced

choice experiment in which the subject chooses between two stimuli, one presented on

the left and one presented on the right.
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Fig. 1.
Areas and connections in the mouse cortex. a: A schematic of sensory cortical areas in eight

mammalian species. Shown are the primary and secondary visual areas (V1 and V2), the

primary auditory area (A1) and the primary somatosensory area (S1). Numbers at branch

points indicate age of last common ancestors, in million of years 10. Adapted from Ref. 11.

b: Flattened map of the mouse cortex. Adapted from Ref. 98. c: The mouse visual cortex

contains at least 10 visual areas. Area LM is the region marked V2 in panel a. Modified

from Ref. 12. d: The projections of mouse PPC. The brain is shown in transparency (green:

cortex; blue: thalamus). Line color indicates projection intensity (red: strongest; yellow:

weaker). Dots indicate termination sites. Only ipsilateral projections are shown; callosal

fibers terminate in contralateral PPC (not shown). Images from the Allen Brain Atlas,

visualized using Brain Explorer 2.
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Fig 2. Techniques for rodent psychophysics
a. A custom apparatus keeps animals still during stimulus presentation. Animals lick a spout

to report detection of a stimulus. b. Animals report decisions by moving a “track ball” to the

left or right allowing a continuous monitoring of their developing decisions. c. A 3-port

apparatus wherein animals freely move first to a center port, where stimuli are presented,

and then to a left or right “reward port” where decisions about the stimuli are reported. d. A

virtual reality set-up where movement of the animals' legs moves a floating Styrofoam ball

that drives updating of a visual display.
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Fig 3. Interpreting psychometric curves
a. Psychometric functions for an experiment involving 2 stimuli and 2 responses, relating

the rate of one of the responses (ordinate) to the relative strength of the corresponding

stimulus (abscissa). Black dot is one of the underlying measurements. Blue dot is a

measurement made in a different experimental condition, where performance is reduced. b–
d: Three interpretations of the new measurement (blue dot): it may reflect a change in

sensitivity (b), a change in bias (c) or a change in lapse rate (d). These possibilities would be

disambiguated if one measured a full psychometric function (blue curves). In all plots, the

black curve is the same and so are the two data points.
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