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Purpose: In this work the authors develop and investigate the feasibility of a method to estimate time-
varying volumetric images from individual MV cine electronic portal image device (EPID) images.
Methods: The authors adopt a two-step approach to time-varying volumetric image estimation from
a single cine EPID image. In the first step, a patient-specific motion model is constructed from 4DCT.
In the second step, parameters in the motion model are tuned according to the information in the EPID
image. The patient-specific motion model is based on a compact representation of lung motion repre-
sented in displacement vector fields (DVFs). DVFs are calculated through deformable image registra-
tion (DIR) of a reference 4DCT phase image (typically peak-exhale) to a set of 4DCT images corre-
sponding to different phases of a breathing cycle. The salient characteristics in the DVFs are captured
in a compact representation through principal component analysis (PCA). PCA decouples the spatial
and temporal components of the DVFs. Spatial information is represented in eigenvectors and the tem-
poral information is represented by eigen-coefficients. To generate a new volumetric image, the eigen-
coefficients are updated via cost function optimization based on digitally reconstructed radiographs
and projection images. The updated eigen-coefficients are then multiplied with the eigenvectors to
obtain updated DVFs that, in turn, give the volumetric image corresponding to the cine EPID image.
Results: The algorithm was tested on (1) Eight digital eXtended CArdiac-Torso phantom datasets
based on different irregular patient breathing patterns and (2) patient cine EPID images acquired
during SBRT treatments. The root-mean-squared tumor localization error is (0.73 ± 0.63 mm) for
the XCAT data and (0.90 ± 0.65 mm) for the patient data.
Conclusions: The authors introduced a novel method of estimating volumetric time-varying images
from single cine EPID images and a PCA-based lung motion model. This is the first method to
estimate volumetric time-varying images from single MV cine EPID images, and has the potential
to provide volumetric information with no additional imaging dose to the patient. © 2014 American
Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4889779]
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1. INTRODUCTION

Real-time tumor and normal tissue localization during treat-
ment has the potential to improve lung cancer treatment. Mo-
bile lung tumors are routinely treated by adding margins to
the target volume that account for respiratory motion. Margin
sizes are established based on motion estimations made dur-
ing treatment simulation. However, tumor motion has been
shown to vary substantially during and between treatments
for some patients.1 Combined with patient positioning errors,
this means that margins based on motion estimates made from
treatment simulation may not ensure adequate target coverage
at the time of treatment. Expanded margins decrease the like-
lihood of target misses, but increase the normal tissue compli-
cation probability (NTCP).2–7 Accurate and reliable, real-time

tumor localization during treatment could allow for margins
to be reduced without sacrificing target coverage, permitting
increased dose to be safely delivered to the tumor without an
unacceptable increase in NTCP.

Electronic portal imaging device (EPID) images offer an
appealing means of tumor localization during treatment.8, 9

Most new linear accelerators (linacs) are equipped with an
EPID. The EPID is used to generate images from the MV
beam produced by the linac. These images are often used
for patient positioning based on bony anatomy. Usually, the
EPID is retracted after patient positioning, but EPID can be
left out to collect exit radiation during treatment delivery. In
cine mode, the EPID acquires a sequence of beams-eye-view
(BEV) images during treatment. MV image based localization
is appealing because: (1) no additional dose is delivered to the
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patient;10 (2) the tumor can be tracked directly, without rely-
ing on potentially unstable relationships with surrogates such
as chest wall motion; and (3) the BEV is the most important
angle for target position monitoring because the dose falloff
in the direction parallel to the beam is much less than in the
perpendicular cross-plane directions. Disadvantages of using
BEV MV images are poor image quality compared to kV im-
ages and limited field of view since only anatomy within the
field aperture is visible. A method capable of estimating volu-
metric time-varying images from EPID images that accurately
captures anatomical variations could play an important role in
motion management and adaptive radiotherapy.

In this work, we develop and assess the feasibility of a
new algorithm that combines a principal component analysis
(PCA)-based lung motion model with single cine EPID im-
ages, and demonstrate its ability to estimate volumetric time-
varying treatment images and extract 3D tumor positions.
This algorithm is comprised of two steps. In the first step a
patient-specific lung-motion model is created using pretreat-
ment information (i.e., 4DCT). In the second step, parameters
in the motion model are tuned according to the information in
the EPID image. We test the method on a digital phantom as
well as patient images.

2. MATERIALS AND METHODS

The proposed workflow for this algorithm is shown in
Fig. 1. Before describing the workflow in detail, the defini-
tion of keys terms used in this paper are as follows.

2.A. Key terms used

There are several key terms used in Secs. 2.B–3.C that de-
scribe the lung motion model and estimation of time-varying
volumetric images. For clarity these terms are defined as
follows.

Reference image: Displacement vector fields (DVFs) cap-
ture the incremental motion of voxels in a moving image with
respect to voxels in a specific reference image. For our work,
we used peak-exhale as the reference image.

Estimated time-varying volumetric image: Each in-treat-
ment EPID image is combined with the patient-specific mo-
tion model to estimate a time-varying volumetric image. This
volumetric image is an estimation of the patient anatomy at
the time that EPID image was acquired.

Ground truth volumetric images/test images: For the digi-
tal phantom study, the accuracy of an estimated time-varying

FIG. 1. Flowchart depicting data acquisition through time-varying volumet-
ric image estimation.

volumetric image is tested by comparing it to a volumetric im-
age obtained directly from the digital phantom. We also refer
to ground truth volumetric images as “test images.”

Simulated EPID images: 2D MV projection images gener-
ated using the digital phantom.

Optimization (digitally reconstructed radiograph) DRR:
These are simulated 2D MV projection images created by
applying the projection operator to the deformed reference
image during iterative optimization of cost function in Eq. (2).

2.B. Data acquisition

2.B.1. Modified eXtended CArdiac-Torso (XCAT)
phantom data

We used a modified XCAT digital phantom11, 12 to simu-
late the process of time-varying image estimation. The mod-
ified XCAT phantom incorporates measured tumor trajecto-
ries and generates synchronized realistic anatomic motion.
A detailed description of steps leading to adaptive calcula-
tion of chest wall and diaphragm motion and the generation
of 3D data based on recorded tumor trajectories is described
in Ref. 11. The 3D patient tumor trajectories used here were
acquired with the Mitsubishi Real-Time Radiation Therapy
(RTRT) system in the Radiation Oncology Clinic at the Nip-
pon Telegraph and Telephone Company in Sapporo, Japan.
Patients were implanted with two to four 1.5 mm diameter
gold ball-bearings in or near the tumor. During treatment, one
of these markers is tracked in real-time using stereotactic di-
agnostic x-ray fluoroscopy. An external surrogate system was
integrated with RTRT. The signal from the surface is synchro-
nized with the signal from the fluoroscopic unit so that the
3D tumor position and external marker position is obtained.
These 3D tumor positions were then used to generate the data
from modified XCAT phantom. These 3D tumor trajectories
were acquired at 30 Hz. Complete information on the acqui-
sition of these trajectories can be found in Refs. 13 and 14.

Data based on the modified XCAT phantom were gener-
ated for eight different patients; for each patient 100 phantoms
corresponding to 30 s of breathing were used. Thus, a total of
800 phantoms (8 patients × 100 phantoms) corresponding to
240 s (8 patients × 30 s) were used for the first set of exper-
iments. Each phantom had a resolution of 2 × 2 × 2.5 mm
in the left-right (LR), anterior-posterior (AP), and superior-
inferior (SI) directions, respectively. The overall dimension
of each phantom was 256 × 256 × 120. For each case 10
phantoms, corresponding to one breathing cycle, were used to
build the PCA lung motion model (as described in Sec. 2.C).
Next, 800 phantoms were used to test the time-varying image
estimation capability of the model. Simulated EPID images
were generated for a field size of 50 × 40 mm2 and at a gantry
angle of 45◦. Thus, in total, 800 2D simulated EPID images
corresponding to eight different tumor trajectories spanning
over 240 s were used for testing.

2.B.2. Patient data

We also tested our algorithm on a set of patient 4DCT
and EPID data acquired in our clinic. The 4DCT data was
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acquired using a sixteen-slice LightSpeed RT16 CT scanner
(GE Medical Systems). The scanner was operated in an axial
cine mode. The dimension of each voxel was 1.27 × 1.27 ×
2.5 mm. The 4DCT data was used to build a patient-specific
lung motion model (Sec. 2.C).

The EPID images were acquired during SBRT treatment
on a Novalis Tx linac using 6 MV at 600 MU/min. The imager
has a physical size of 40 × 30 cm and a physical resolution
of 0.39 mm. For this study EPID images were acquired at 2
fps and half the maximum resolution (512 × 384 pixels). The
SAD and SID for the linac were 100 and 180 cm, respectively.
The field size defined by the MLC leaves was approximately
50 × 39 mm and the gantry angle was 20◦. A total of 160
EPID images, corresponding to 80 s, were used.

2.C. Patient-specific PCA lung motion model

The PCA lung motion model uses a priori knowledge
based on pretreatment images. The key idea behind building a
motion model is to characterize the movement of each voxel
over any given breathing period.15, 16 The motion of voxels
can be approximated via a set of DVFs corresponding to dif-
ferent phases.17–19 To compactly represent the salient compo-
nents of DVFs, suitable basis function decomposition can be
employed. The detailed steps to calculate DVFs and find an
efficient representation are described below:

Displacement vector fields: For a given set of K volumet-
ric images over a breathing cycle, deformable image registra-
tion (DIR) between a reference image and the rest of images
produces (K-1) DVFs. We chose the volume corresponding to
peak exhale as reference due to its reproducibility.13 3D volu-
metric DIR is based on Demon’s algorithm. We used a parallel
version of the Demons algorithm implemented on NVIDIA
GPU and it has been well validated for lung CT.20

Basis function decomposition: To efficiently capture the
salient components of voxel movement and reduce the dimen-
sionality of the (K-1) DVFs, we employ a linear basis func-
tion decomposition based on PCA. PCA separates DVFs into
a weighted linear combination of eigenvectors as follows:

DVF = DVF +
N∑

n=1

wn(t)xun, (1)

where DVF is the mean DVF, un represents eigenvectors,
wn(t) are the corresponding eigen-coefficients, and N is the
number of eigenvectors. For this work we use three eigenvec-
tors, i.e., N = 3. The eigenvector decomposition decouples
spatiotemporal information in the DVFs to time-dependent
coefficients wn(t), space-dependent eigenvectors un, and a
space-dependent DVF. Thus, a change in eigen-coefficients
can generate a new set of DVFs.

2.D. Estimation of time-varying volumetric images

The next step is the estimation of time-varying image from
a cine EPID image. Sec. 2.C describes how the time depen-
dent part of estimated volumetric images can be captured by
updating eigen-coefficients. As proposed by Li et al.,17 eigen-
coefficients are calculated by iterative cost function minimiza-

FIG. 2. Flowchart showing steps for solving Eq. (2) via iterative optimiza-
tion and calculating eigen-coefficients for a given MV EPID image.

tion to estimate each volumetric image. The cost function is

minwJ (w) = ∣∣P · f (DV F(w), f o − λ · x)2
2

∣∣ , (2)

where J(w) is the objective function representing the squared
L2-norm of the error between the 2D simulated EPID image
x and the optimization DRR of the updated volume image f
(obtained via deforming the reference image fo). The relative
pixel intensity between the optimization MV DRR and the 2D
simulated EPID image is represented by the parameter λ. P is
the projection matrix21 that computes the optimization MV
DRR for a 3D image f using Siddon’s algorithm. A complete
flowchart describing all steps for solving Eq. (2) via iterative
minimization and calculating eigen-coefficients is shown in
Fig. 2. A typical optimization MV DRR is shown in Fig. 3.

2.E. Error metrics

To evaluate the accuracy of our algorithm we adopted two
metrics, one to assess the global accuracy of the estimated vol-
umetric image and another one to assess the local voxelwise
accuracy:

(1) Estimated volumetric image accuracy: This metric
calculates normalized voxelwise difference root mean
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FIG. 3. (a) A typical MV DRR for a tumor in the right lung. (b) A kV DRR
for the same shows its location in the right lower lobe.

square error (NRMSE). This metric is defined as
follows:

NRMSE =
√√√√ L∑

i=1

(Vi − V ∗
i )2/

L∑
i=1

V ∗2
i ,

where V is the estimated volumetric image and V∗ is
the ground truth test image obtained from the modi-
fied XCAT phantom, i represents an individual voxel
index, and L is the total number of voxels in the im-
age. Estimated volumetric image accuracy is dimen-
sionless, as it is a ratio of the sum of squared voxelwise
intensity differences and the sum of squared voxelwise
ground truth test images.
The NRMSE evaluates the improvement in estimated
volumetric image accuracy by comparing the “initial
NRMSE” with the “final NRMSE”. The initial
NRMSE is defined as the error between the refer-
ence image and the ground truth test image, whereas
the final NRMSE refers to the error between the es-
timated volumetric image and the ground truth test
image. As an improvement in estimated volumetric
image accuracy is achieved, the estimated image be-
comes more similar to the ground truth image, and the
final NRMSE is less than the initial NRMSE.

TABLE I. Comparison of volumetric image estimation accuracy based on
initial and final NRMSE. The first column shows the NRMSE between test
images and reference images while the second column shows the NRMSE
between reference images and time-varying estimated volumetric images.

Initial NRMSE Final NRMSE

1 0.13 ± 0.06 0.09 ± 0.03
2 0.16 ± 0.09 0.09 ± 0.03
3 0.10 ± 0.04 0.08 ± 0.02
4 0.15 ± 0.06 0.12 ± 0.04
5 0.11 ± 0.05 0.08 ± 0.02
6 0.09 ± 0.04 0.07 ± 0.02
7 0.19 ± 0.09 0.11 ± 0.03
8 0.20 ± 0.08 0.12 ± 0.04

(2) Tumor localization accuracy: This metric evaluates
the accuracy of 3D tumor trajectories in time-varying
estimated volumetric images. Tumor location is com-
pared in all three LR, AP, and SI directions as well as
3D positions of the tumor centroid positions. This is a
local assessment of geometric accuracy.

Both of these metrics help to assess the accuracy of time-
varying volumetric images. While defining a “perfect” metric
for accuracy evaluation is a challenging task, we choose these
metrics in accordance with previously published work.17, 19

Even though neither of the metrics simultaneously captures
global and local displacement and intensity errors, reporting
both metrics gives insight into the overall accuracy of the
method.

3. RESULTS

3.A. Patient trajectory-based modified XCAT phantom
results

The method was first tested on images generated from
the XCAT phantom for eight different patient tumor trajec-
tories. For each case, 10 phantoms corresponding to the first

FIG. 4. NRMSEs for two patients for approximately 30 s are shown. Solid blue lines represent the initial NRMSE and broken red lines show final NRMSE. In
an ideal case, a flat dashed red line would indicate exact similarity between estimated and ground truth images.
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FIG. 5. Tumor centroid positions for eight patients (based on XCAT phantoms) are shown. Solid blue lines show tumor centroid positions for ground truth 3D
images, while the red dots show tumor centroid positions for estimated time-varying 3D images.

breathing period (simulating 4DCT) were used to train the
PCA lung motion model. Next, 100 phantoms and corre-
sponding simulated EPID images spanning 30 s were used
for testing the algorithm. These experiments were performed
with a fixed gantry angle of 20◦. Gantry angle dependence is
examined in Sec. 3.B. The diameter of the tumor is 2.0 cm

(volume 4.18 cm3) and it is located in the right lower lobe.
We have assumed a nondeformable tumor. Hence, the cen-
troid of tumor should give us fair estimate of the tumor track-
ing. Ground truth in XCAT phantom was defined by motion
vector fields (MVFs) corresponding to each respiratory phase.
MVFs in XCAT give location of every voxel which was used
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TABLE II. Tumor localization accuracy for individual patients and their stan-
dard deviations are shown here. The last column shows errors for the tumor
3D positions. The mean tumor localization accuracy across the population is
shown in the last row of the table.

LR AP SI 3D
Patient # (mm) (mm) (mm) (mm)

1 0.07 ± 0.06 0.52 ± 0.39 0.36 ± 0.25 0.67 ± 0.42
2 0.04 ± 0.03 0.63 ± 0.71 0.30 ± 0.25 0.75 ± 0.70
3 0.14 ± 0.16 0.26 ± 0.21 0.21 ± 0.10 0.40 ± 0.22
4 0.20 ± 0.25 1.02 ± 0.75 0.73 ± 0.82 1.46 ± 0.88
5 0.04 ± 0.04 0.27 ± 0.27 0.24 ± 0.17 0.42 ± 0.24
6 0.14 ± 0.15 0.25 ± 0.25 0.32 ± 0.29 0.45 ± 0.39
7 0.05 ± 0.03 0.28 ± 0.29 0.63 ± 0.52 0.73 ± 0.54
8 0.08 ± 0.06 0.86 ± 0.70 0.22 ± 0.11 0.94 ± 0.64
Overall 0.09 ± 0.13 0.51 ± 0.56 0.37 ± 0.42 0.73 ± 0.63

to track tumor trajectories and delineate boundaries. In the
estimated image, the tumor is defined using edge detection
method. We use Canny edge detector to extract the contours
of the tumor and these edges are then used to calculate the
centroid of the tumor.

Figure 4 shows estimated volumetric image accuracies for
two sample patients. Estimated volumetric image accuracies
for all the eight patients are given in Table I. It can be observed
in Fig. 4 that volumetric estimated images are always closer
to the ground truth image than the reference image. The other
key point to be observed from Table I is that both the mean
and standard deviation of the final NRMSE is less than the
initial NRMSE.

Tumor localization accuracies are shown in Fig. 5. In this
figure, estimated and ground truth tumor centroid positions in
the LR, AP, and SI directions are shown. The corresponding
values for all cases are given in Table II. It can be observed
from Fig. 5 that the estimated tumor trajectories closely fol-
low the ground truth tumor trajectories. RMS values of tumor
localization accuracies in LR, AP, and SI directions are (0.09
± 0.13), (0.51 ± 0.56), and (0.37 ± 0.42) mm, respectively.
The overall mean 3D tumor centroid localization accuracy is
0.73 ± 0.63 mm.

3.B. Gantry-angle dependence

To explore the dependency of accuracy on gantry angle, we
conducted a set of 3D tumor tracking experiments for gantry
angles ranging from 0◦ to 360◦ (at an increment of 30◦).
The tumor moved in a sinusoidal motion with 20 mm SI and
12 mm AP peak-to-peak amplitudes. The diameter of the tu-

TABLE III. Variations in tumor tracking error with respect to changing
gantry angle.

LR AP SI 3D
Gantry angle (mm) (mm) (mm) (mm)

0 0.30 ± 0.29 0.49 ± 0.41 0.95 ± 1.02 1.19 ± 1.05
30 0.30 ± 0.31 0.25 ± 0.19 1.34 ± 1.50 1.46 ± 1.48
60 0.20 ± 0.14 0.52 ± 0.37 1.17 ± 1.21 1.33 ± 1.23
90 0.34 ± 0.34 0.43 ± 0.29 1.22 ± 1.49 1.43 ± 1.45
120 0.13 ± 0.16 0.19 ± 0.14 1.24 ± 1.29 1.32 ± 1.23
150 0.12 ± 0.13 0.27 ± 0.23 1.15 ± 1.02 1.21 ± 1.02
180 0.14 ± 0.15 0.31 ± 0.31 1.03 ± 0.96 1.11 ± 0.98
210 0.20 ± 0.17 0.23 ± 0.20 1.29 ± 1.37 1.39 ± 1.33
240 0.13 ± 0.10 0.54 ± 0.36 0.85 ± 0.88 1.04 ± 0.92
270 0.33 ± 0.32 0.47 ± 0.36 1.03 ± 1.30 1.26 ± 1.30
300 0.11 ± 0.14 0.22 ± 0.14 1.21 ± 1.25 1.30 ± 1.20
330 0.09 ± 0.07 0.23 ± 0.17 1.16 ± 1.19 1.21 ± 1.17
Overall 0.20 ± 0.22 0.35 ± 0.30 1.14 ± 1.17 1.27 ± 1.16

mor is 2.0 cm and the volume is 4.18 cm3 and it is located
in the right lower lobe. We have assumed a nondeformable
tumor. LR, AP, SI, and 3D tumor centroid errors between
estimated tumor trajectories and ground truth are shown in
Table III. The tracking accuracies show little or no variation
due to change in gantry angle.

3.C. Patient data

4DCT images acquired 12 days prior to treatment were
used to build the PCA lung motion model. The estimated
volumetric image accuracy was tested for 160 EPID im-
ages corresponding to 80 s. These images were acquired and
anonymized with our clinic’s Institutional Review Board ap-
proval. The tracking results of our model were compared to
the method developed by Rottmann et al.,9 which has been
well-validated using manual tracking by experts. Figure 6
shows the result for one EPID image. The image on the
left shows the cine EPID image and the next three images
show coronal, sagittal, and axial slices from the correspond-
ing time-varying estimated volumetric image. The tumor lo-
calization accuracy is shown in Fig. 7. The red line shows
the tumor position from the time-varying estimated volumet-
ric images (projected onto the imager plane) and the blue
line shows the ground truth tumor trajectory of the Rottmann
et al.9 While the estimated tumor position is in 3D, ground
truth is only available in 2D. For comparison to our results,
we extracted the tumor centroid from our estimated 3D im-
ages using a Canny filter as explained for the XCAT portion.

FIG. 6. Coronal (middle-left), sagittal (middle-right), and axial (right) slices from a volumetric fluoroscopic image estimated from a single EPID image (left).
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FIG. 7. Tumor centroid positions for the patient data are shown. Solid blue lines show tumor centroid positions for ground truth images, while red dots show
tumor centroid positions for estimated time-varying volumetric images. Image-Y and Image-X are the Y and X directions on the imager.

The tumor localization accuracies for the patient data in
2D for Image-Y and Image-X (the two imager directions) are
(0.55 ± 0.5) and (0.50 ± 0.56) mm, respectively. 2D tumor
centroid localization accuracy is (0.90 ± 0.65) mm. These
errors have been scaled back to the isocenter and are, thus,
∼100/180 of the error in the imager plane. NRMSE cannot
be computed for the patient data because no 3D ground truth
image exists.

4. DISCUSSION

We introduced a new method to estimate a volumetric im-
age from a single cine EPID image and did initial testing of
its feasibility on XCAT digital phantom data derived from
patient breathing patterns, and on an example patient case.
The method relies on building a patient-specific lung motion
model from pretreatment 4DCT images, then adapting the
model parameters to incorporate updated information from
the cine EPID images. The lung motion model captures the
spatial and temporal information in eigenvectors and eigen-
coefficients respectively. The in-treatment information from
each cine EPID image is incorporated by updating eigen-
coefficients via iterative cost function optimization. These up-
dated coefficients, in conjunction with eigenvectors, generate
an updated set of DVFs, which are then used to estimate time-
varying volumetric images.

Our results in the phantom data and the example patient
case showed tumor localization errors on the order of 1 mm.
The errors reported in the section on gantry angle dependence
are larger than 1 mm, possible due to the large breathing mo-
tion used for this experiment. The global image accuracy,
quantified in initial and final NRMSE, showed improved over-
all accuracy in the final time-varying volumetric images. It
can be observed from Fig. 4 that the final NRMSE value is
roughly periodic, with a period same as the patient’s breath-
ing. This could reflect the relative difficulty of employing the
model to estimate images at phases far from the reference (end
of exhale) phase. Using multiple references phases could po-
tentially reduce this effect at the price of increased compu-

tational expense. While far from comprehensive, these initial
results are promising, and suggest that future investigation on
larger patient datasets could be worthwhile to investigate this
technology further.

EPID-based time-varying estimated volumetric image esti-
mation holds promise as an important tool. The key advantage
of this technique is that without exposing the patient to extra
dose we can obtain the 3D location of the tumor and normal
structures. This information could be useful for the assess-
ment of dose delivered to the tumor and healthy tissues.

The overall accuracy of time-varying volumetric image es-
timation depends upon factors such as EPID and 4DCT im-
age quality and resolution, and 4DCT sorting artifacts. An-
other potential source of error comes from the fact that the
patient-specific model is based on 4DCT data for a single
breathing cycle. The pretreatment breathing pattern might dif-
fer from the breathing pattern during treatment delivery. How-
ever, previous studies have demonstrated that this model is ro-
bust to changes in breathing period, amplitude, and baseline
shifts throughout a range of normal breathing patterns.17, 19

Anatomical changes between 4DCT acquisition and treatment
delivery could still pose a major challenge (e.g., pleural ef-
fusion, tumor shrinking, atelectasis, stomach filling). In the
future this problem could be mitigated by building motion
models from 4DCBCT on the day of treatment as opposed
to 4DCT from simulation. The proposed model is based on
MV projection images from BEV. This makes it useful for 3D
conformal radiotherapy. Cases where the BEV is not avail-
able or lesions are not very clear, e.g., in IMRT, the proposed
model might need extra information to estimate the 3D vol-
umetric images. For future work, it would be interesting to
explore methods to incorporate supplementary information
(e.g., implanted markers) and extend the current model to
IMRT.

5. CONCLUSION

In this work, we have introduced an algorithm to estimate
time-varying volumetric images from single cine EPID
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images. The key advantage of EPID-based estimated vol-
umetric image generation is that no additional dose is
given to the patient. We tested the algorithm in two sets of
experiments. In the first set of experiments, we employed 3D
data generated from the modified XCAT phantom for eight
different tumor trajectories. In the second set of experiments,
cine EPID images from a lung SBRT patient treated in our
clinic were used. In both cases, the algorithm was capable
of estimating time-varying volumetric images with sub-
millimeter tumor localization accuracy. To our knowledge,
this algorithm is the first to estimate a volumetric image from
a single cine EPID image.
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