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Many-body effect in ion binding to RNA

Yuhong Zhu'?2® and Shi-Jie Chen?2

' Department of Physics, Zhejiang University, Hangzhou, Zhejiang 310027, China
2Department of Physics and Department of Biochemistry, University of Missouri, Columbia,
Missouri 65211, USA

3Department of Physics, Hangzhou Normal University, Hangzhou, Zhejiang 310036, China

(Received 13 March 2014; accepted 30 June 2014; published online 1 August 2014)

Ion-mediated electrostatic interactions play an important role in RNA folding stability. For a RNA
in a solution with higher Mg?* ion concentration, more counterions in the solution can bind to the
RNA, causing a strong many-body coupling between the bound ions. The many-body effect can
change the effective potential of mean force between the tightly bound ions. This effect tends to
dampen ion binding and lower RNA folding stability. Neglecting the many-body effect leads to a
systematic error (over-estimation) of RNA folding stability at high Mg?* ion concentrations. Using
the tightly bound ion model combined with a conformational ensemble model, we investigate the
influence of the many-body effect on the ion-dependent RNA folding stability. Comparisons with the
experimental data indicate that including the many-body effect led to much improved predictions for
RNA folding stability at high Mg?* ion concentrations. The results suggest that the many-body effect
can be important for RNA folding in high concentrations of multivalent ions. Further investigation
showed that the many-body effect can influence the spatial distribution of the tightly bound ions and
the effect is more pronounced for compact RNA structures and structures prone to the formation of
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local clustering of ions. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4890656]

INTRODUCTION

RNA folding plays a crucial role in cellular functions.':?
The equilibrium pathway of RNA folding can generally be
characterized into three states: (a) the unfolded state (U), an
extended state with no stable secondary or tertiary interac-
tions, (b) the intermediate state (I), a state with stable sec-
ondary structures and no stable tertiary interactions and (c) the
folded state (N), and a state with stable tertiary interactions.>©
For a RNA pseudoknot, the intermediate state is a hairpin
formed by one of the native helix stems.” The folding sta-
bility is defined as the free energy difference between the
folded state and the unfolded state. The prediction of the fold-
ing stability is highly challenging (partly) due to the diffi-
culty for modeling the unfolded state. For the pseudoknots
in the present theoretical study, for the purpose of direct com-
parison with the experimental data, we focus on the tertiary
folding stability of RNA, which is defined as the free en-
ergy difference between the tertiary structure and the sec-
ondary state.>°'> For RNAs that fold through hierarchical
pathways (fully unfolded — intermediate secondary structure
— folded tertiary structure), the ion-dependence of the free
energy difference between the folded state and the interme-
diate state provides important insights into the ion-mediated
tertiary folding stability.

The ionic solution condition and RNA conformational
ensemble are two important factors that affect RNA fold-
ing stability. The highly negative charges on RNA back-
bone tend to unfold the RNA due to the repulsive force be-
tween the nucleotides while the surrounding cations tend
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to facilitate the folding through neutralizing RNA backbone
charges. Therefore, RNA folding is sensitive to the prop-
erty of the surrounding ions, such as the ion type, size, va-
lence, and concentration.* 13-28 Furthermore, RNA molecules
can be highly dynamic. For a RNA in the unfolded and
the intermediate states, RNA can sample an ensemble of
conformations.” ''+2-32 Different conformations result in the
different distributions of the surrounding ions and hence the
different ion-RNA interactions. Therefore, to compute the
ion-dependence of RNA folding stability, we need to consider
the ion-RNA interactions for each discrete conformation in
the conformational ensemble.?*3*

Molecular dynamics simulation (MD)*>*? and coarse
grained conformational sampling*>** are the two main meth-
ods for RNA 3D conformational modeling. Using the whole
space sampling method, Cao and Chen developed a virtual
bond-based RNA conformational model (Vfold model) for
the calculation of the free energies of loops, secondary struc-
tures, and pseudoknots with different loop and helix lengths.*?
Experimental tests suggest that the Vfold model may be quite
reliable.*** Combining the coarse grained description of
RNA structure and the molecular dynamics simulation, Ding
et al. developed the discrete molecular dynamics (DMD) sim-
ulation method to sample RNA conformations.* The DMD-
predicted 3D structures are very close to the experimental
structures.> Based on the Stochastic Dynamics (SD) simu-
lation with a multi-scale modeling method, Chu et al. stud-
ied the ion-dependence of the folding stability for simple
helix junctions and the predicted results are in good agree-
ment with the experimental findings.>® Using coarse-grained
Go-like models,* Hyeon et al. investigated the structural
transitions for three pseudoknots and the predicted melting
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temperatures agree well with the experimental data.*' By
employing a series of experimental methods and replica ex-
change molecular dynamics (REMD) simulation,*® Stoddard
et al. investigated the detailed mechanism of ligand-free in-
teractions in S-adenosylmethionine binding riboswitch at the
local and global levels. The findings also support that MD
simulations can provide efficient sampling for RNA confor-
mations. Combining conformational sampling and the gener-
alized Born method, Tjong et al. successfully predicted the
salt effects on the electrostatic energies in protein-protein
interactions.*®>>° Furthermore, the MD simulations have been
employed to calculate ion distributions around a RNA.?* Such
detailed ion distribution, which may not be achievable by a
coarse-grained model, have provided highly needed informa-
tion for understanding ion-mediated RNA stabilization.

One of the most important issues in theoretical predic-
tion of RNA folding stability is the evaluation of the electro-
static interactions between the different components in the so-
lution, such as ion-RNA, ion-ion, RNA-RNA interactions. In
ion-RNA interaction, the (multivalent) Mg?* ions can reach
a high concentration in the close vicinity of the RNA. The
bound ions become coupled through the long-range Coulomb
force. A result of the coupling (correlation) is that the electric
potential acting on an ion is not only a function of its own
coordinates but also a function of the simultaneous configura-
tion of the other ions. The ion correlation effect is stronger for
higher valent ions at higher concentrations. One of the conse-
quences of the ion correlation is the coupling between the dif-
ferent ion binding events to the different nucleotides, namely,
ion binding to a nucleotide is not only dependent on the RNA
structure and the ion concentration but also on the ion binding
events at other locations.

To account for the ion correlation and fluctuation effects,
we developed the Tightly Ion Binding (TBI) model.’' The
essence of the model is to treat the strongly correlated ions
separately by enumerating their many-ion distributions. The
model is different from the mean field-based models which
treat ions as uncoupled particles. The complete sampling of
full continuous ion distributions around the RNA is computa-
tionally intractable. In the TBI model, we describe multi-ion
distributions using discrete ion binding modes. Specifically,
each ion binding mode is described as a way to partition the
ions onto the different nucleotides.’'>> For each ion binding
mode, the total energy is evaluated as the sum of the effective
pairwise interactions between the different pairs of the bound
ions. It is important to note that such an effective pairwise in-
teraction (potential of mean force) can be strongly influenced
by the presence of ions bound to the nearby nucleotides.’® As
a result, the effective pairwise interaction is determined not
only by the coordinates of the ion pair under consideration
but also by the distribution of the other ions. This is a many-
body effect.

The original TBI model accounts for the correlated ion
distribution by enumerating all the possible discrete ion bind-
ing modes. However, the model does not consider the in-
fluence of the other (nearby) ions on the pairwise potential
of mean force. For a high divalent ion concentration such
as [Mg?*]> 5 mM, computational models show a system-
atic error of over-estimating Mg?* ion binding and folding
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stability.!!-31:3%5 In the present study, we develop a modified
TBI model by accounting for the many-body effect.

The many-body effect has been observed in other systems
such as charged colloids. Wu et al. applied a van der Waals-
type theory to investigate the many-body effect on the phase
behavior of charged colloids®® and found that, when colloidal
triplets are close to each other, the many-body force can be
strong. Depending on the separation of the charged particles,
the three-body force can be repulsive or attractive. Berk ef al.
use the local ion concentration-dependent effective dielectric
constant’’ to simulate the multi-ion correlation effect. The ef-
fective ion-ion interaction potential successfully reproduced
the solution osmotic properties and the ion coordination up to
concentrations of 2.8 M aqueous NaCl.”” These studies sug-
gest that the many-body effect may indeed play an important
role.

In addition to considering the many-body effect, we also
develop a theoretical framework for predicting ion-dependent
RNA pseudoknot tertiary folding stability through conforma-
tional sampling. Applications of the theory to three represen-
tative examples (T2, BWYV pseudoknots and yeast tRNAP¢)
show that the new model reported here leads to much im-
proved theory-experiment agreements.

METHODS
Structural model

The tertiary folding free energy is defined as the free en-
ergy difference between the folded (N) and the intermediate
(D) states. For the folded state (pseudoknot), we use the struc-
ture from the Protein Data Base (PDB): The beet western yel-
low virus pseudoknot (BWYYV, PDB code: 437D)°® and T2
gene 32 mRNA pseudoknot (T2, PDB code: 2TPK).> For the
intermediate state (hairpin), we use an ensemble of confor-
mations generated by molecular dynamic simulations (MD).
The initial 3D hairpin structures in the simulations are the
ones adopted from the native pseudoknots (see Figs. 1(a) and
1(b))."1%0 To test the sensitivity to the choices of the initial
structures in the simulation, we also select the different initial
structures.

An intermediate state such as a hairpin can access a large
ensemble of three-dimensional conformations'® and the dif-
ferent conformations have the different ion-RNA interactions.
To generate the conformations for the intermediate (hairpin)
state, We perform MD simulations starting from the initial
hairpin structure. The initial hairpin structure is embedded in
the TIP3 box with the water shell, using the Solvate plug-
in in VMD.®' The MD simulations are carried out using the
NAMD 2.8 package.®® The temperature is kept at the exper-
imental condition (298 K for BWYV and 310 K for T2) and
the Sodium concentration is kept at 1 M. For each RNA, we
perform 5 independent simulations (trajectories) and the total
time of each simulation is 18 ns. The coordinates of all the
atoms are written to the NAMD dcd file every 5 ps. We ob-
tain 3600 conformations (snapshots) for each trajectory. We
then use the uniform Monte Carlo sampling method to ran-
domly select 100 out of the 3600 structures (see Figs. 1(c) and
1(d)). For each selected conformation, we run electrostatic
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FIG. 1. The 2D (al, a2, bl, b2) and 3D (cl, c2, d1, d2) structures of the folded (pseudoknot: al, bl, cl, d1) and the intermediate (hairpin: a2, b2, c2, d2)
states of two pseudoknot-forming RNAs: BWYV (al, a2, cl, ¢2) and T2 RNA (b1, b2, d1, d2). The PDB codes of the 3D structures are 437D for the BWYV
pseudoknot (c1)°® and 2TPK for the T2 pseudoknot (d1),%° respectively. (c2) and (d2) show the conformational ensembles of the intermediate states. Each
conformational ensemble contains 100 conformations extracted from a MD trajectory.

calculation (TBI) for the given ionic condition. For a given
ion concentration, the mean free energy of the system is com-
puted as the arithmetic average of the five datasets.

The tightly bound ion model

Through the enumeration of the discrete multi-ion distri-
butions, the TBI model accounts for the correlated ion bind-
ing modes and the fluctuation of ion distribution,?>'+63-65
The model classifies the ions into two types according to their
correlation strengths: The tightly bound ions (strongly corre-
lated) and the diffusive ions (weakly correlated). The tightly
bound ions are distributed in the close vicinity of RNA surface
while the diffusive ions are distributed in the bulk solution.
The region around the RNA is correspondingly divided into
the tightly bound and the diffusive regions. For an N-nt RNA,
the tightly bound region can be divided into N cells, where
each cell is around a phosphate. For the tightly bound ions, by
partitioning the tightly bound ions among the N cells, we enu-
merate the discrete ion configurations. For the diffusive ions,
we use the mean-field theory (nonlinear Poisson-Boltzmann
equation, NLPB or PB).2366.67

For each ion binding mode M, we calculate the parti-
tion function of the system by sampling the coordinates of
the tightly bound ions within their respective cells,

N, N,
Z, = 20 <Nz> ’ /ndRi ¢~ (AG, +AG +AG]")/k, T
Vv
i=1

(1
where ZU9 is the partition function for the uniform ion so-
lution (without the polyelectrolytes). N, is the total number

of the z-valent counterions and V is the volume of the solu-
tion. N, and [ 1'IfV="1dRi are the number and the volume inte-
gral for the tightly bound ions, respectively. AG, is the mean
Coulomb interaction energy between all the discrete charge-
charge pairs (including the phosphate groups and the tightly
bound ions) in the tightly bound region; AG, is the free en-
ergy for the electrostatic interactions between the diffusive
ions and between the diffusive ions and the discrete charges in
the tightly bound region, and the entropic free energy of the
diffusive ions. AG?” is the (Born) self-polarization energy
for the discrete charges in the tightly bound region.® °

Averaging over all the possible ion distributions of the
tightly bound ions gives the electrostatic free energy of the
system,

G = —kpTIn Y (Z,,/Z1D). 2
M

Conformational ensemble

In general, an intermediate state (such as a hairpin) of a
RNA can adopt a large ensemble of three-dimensional confor-
mations due to the flexibility of the loop and the tails.'® Our
ensemble-based approach to the intermediate state is quite
different from the previous approaches which replaced the en-
semble of conformation with a rigid helix.*”-%¢ The previous
simplified method ignores the complex details of RNA 3D
structure and the method may not be valid for complex RNA
structures because the free energy for an ensemble of confor-
mations can be different from that of a rigid structure.

We first test the sensitivity of the electrostatic free en-
ergy to the structure model of the intermediate state (hairpin).
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Previous studies used a rigid RNA helix to represent the av-
erage effect of the conformational ensemble for the interme-
diate state.”% The method is based on the hypothesis that in
the intermediate state, the average electrostatic property of a
nucleotide in the intermediate state is mainly determined by
the helical elements in the secondary structure,’”-® therefore,
the total free free energy can be approximated as the number
of nucleotides multiplied by the free energy per nucleotide
computed for the helix system. Such an approximation gave
good predicted results for low [Mg?*]. However, the validity
of the approximation has not been tested for more general ion
solutions.

To test the sensitivity of the folding stability to the varia-
tion of the intermediate structure model, we compute the fold-
ing stability of he yeast tRNA”" (PDB code: 1TRA).® We
choose two different helices (11-bp and 25-bp) for the evalu-
ation of the free energy per nucleotide. As shown in Fig. S4
of the supplementary material,”® we find that for low [Mg?*]
(< 0.4 mM), the different structure models give nearly the
same results. For higher [Mg”], however, the estimated fold-
ing stability based on the 25-bp model is lower than that from
the 11-bp model. The result suggests that for higher [Mg>*]
the previous simplified approach may not be accurate and the
prediction of the folding stability is sensitive to the interme-
diate structure model.

We then examine the effect of the conformational en-
semble on the calculation of the RNA folding free en-
ergy, we compare the results based on the single structure
(the lowest energy structure of the selected 500 conforma-
tions) and the ensemble of conformations for the intermedi-
ate state (hairpin). For the RNAs that we tested (BWYV and
T2 pseudoknot-forming RNAs), the lowest energy structure-
based calculations slightly underestimate the folding stability
than the ensemble-based results (see Fig. 4). The result sug-
gests the importance of accounting for the effect of the flexi-
ble conformations.

To further test the sensitivity of the predicted tertiary
folding free energy to the conformational sampling scheme,
we perform two tests. In the first test, we randomly select
two different conformational ensembles, a 100-conformation
ensemble and a 300-conformation ensemble from a trajec-
tory of the T2 pseudoknot (see Fig. S5a of the supplementary
material’®). We find that the two ensembles give nearly the
same folding free energy as the original one (see Fig. S5a of
the supplementary material’®). All the conformations are ran-
domly selected through uniform Monte Carlo sampling from
the snapshots of an 18-ns MD trajectory. The result (Fig. S5a
of the supplementary material’®) suggests that the free energy
predictions may be stable against the variations of the sam-
pling scheme. In the second test, we run simulations starting
from the different initial structures with RMSD over 8 A (see
Figs. S5b and S6 of the supplementary material’®). We find
that the different initial (hairpin) structures will slightly affect
RNA folding stability.

Many-body effect

We investigate the influence of the many-body effect on
the effective interaction energy (potential of mean force) be-
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FIG. 2. A schematic figure for the many-body effect: the (small) blue and
(large) green spheres represent the phosphates and the bound (hydrated)
Mg ions, respectively. The steel-blue shaded region around each phosphate
denotes the tightly bound cell around a nucleotide.’! The large sky-blue re-
gions denote the many-body region within which the many-body effect is
strong. The blue chain represents the RNA conformation.

tween ion pairs. As shown in Fig. 2, we consider two Mg>*
ions x and y, each can sample positions in their respective
tightly bound cells (denoted in Fig. 2 as the steel-blue region
around a phosphate). We examine the influence of the other
tightly bound Mg+ ions, such as ions a and b around ion x
and ions ¢ and d around ion y, on the potential of mean force
between x and y. Each ion can move around about the phos-
phate in the respective tightly bound cell, so the mean distance
between the ions can be roughly described by the distance be-
tween the respective phosphates. For a given ion (e.g., x in
Fig. 2), we consider the effect of all the ions within a dis-
tance R, ;.. Our extensive tests (Fig. S1 in the supplementary
material ) point to an estimated R, value at 17 A. The value
of R is close to twice the diameter of a hydrated Mg**
ion, whose radius is about 4.5 A. As shown below, the esti-
mated value for R, is consistent with the results for charged
colloid systems. A previous study indicated that the many-
body effect for a charged colloid system becomes significant
when the inter-particle separation is within R about 1.5
times the diameter of the colloid particles. Our value of R,
is roughly in the same range as R;ﬁg"id. The previous study for
the colloid systems focused on the three-body effect. The fact
that our estimated R, is larger than R suggests that the
many-body effect in the ion-RNA system may go beyond the
three-body effect.

The total free energy of the system AG,, can be parti-
tioned into the pairwise term without the many-body effect
AG© and the many-body correction AG©*™,

AG, = AGY + AGCr™, (3)

tot
where AG can be calculated from the original TBI model”!
and AG“’ can be calculated as a sum of the three-body,
four-body, ..., and higher order correlation energies.””’! For
instance, the three-body correlation energy for any ion triad
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ijk is given by
AGH, = AGTF — (AGT + AGY + AGY)). (4)

where AGU* is the full free energy by sampling all the pos-
sible three-ion configurations, AGazb) (ab = ij, ik or jk) is
the pairwise free energy (potential of mean force) calculated
by ignoring the presence of the third ion. In our calculation,
to sample the bound ion positions, we discretize the tightly
bound region with grids and enumerate all the possible coor-
dinates of the three ions (on the grids). For each ion configu-
ration, we evaluate the Coulombic energy for the charged sys-
tem. Averaging over all the possible three-ion configurations
gives the three-body free energy AGY*. The model treats ions
as hard spheres and accounts for the volume exclusion of the
ions in the enumeration of ion configurations. Therefore, the
calculation takes into account both the steric correlation and
the Coulomb correlation.

We tested the three-body correlation energy for the
BWYV RNA; See Fig. 1-(al) and (cl) for the two-
dimensional and three-dimensional structures of the BWYV
pseudoknot. Without the many-body effect, the original TBI
model significantly overestimates the BWY'V folding stabil-
ity for [Mg?*] higher than 5 mM. Including the three-body
correlation, however, is not sufficient to account for the differ-
ence between the theoretical prediction and the experimental
data. The result suggests that we need to include higher or-
der correlation terms. Explicit calculations for the four-body
and higher order terms require prohibitively long computer
time. Therefore, we will use a heuristic method to estimate
the many-body effect.

The intensity of the many-body effect is related to the lo-
cal concentration (density) of the ions. The higher local con-
centration leads to a stronger many-body correlation effect.
For a given RNA system, the number of the bound Mg+ ions
is dependent on the RNA structure as well as the ion concen-
tration. We propose the following form for AG©,

AGE) ~ o . %AG@. ®)
<r ion>
Here D, is equal to the diameter of the ions (D,,;,, = 9 A for
Mg?*) and is the minimum distance between two ions. r,
is the distance between the tightly bound Mg?* ions , such
as r,, and r, in Fig. 2. (r,,,) is the average distance. For ex-
ample, in the many-body region for Mg?* ion in Fig. 2, the
(ion) 1s computed as % . Thus, our model contains only
one fitted parameter «. For a given bound ion around a phos-
phate (e.g., ion x around phosphate P, or ion y around phos-
phate P)), we define its “many-body region™ using the criteria
Tion < R =17 A. Fora given ion x, its the many-body re-
gion is the spherical volume about x with radius R,,;,. All the
ions such as ions a and b around x in Fig. 2 that are within the
many-body region should be considered for the many-body
effect. The actual value of (r,,,) for a given ion binding mode
is determined from the average over the inter-ion distances
for all the ions within the many-body region. The weighting
factor « is a coefficient. For the RNA systems that we have
tested, we found o ~ 1 gives robust results for the different

RNASs in the different solution conditions. Thus, the modified
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pairwise interaction energy between two tightly bound cells,
such as the tightly bound cells around phosphates P, and P,
in Fig. 2, can be computed as

Dmin + Dmin) AG(O? (6)
(o) ()

where, AGioy) is the free energy (potential of mean force) be-
tween the tightly bound cells x and y without considering the
many-body effect. AGSSV) is given by the original TBI model.

AG,, x> (1 +

(r(’o) and (r(y )) are the mean inter-ion distance for ions in the

ion ion
many-body regions around P, and P, respectively.

lon-dependent RNA tertiary folding free energy

We focus on the tertiary folding free energy, defined as
the free energy difference between the intermediate state (I)
and the folded state (F). For the folded state, for the PDB 3D
structures of the RNA, we calculate the electrostatic free en-
ergy AG*/(F) using the above modified TBI model, which ac-
counts for the many-body effect.

For each conformation 7 in the conformational ensemble
of the intermediate state, we compute the electrostatic free en-
ergy Afol (I)) using the modified TBI model. The Boltzmann
average over all the possible conformation for state I gives the
free energy of the state AG€(1),

» [AG?’ . e—AG;’/kBT]

el _ i€l
AG(]) = e RaTT ) (7)
iel

The total RNA tertiary folding free energy AG™ is approxi-
mately the sum of the electrostatic contribution AG and the
non-electrostatic contribution AG"¢! 3-63.72

AG = AGel 4 AG"d — [AGel(F)— AGel(I)] + AGnel‘

®)
Assuming the non-electrostatic contribution AG™ is inde-
pendent of the ionic concentration, we can estimate AG"!
from the experimental result for a reference ion concentration
such as 1M NacCl,

AG™ = AG(Na™) — AG(Na™),

where AG[(Na™) is the total folding free energy as de-
termined by experiment at the experimental ionic condition.
AG°!(Na*) is the electrostatic free energy at the same con-
dition of the experiment. AG®(Na™) can be determined from
the TBI model.

RESULTS AND DISCUSSION

As shown in Fig. 3, for the two RNAs (BWYV and T2)
that we studied, the different ensembles of the intermediate
structures lead to slightly different tertiary folding stabilities.
The average folding free energies (the pink solid line in Fig. 3)
are in good agreement with the experiment data. This suggest
that our approach for intermediate state conformations may
be reliable.
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FIG. 3. Theory-experiment comparisons of the folding free energy for (a) the BWYV and (b) the T2 pseudoknots. In the theoretical predictions, we use the
same temperature and ionic solution condition as the experiment. Here the folding free energy is defined as the free energy difference between the folded state
(pseudoknot) and the folding intermediate (hairpin). The red filled stars denote the experimental data for BWYV!! and T2, respectively. For each case, we
select five sets of hairpin conformational ensembles, each with 3600 conformations generated from MD simulations. The conformations are randomly selected
from the conformations generated from MD trajectories. For each set of the conformational ensemble, the ensemble-averaged result for the folding free energy
is marked with an open symbol. In each figure, the pink solid line shows the average value of the five sets of the results. The x-axis denotes the ion concentration

in units of M.

Many-body effect on folding stability

To understand how the many-body effect influences the
RNA folding stability, we compare the results predicted
by the original and the modified TBI model. As shown in
Figs. 4(a) and 4(b), the many-body effect does not affect the
low-[Mg?*] behavior for the two pseudoknots. For higher
[Mg?*] (>1mM), however, the many-body effect can be im-
portant. Without the many-body effect, the folding stability
is significantly overestimated. The many-body effect leads
to notable improvements in the predictions. For a solution
with high [Mg?*], the impact of the many-body effect is
pronounced. In our calculation, at [Mg”] = 10 mM, the
many-body effect can cause the tertiary folding free energy to
change by 4 kcal/mol and 1 kcal/mol for the T2 and BWYV
pseudoknots, respectively. It is important to note that there ex-
ist many other factors, such as the detailed force field and ion-
specific hydration effect in ion-RNA interaction, that could

[Na*]=0.054M
25°C

AG (kcal/mol)

-85

-6.0 = (a) A

ensemble with many-body E
ensemble without many-body
90 single structure with many-body -
B experimental data
-9.5 L L L
1E-4 1E-3 0.01
+
[Mg™] M

also influence the predicted ion-dependence of the folding sta-
bility, The improved results here suggest that the many-body
effect may be one of the factors that could influence the pre-
dicted ion-dependent folding stability.

The improved prediction for the ion-dependence of the
folding free energy at high [Mg?*] can also be found for the
yeast tRNA" system. As shown in Fig. S4 of the supplemen-
tary material,’® the many-body effect leads to a better pre-
diction for the folding stability at high [Mg?*]. As pointed
out by Soto et al.,'" the nonlinear Poisson-Boltzmann model
(PB) causes a systemic error in the prediction of the fold-
ing stability”-'1:%% especially under the high [Mg>*] condi-
tion. This could be caused by neglecting ion-ion correlation,
ion dehydration and other effects.!’ One of the differences
between PB and our TBI model is the ion correlation. The
improved predictions by the TBI model (see, for example,
Fig. 4S of the supplementary material’®) suggests that ion-ion

0 T T T
2t (b)
4+
5 [ T2
S o [K*]=0.1M
S o
= st 37°C
Q
< -10 ensemble with many-body
ensemble without many-body
12 + single structure with many-body -
B experimental data
14 T | N | N |
1E-4 1E-3 0.01
2+
[Mg~ ] M

FIG. 4. A test to show the potential significance of the many-body effect: the calculated [Mg?*]-dependence of the folding free energies for BWYV!! (a)
and T2 (b). Each plot contains four datasets in order to show the impact of the many-body effect and the effect of the conformational ensemble (for the
intermediate state). The comparisons with experimental data suggest the importance of the many-body effect at high [Mg?t]. We show the dispersion for the
ensemble-based results with the many-body effect. The dispersion is for the different sets of the conformational ensembles.
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correlation may be a factor worth considering in the Mg>*-
mediated RNA folding.?3!:3%463-65.72

Physically, depending on the distribution of the Mg>*
ions, the many-body effect could increase or decrease the
electrostatic free energy for a given RNA. For a pair of ions
such as x and y in Fig. 2, if the surrounding ions such as a
and b for x and ¢ and d for y are located between x and y, the
surrounding ions tend to push x and y away from each other
and to lower the potential of mean force (between x and y).
In contrast, if the surrounding ions flank the two sides of the
(x, y) pair, the surrounding ions tend to push x and y closer,
causing an increase in the potential of mean force. This would
lead to an increase in the electrostatic energy and a decrease
in ion binding. For the low energy modes, we found that the
former scenario is less likely to occur because the average
distance of two tightly bound ions (x and y in Fig. 2) is gen-
erally not large enough to allow the insertion of (hydrated)
ions between x and y. Instead, we found that the later sce-
nario occurs more frequently, in which case the many-body
effect tends to increase the electrostatic energy. Since the ef-
fect is stronger for the folded state than for the unfolded state
(see below), the net result of the many-body effect is to lower
the folding stability. This analysis is consistent with the con-
clusions drawn from the previous theory-experiment compar-
isons, which showed that ignoring the many-body effect could
cause a systematic over-estimation of the folding stability at
high [Mg>*].

In a low [Mg?*] solution ([Mg?>*] < 1mM), the concen-
tration of the tightly bound Mg+ ions is quite low for both the
folded and the unfolded states and the many-body effect on
the folding stability can be neglected. At higher [Mg?*], how-
ever, the concentration of the tightly bound ions is increased.
Because the native structure (pseudoknot for T2 and BWYV
RNA) is more compact and hence has a higher charge den-
sity than the (partially) unfolded structure (hairpin for T2 and
BWYYV), the native state attracts more tightly bound ions and
hence a stronger many-body effect than the unfolded struc-
ture. For example, for the BWYV RNA (Fig. 5) in a solu-
tion with 0.054 mM Na*t and 0.02 M Mg>* at 25 °C, the
TBI model predicts that the number of bound Mg?* ions in
the lowest energy binding mode is reduced from 7 (with-
out the many body effect) to 4 (with the many body effect)
for the pseudoknot as compared to a reduction from 3 to 2
for the hairpin.

Furthermore, because the native structure is more com-
pact and has a larger number of bound ions, the average
distance between the tightly bound ions of compact native
(pseudoknot) structure is shorter than that of the less compact
(partially) unfolded (hairpin) structure. For example, for the
BWYYV native pseudoknot, in the lowest energy ion binding
mode, the nucleotide C8 has a bound Mg?* ion (Fig. 5(b)).
The distances between the C8 phosphate and other ion bind-
ing sites (phosphate) are all less than 17 A. For the cor-
responding unfolded (hairpin) structure, the average dis-
tance between the bound Mg?* ions is approximately 20 A
(>17A). As a result, the many-body effect is stronger for the
compact native structure than for the unfolded hairpin struc-
ture. Through reducing the number of bound ions, the net re-
sult of the many-body effect is to lower the folding stabil-

J. Chem. Phys. 141, 055101 (2014)

FIG. 5. The lowest energy ion binding mode for BWYV RNA in 0.02 M
Mg?* and 0.054 M Nat at T = 25 °C. The half-transparent spheres denote
the (hydrated) Mgz‘*' ions. (a) and (c) The predicted ion distribution from
the current modified TBI model with the many-body effect for (a) the native
pseudoknot and (c) the hairpin structure. For comparison, (b) and (d) show the
(lowest energy) ion binding mode for the pseudoknot and hairpin structures
with the original TBI model without the many-body effect.

ity of the compact native structure. Furthermore, the effect is
stronger for higher ion concentrations, causing a more pro-
nounced many-body effect as shown in Fig. 4.

Many-body effect on the bound ions distribution

The TBI model®%* gives the mean fraction f] of the
tightly bound ions for a given nucleotide i by the following
equation:

L1 ;
fi=+ XMj NiZy, 9)

where NJ is the number of bound ions on the ith nucleotide
in ion binding mode M, Z,, is the partition function for mode
M, Z is the total partition function for all the modes (Eq. (1)).
Fig. 6 shows the comparison between the predictions from
the original (without the many-body effect) and the modified
(with the many-body effect) TBI models for the average Mg>*+
ion binding fraction. We found that the many-body effect can
indeed reduce ion binding.

Furthermore, we go beyond the number of bound ions by
calculating distribution of the bound ions using Eq. (9). The
calculation revealed several features regarding ion distribu-
tions (see Figs. 7 and S2 of the supplementary material’®).
For both BWYV and T2 RNAs, at low [Mg?*], the num-
ber of bound ions is relatively small and the many-body ef-
fect is weak, so the distributions of the tightly bound ions
with (Figs. 7(a) and 7(c)) and without (Figs. 7(b) and
7(d)) the many-body effect are nearly identical. At high
[Mg?+]([Mg?*] > 5 mM), the larger number of bound ions
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FIG. 6. Comparison of the average Mg?™ ion binding fraction with and without the many-body effect for BWYV and T2 RNAs, respectively.

and the stronger many-body effect cause a considerable
change in the tightly bound ion distribution. First, except
for the several most probable binding sites, the binding frac-
tions for most binding sites (phosphates) are significantly re-
duced by the many-body effect. For example, at the relatively
high ion concentration [Mg?*] = 0.02 M, [Na*] = 0.054 M
and 25 °C, as shown in Fig. 5, the many-body effect causes
the number of bound ions in the lowest free energy binding

bound ions distribution

bound ions distribution

1.6

1.4

1.2
1.0

0.8
0.6

0.4

0.2

0.0

g
o

o
~

o
N

mode to be reduced by three and the bound ions become less
densely populated. Second, some peak locations (most prob-
able binding sites) on the tightly bound ion distribution curve
are slightly shifted. The many-body effect from the nearby
Mg?* ions causes an effective restriction on the sampling
space of the ions. The nearby ions could also push around and
eventually displace a tightly bound ions, causing the change

in the ion distribution.

T T T T T T T T T T T T T T T T T T T T T T T T T T T
L. BWYYV Pseudoknot [Mg*]: (a) 1 BWYYV Pseudoknot (b) i
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FIG. 7. The average Mg?* ion distributions for BWYV (a,b) and T2 (c,d) with (a,c) and without (b,d) the many-body effect. Solution condition: [Nat]
=0.054 Mand T =25 °C for BWYV; [KT] = 0.1 M and T = 37 °C for T2.
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FIG. 8. The electric potential distribution for BWYV (a) and T2 (b). The area rendered red color is the negative electric potential area. The colored surface
images for the two RNAs are produced by UCSF Chimera (version 1.8).7
fraction of the divalent ions. The y-axis in (c) is the relative change of the Mg?* ion binding fraction induced by the many-body effect. f and Jfo are the binding
fraction with and without the many-body effect.

RNA structure and the many-body effect

The free energy changes caused by the many-body ef-
fect are structure-dependent. To understand the influence of
the RNA structure on the many-body effect, we compare the

0.01M Na*

| 0.05MNa’

BYWV (a)

AG (kcal/mol)

Binding fraction

sequence

Figure (c) shows the many-body effect-induced changes in the average binding

ion effects between BWYV and T2 pseudoknots at [Na't]
= 0.054 M and T = 25°C. At [Mg?*] = 0.02 M, the many-
body effect causes the number of the bound Mg+ ions at the
lowest energy mode to be reduced by six and three for the T2
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FIG. 9. The [Mg?*]-dependent folding free energy of BWYV (a) and T2 (b) RNA pseudoknots under various monovalent ion concentrations. The x-axis
denotes the ion concentration in units of M. (c) and (d) The average distributions of the bound ions for the native structures under four different monovalent ion
concentrations. In order to be consistent with the experimental condition, we assume T = 25 °C for BWYV and T = 37 °C for T2.
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TABLE I. The table shows the average binding fractions of divalent and monovalent ions for the T2 RNA in a
divalent/monovalent mixture solution. We found that the binding fraction of Na™ is about 20% higher than that
of K* and the ion binding fraction of the divalent ions in the Mg>*/K* mixed solution is 10% less than in the

Mg?*/Nat mixed solution.

0.02M Mg?*t/0.1 MK+

0.02M Mg?*+/0.1 M Na*

Divalent ion

Monovalent ion

Divalent ion Monovalent ion

With the many-body effect 0.27
Without the many-body effect 0.38

0.28 0.24 0.34
0.13 0.35 0.17

and BWYV RNAg, respectively. For other [Mg”] > 1 mM,
we found that the many-body effect is consistently stronger
for T2 than for BWYV (see Fig. 8).

The many-body effect arises from the electrostatic inter-
actions among the vicinal tightly bound Mg+ ions. Thus the
magnitude of the many-body effect is directly related to the
local density (concentration) of the tightly bound ions. At the
same ionic condition, the density of bound ions depends on
the structure of RNA. For example, without the many-body
effect, the numbers of bound Mg?* ions for the lowest energy
mode are 11 and 7 for T2 and BWYYV, respectively. For the
different structures, the bound ions can be partitioned among
the RNA nucleotides in different ways. In general, ions have
high probability to bind to the region of high RNA charge den-
sity such as the major grooves of the helices and the pocket
structures formed by tertiary motifs. The number of bound
ions and the distribution of the tightly bound ions are depen-
dent on the structure. For example, a more compact structure
would attract more ions and consequently, the closer cluster-
ing of the tightly bound ions causes a stronger many-body ef-
fect. To compare the T2 with BWYV pseudoknots, we found
that the average distance and the shortest distance between
the tightly bound Mg?* ions in the lowest energy mode are
12.5 A and 9 A for T2 13.4 A and 11.6 A for BWYYV, respec-
tively. The tightly bound Mg?* ions on T2 are more densely
populated than the tightly bound ions on BWYV. This may be
the reason why the many-body effect for T2 is stronger than
for BWYV.

The influence of monovalent cations
on the many-body effect

In a monovalent/divalent ion mixture solution, for a low
monovalent ion concentration, divalent ion binding is domi-
nant. The larger number of bound divalent ions can lead to a
stronger many-body effect which tends to decrease the RNA
folding stability (Fig. 9). A high concentration of the monova-
lent ion would dampen the effect of Mg>* binding and cause
a decreased number of bound Mg?* ions (see Fig. 9). Thus,
for a given [Mg?*], the many-body effect is more pronounced
for a lower monovalent ion concentration.

To investigate how the many-body effect impacts the in-
terplay between the monovalent and divalent ions, we applied
both the original TBI model (without the many-body effect)
and the modified TBI model (with the many-body effect) to
compute the binding fraction of the two types of ions. As
shown in Table I, we found that the many-body effect weak-

ens Mg?* ion binding and effectively enhances monovalent
ion binding. Furthermore, Table I shows that the binding frac-
tion of Na™ is (20% in Table I) higher than K*. This is be-
cause a (hydrated) Na®™ (3.5 A in radius) is less bulky than
a (hydrated) K* ion (4.5 A in radius) and can approach the
RNA with a closer distance with a stronger ion-RNA attrac-
tion. Accordingly, the binding fraction of Mg?* is (10% in
Table I) smaller for a Mg?>*/Na™ mixture than for a Mg?+/K+
solution of the same ion concentration.

CONCLUSION

To summarize, we have developed a conformational
ensemble-based TBI model for the ion-dependent free en-
ergy of RNA intermediates. The ensemble-based model gives
improved predictions than the models based on the rigid he-
lix representation of the folding intermediates. Applying the
model to BWYV and T2 RNAs, we have shown that the
many-body effect of the ions can influence the effective in-
teraction energy (potential of mean force) between the tightly
bound ions through Coulomb repulsion and volume exclu-
sion. This effect is more important for (a) multivalent ions
such Mg”* than monovalent ions such as Na* and (b) higher
ion concentrations, in which case there are a larger number of
bound ions on RNA. Our other main conclusions are:

1. Previous studies without considering the many-body ef-
fect tend to systematically over-estimate the RNA fold-
ing stability at higher Mg>* concentration. Comparisons
with the experimental data (for BWYV and T2) show
that the inclusion of the many-body effect leads to much
improved predictions for the folding stability at higher
Mg+ concentration. This test supports the conclusion
that the many-body effect may be important for ion ef-
fect in RNA folding at high Mg”* concentration (e.g.,
[Mg2*] = 5 mM).

2. The many-body effect could influence the ion binding in
two ways. First, it tends to lower the overall number of
bound ions. Second, the repulsion from other ions could
cause a minor shift in the distribution of the bound ions.

3. The results of the many-body effect are dependent on the
RNA structure. In general, more compact structures can
cause more densely populated tightly bound ions and a
stronger many-body effect.

4. Although the many-body effect for monovalent ions is
weak, the concentration of monovalent ions can mod-
ulate the binding of the multivalent ions and the resul-
tant many-body effect (of the multivalent ions). A higher
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concentration of the monovalent ion can dampen the di-
valent ion binding and weaken the overall many-body
effect.

Despite the useful conclusions listed above, the current
model has several limitations. For example, it is limited by the
crude estimation for the many-body effect-induced changes
of the potential of mean force. Further development should
be based on a more rigorous theory for the many-body cor-
relations either through an analytical theory for many-body
Coulomb correlation or through accurate numerical compu-
tation based on the configurational sampling for the many-
ion system. Moreover, experimental test/validation for the
predicted ion distributions (Figs. 7 and 9) would be highly
needed.”®7* Nevertheless, the combination of the conforma-
tional sampling and the computation of the electrostatic free
energy based on the current modified Tightly Bound Ion
model may offer a useful starting point for further studies of
problem.
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