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Abstract

Purpose—This study examined speech perception deficits associated with individual differences

in language ability contrasting auditory, phonological or lexical accounts by asking if lexical

competition is differentially sensitive to fine-grained acoustic variation.

Methods—74 adolescents with a range of language abilities (including 35 impaired) participated

in an experiment based on McMurray, Tanenhaus and Aslin (2002). Participants heard tokens

from six 9-step Voice Onset Time (VOT) continua spanning two words (beach/peach, beak/peak,

etc), while viewing a screen containing pictures of those words and two unrelated objects.

Participants selected the referent while eye-movements to each picture were monitored as a

measure of lexical activation. Fixations were examined as a function of both VOT and language

ability.

Results—Eye-movements were sensitive to within-category VOT differences: as VOT

approached the boundary, listeners made more fixations to the competing word. This did not

interact with language ability, suggesting that language impairment is not associated with

differential auditory sensitivity or phonetic categorization. Listeners with poorer language skills

showed heightened competitors fixations overall, suggesting a deficit in lexical processes.

Conclusions—Language impairment may be better characterized by a deficit in lexical

competition (inability to suppress competing words), rather than differences phonological

categorization or auditory abilities.

Recognizing spoken words is challenging. Listeners must cope with variability due to talker,

dialect, speaking rate and coarticulation, in order to match a temporally unfolding acoustic

signal to a lexicon containing tens of thousands of words. And they must do so in a few

hundred milliseconds. It is commonly assumed that this happens effortlessly for most
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people. But while this may characterize modal performance, subtle deficits in speech

perception and spoken word recognition are common in developmental language

impairment (LI).

Diagnoses of LI are typically based on global measures of receptive and expressive language

across vocabulary, sentence use and discourse (Tomblin, Records, & Zhang, 1996) rather

than deficits in speech perception or word recognition. However, impairments in these

processes, particularly speech perception, have played prominent roles in accounts of the

cause of the higher level language deficits that drive LI (Dollaghan, 1998; Joanisse &

Seidenberg, 2003; McMurray, Samelson, Lee, & Tomblin, 2010; Montgomery, 2002; Stark

& Montgomery, 1995; Sussman, 1993; Tallal & Piercy, 1974; Ziegler, Pech-Georgel,

George, Alario, & Lorenzi, 2005). Such deficits could arise at several levels of processing:

auditory encoding of phonetic cues, phonological categorization, or lexical access. It is

currently unclear which level best describes the deficits shown by children with LI.

There has been considerable work examining this topic dating back at least 50 years

(Eisenson, 1968; Lowe & Campbell, 1965; Tallal & Piercy, 1974). However, despite this

extensive research, as we describe below, there has been little movement toward a uniform

perspective. This lack of clarity is partially due to the inconsistent evidence for such deficits

(Coady, Evans, Mainela-Arnold, & Kluender, 2007; Coady, Kluender, & Evans, 2005;

McArthur & Bishop, 2004; Rosen, 2003) which may derive from methodological or

interpretive issues. At a more fundamental level, however, we argue that research on this

problem may have been impeded by the theoretical framing speech perception used to

address the problem.

Much of the research on speech perception problems in LI has implicitly assumed a

traditional theoretical framing of speech perception. In this model, a small number of critical

acoustic cues (e.g., voice onset time, formant transitions, etc) are used to access discrete

phonemes. These cues are continuous, but they contain considerable variation due to factors

like talker and context, which is viewed as noise. Consequently, the speech perception

system must strip away this noise to generate a categorical perceptual product that serves as

a precursor to word recognition. These categories have distinct boundaries over which

acoustic cue variation yields different phoneme percepts, and regions within categories

where variation is treated as noise. As a result the phonemic representation is viewed as a

discrete representation that no longer contains the acoustic fine structure of speech. After

these categories are identified, lexical access proceeds as a subsequent stage based on this

phonemic representation.

In this model, lexical activation and listening comprehension can be perturbed if low level

processing of the speech signal incorrectly encodes cue values for these highly critical cues.

Alternatively deficits could emerge if cue values are encoded correctly but mapped onto

phonological categories poorly, as it is this representation that drives lexical selection. This

type of model has driven much of the research concerned with low-level perceptual deficits

as contributors to poor language learning. In particular, it has focused research on low-level

processes such as frequency and/or temporal discrimination, temporal order etc. as these

were viewed as necessary processes to building the phonological representation.
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In contrast to this traditional perspective, a new view suggests that speech is based on a

combination of many phonetic cues which are encoded in fine, continuous detail, and

integrated directly with temporally unfolding lexical representations (Goldinger, 1998;

McMurray, Clayards, Tanenhaus, & Aslin, 2008; McMurray & Jongman, 2011; Nygaard,

Sommers, & Pisoni, 1994; Pisoni, 1997; Port, 2007; Salverda, Dahan, & McQueen, 2003).

In this model, it is not necessary to derive an abstract phonological representation before

lexical access. Indeed lexical access and phonological categorization may occur

simultaneously: continuous acoustic detail survives to affect lexical activation (Andruski,

Blumstein, & Burton, 1994; McMurray, et al., 2002) and lexical dynamics feedback to affect

perception (Magnuson, McMurray, Tanenhaus, & Aslin, 2003; McClelland & Elman, 1986;

McClelland, Mirman, & Holt, 2006). This changes what we think of as the functional goal

of speech perception. Within this framework, speech perception directly serves and is

embedded in complex lexical activation dynamics that are a key part of language

comprehension; and low-level graded auditory information is used during lexical activation

rather than being stripped away (Pisoni, 1997). However at the same time, this complex

process enables category-like function to emerge from the graded information in the signal

(Goldinger, 1998; Pierrehumbert, 2003) with functional properties like prototypes and fuzzy

boundaries (J. L. Miller, 1997; Oden & Massaro, 1978).

In this account, impairments in speech perception could still arise from deficits in low level

speech processing and if so, should be seen in the details of lexical activation since this

information is driving this process. Alternatively, speech perception could be impaired if the

mapping between these cues and words or categories is poorly defined such that functional

phonemic categories are impaired. However, there may also be different framings of deficits

at these levels: listeners could pay too much or too little attention to fine-grained detail.

Moreover, as speech perception is embedded within lexical activation, the problem could lie

in processes that drive and resolve lexical activation. Critically, the research supporting this

model suggests that it is difficult to measure auditory and speech skills independently of

their consequences for lexical processes (Gerrits & Schouten, 2004; McMurray, Aslin,

Tanenhaus, Spivey, & Subik, 2008; Schouten, Gerrits, & Van Hessen, 2003), and that we

must reevaluate the role of the perception of fine-grained cues, not in terms of discarding

variance, but in terms of how listeners are sensitive to this information and use it.

The purpose of this study is to examine speech perception in children with and without LI

through the lens of real-time spoken word recognition to identify whether speech perception

deficits in LI arise from low-level auditory processing, deficits in the way these cues are

mapped to categories or words, or the processes involved in the activating items in the

mental lexicon. To do this, we build on eye-tracking work that has in part motivated this

new paradigm (Clayards, Tanenhaus, Aslin, & Jacobs, 2008; McMurray, Aslin, et al., 2008;

McMurray, et al., 2002). In the rest of the introduction, we review the literature on speech

perception in LI to frame it in terms of this new model of speech perception.
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Auditory and Speech Perception Impairments in Language Impairment

Auditory Accounts

Auditory accounts suggest that LI derives from impairments in the auditory encoding of

important speech cues or in maintaining their temporal order. Evidence for these deficits is

mixed. Some studies report that listeners with LI struggle to discriminate non-speech sounds

that are short, close together, or presented quickly (Neville, Coffey, Holcomb, & Tallal,

1993; Tallal, 1976; Tallal & Piercy, 1973, 1975; Wright et al., 1997). Researchers have also

proposed deficits in specific types of auditory inputs (Corriveau, Pasquini, & Goswami,

2007; McArthur & Bishop, 2004; McArthur & Bishop, 2005; Tallal & Piercy, 1974).

However, other studies have not supported an auditory deficit (Bishop, Adams, Nation, &

Rosen, 2005; Bishop, Carlyon, Deeks, & Bishop, 1999; Corriveau, et al., 2007; Heltzer,

Champlin, & Gillam, 1996; Norrelgen, Lacerda, & Forssberg, 2002; Stollman, van Velzen,

Simkens, Snik, & Van den Broek, 2003), and attempts to study such deficits in the context

of word recognition have not supported these hypotheses: artificially manipulating the

speech input to instantiate these hypotheses does not differentially impair recognition

(Montgomery, 2002; Stark & Montgomery, 1995), challenging the importance of such

deficits to downstream language processes.

Some auditory accounts assume a disruption in some critical class of information (e.g.,

formant transitions for place of articulation). However speech perception is extremely

robust: listeners can understand speech composed entirely of sine-waves (Remez, Rubin,

Pisoni, & Carrell, 1981), constructed from broad-band noise, (Shannon, Zeng, Kamath, &

Wygonski, 1995), or with only envelope cues (Smith, Delgutte, & Oxenham, 2002). This is

likely because for every phonetic distinction, there are dozens of cues (e.g., Lisker, 1986;

McMurray & Jongman, 2011). Given the robustness and redundancy of speech perception,

then higher-level language may be relatively insensitive to differences in the perception of

any specific cues.

Phonological Deficits and Categorical Perception

Phonological accounts of LI emphasize differences in the process of mapping acoustic cues

to categories. Most studies examine this through variants of the categorical perception (CP)

paradigm (Liberman, Harris, Hoffman, & Griffith, 1957; Repp, 1984). CP is established

when participants exhibit a steep transition between phoneme categories, and their

discrimination of sounds that cross this boundary is better than sounds within the category.

By relating phoneme categories to discrimination, CP investigates the contribution of

phonology to auditory processing. It was originally motivated by the idea that speech

perception is a process of eliminating unnecessary [within-category] variability in the signal

to support phoneme identification.

The many studies examining CP in LI report inconsistent results. Some studies report

differences in identification (Shafer, Morr, Datta, Kurtzberg, & Schwartz, 2005; Sussman,

1993; Thibodeau & Sussman, 1979; Ziegler, et al., 2005) that others have not found (Coady,

et al., 2005). Others find differences in only a subset of continua or conditions (Burlingame,

Sussman, Gillam, & Hay, 2005; Coady, et al., 2007; Robertson, Joanisse, Desroches, & Ng,
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2009). With respect to discrimination, some studies report heightened within-category

discrimination (Coady, et al., 2007), others find only poor between-category discrimination

(Coady, et al., 2005; Robertson, et al., 2009), and yet others find no differences (Robertson,

et al., 2009; Shafer, et al., 2005; Sussman, 1993; Thibodeau & Sussman, 1979). Thus, there

is no single profile of impaired CP, leading Coady et al. (2007) to suggest that differences

across studies may derive from task and stimulus differences rather than differences in CP.

However, substantial work with typical listeners suggests that CP is not a valid measure of

phonological processing: it is an artifact of task and does not describe typical speech

perception. Discrimination tasks are memory intensive as listeners must remember multiple

tokens to make a comparison. Listeners may minimize memory demands by discarding an

auditory encoding in favor of something more categorical, and when less memory intensive

discrimination tasks are used, there is little evidence for enhanced discrimination near the

boundary (Carney, Widin, & Viemeister, 1977; Massaro & Cohen, 1983; Pisoni & Lazarus,

1974). . Consequently, group differences in CP could thus derive from differences in

memory not perception. Similarly, discrimination tasks can be biased to emphasize

categorical or continuous differences, and eliminating such biases can cause CP effects to

disappear (Gerrits & Schouten, 2004; Schouten, et al., 2003). In this vein, the same/

different, AX and AAXX tasks used in the studies of LI that measured discrimination are

perhaps the most problematic as listeners can adopt any criterion they want for what counts

as “different”. As a result differences between groups may not derive from differences in

perception, but rather differences in how listeners with LI approach the task. Underscoring

this is a recent study of reading disabled children which found little concordance among a

variety of discrimination tasks (Messaoud-Galusi, Hazan, & Rosen, 2011)

More broadly, as Pisoni and Tash (1974) point out, discrimination is not a pure measure of

auditory encoding. If listeners use both auditory and category-levels as the basis of

discrimination, behavioral profiles that look like CP will emerge even without any

perceptual warping. Within-category tokens will differ in one respect (at the auditory but not

the category level), while between-category tokens differ at both levels. So even if auditory

encoding is unaffected by categories, between-category discrimination should always be

easier. This severely challenges the case for CP by predicting the same behavioral profile in

the absence of auditory warping (categorical perception).

At a theoretical level, modern theories of speech perception also eschew the notion that

within-category variation is noise that listeners must ignore (Fowler & Smith, 1986;

Goldinger, 1998; McMurray & Jongman, 2011; Oden & Massaro, 1978; Port, 2007), instead

arguing that it is a crucial source of variation for coping with coarticulatory and talker

variation. There is now substantial evidence that listeners are highly sensitive to within-

category detail (Carney, et al., 1977; Massaro & Cohen, 1983) and that early perceptual

representations encode speech cues veridically, not in terms of categories (Frye et al., 2007;

Toscano, McMurray, Dennhardt, & Luck, 2010). Thus, phonological representations may

function quite differently from the sort posited by CP, and may have to be measured in

substantively different ways.
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Word Recognition in LI

Auditory and phonological processes must ultimately support language-level processes like

word recognition. Given the uncertain evidence for lower level deficits, it may be more

fruitful to investigate word recognition, a clearer link between perception and language. It is

well known that from earliest moments of a word, typical listeners activate multiple words

in parallel that match the portion of the input has been heard at that point (Marslen-Wilson

& Zwitserlood, 1989). As the input unfolds, these words compete (Dahan, Magnuson,

Tanenhaus, & Hogan, 2001; Luce & Pisoni, 1998), and the set of active words is reduced as

more information arrives until only a single candidate word is active.

Given this theoretical framing a number of recent studies show evidence for impairments in

these processes. Dollaghan (1998) used a gating task to show that children with LI

recognized familiar words as well as TD children, but needed longer portions of input to do

so. In a similar task, Mainela-Arnold, Evans, and Coady (2008) found that LI children

vacillated more than TD children, even after there was only one word consistent with the

input. Thus, the process by which words compete for recognition may be impaired in LI.

More recently, McMurray, Samelson, Lee and Tomblin (2010) examined LI listeners using

the visual world paradigm or VWP (Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy,

1995). In the VWP, listeners hear a spoken word (e.g., wizard) and select its referent from a

display containing pictures of the target word, and phonologically related words (whistle and

lizard) while fixations to each object are monitored. Eye-movements can be generated

within a few hundred milliseconds of the beginning of the word, and are made continuously

while listeners select the referent. As a result, how much listeners fixate each object can

reveal how strongly they are considering (activating) each word over the timecourse of

processing.

McMurray et al., (2010) used the VWP to compare LI and Typically Development (TD)

listeners in the degree of activation for onset competitors (e.g., whistle when they heard

wizard) and rhymes (lizard). LI listeners selected the correct word on 98% of trials.

However, adolescents with LI made fewer looks to targets and more looks to rhymes and

onset-competitors, particularly late in processing. This suggests LI participants may have

difficulty fully activating the target and suppressing competitors. TRACE (McClelland &

Elman, 1986) simulations of the data showed that these results could not be modeled by

manipulating feature or phoneme level parameters like input noise, memory for acoustic

features, or phoneme inhibition (from which CP derives). Rather, variation in lexical decay

—the ability of words to maintain activation over time—was the single best way to model

variation in language ability. This suggests an LI deficit that may be purely lexical.

However, this modeling depends on the specific predictions of TRACE, and this claim needs

empirical verification.

Perceptual and phonological processing through the lens of word recognition

Disentangling auditory, phonological and lexical accounts of LI is difficult for several

reasons. First, if lower-levels deficits are meaningful, they must cascade to affect higher

level processing. An auditory deficit that does not affect word recognition may not be
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crucial for explaining LI (e.g., Montgomery, 2002; Stark & Montgomery, 1995). Second and

relatedly, a word recognition deficit can come from lower level deficits making it difficult to

assign cause. Third, discrimination and phoneme identification tasks used to examine

phonological deficits are memory demanding and meta-linguistic and may pose unique

problems for LI listeners.

Thus, an ideal assessment should measure word recognition, but do so in a way that can

disentangle lower-level causes of a deficit. Recent work on typical listeners points the way

by asking how lower-level perceptual changes (e.g., changes in acoustic cues within a

category) cascade to affect lexical processes (Andruski, et al., 1994; Utman, Blumstein, &

Burton, 2000). McMurray et al. (2008; 2002) presented participants with tokens from a

continua of Voice Onset Times (VOT, a continuous cue to voicing: Lisker & Abramson,

1964) spanning two words (e.g., beach/peach) while they viewed screens containing

pictures of both referents and unrelated words. Even restricting analysis to trials in which the

participant overtly chose the /b/ items, and controlling for variation in participants’ category

boundaries, participants made increasing fixations to the /p/ word as VOT neared the

boundary (and vice versa for the other category; Figure 1A). Thus, even when tokens were

ultimately categorized identically, lexical activation was sensitive to continuous detail.

Crucially by measuring how lexical processes differ with respect to sublexical differences in

the stimulus (while simultaneously accounting for differences in categorization across VOT

steps), this paradigm offers a way to independently measure lexical processes, and listeners’

responses to fine grained acoustic variation.

Clayards et al. (2008) offers an example of how this can be used to study between-group

changes in phonetic categorization. They employed a similar VWP design to McMurray et

al. (2002) but one group of listeners was exposed to narrow distributions (low-variance)

such that VOTs were consistently clustered around their prototypes while a second group

was exposed to wider distributions (high-variance) that effectively destabilized listeners’

categories by causing them to overlap substantially. The high-variance group showed more

sensitivity to fine-grained detail (they were more gradient / less categorical), while the low-

variance group was almost categorical. Thus, the nature of the categories listeners have

formed can have clear effects on the sensitivity to detail seen in patterns of lexical

activation.

In the Clayards et al (2008) study, changes in the degree of gradiency can be tied to the

structure of phonetic categories. However, their paradigm (based on McMurray, et al., 2002)

measures lexical level processes (since participants must access the meaning of a word to

click on or fixate it). This suggests that the a version of the McMurray et al. (2002)

paradigm may help pinpoint the locus of a perception deficit in LI. Specifically, if an

auditory deficit prevents LI listeners from accurately encoding acoustic cues, we may

observe a less gradient response to changes in VOT along with higher competitor activation

(uncertainty) overall (Figure 1B). Listeners will be less sensitive to these small acoustic

changes, even while this auditory problem makes them much more uncertain as to whether

the word started with a /b/ or /p/. Here, VOT is an ideal cue in this case as it is typically

short and fundamentally temporal. Alternatively, if phonological categories are poorly
defined we should see a more gradient response in LI (Figure 1C), much like Clayards et
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al.’s condition in which categories overlapped more. This would suggest that listeners may

be overly sensitive to fine-grained detail. For either hypothesis, we must be able to

disentangle differences in the response to VOT from differences (or variability) in the

accuracy with which VOT is mapped to categories. This necessitates tracking the

relationship between fixations and VOT for tokens that are all within the same category.

This can rule out the possibility that increased (or decreased) fixations near the boundary

derive from a mixture of trials in which VOT was encoded discretely, but was sometimes

mapped to the voiceless category and sometimes to the voiced category. Finally, a lexical
deficit would yield differences in competitor fixations that do not interact with VOT (Figure

1D).

To test these hypotheses, participants heard a spoken word and selected the referent from a

set of four pictures. Stimuli were VOT continua. We monitored fixations to the referents as a

measure of lexical activation and expected to see a gradient increase in fixations to the

competitor as VOT approached the category boundary. More importantly, we asked how the

nature of this effect was related to language ability and whether it indicated impairment at

the auditory, phonological or lexical level.

Method

Design

The design followed McMurray et al., (2002). Nine-step VOT continua were constructed

from six minimal-pairs: bale/pail, beach/peach, beak/peak, bear/pear, bees/peas and bin/

pin. Participants also heard six l-initial (lime, lake, leg, lips, leash, lace) and six ∫-initial

filler items (shoe, shark, sheep, shack, shop, sheet). On each trial, participants saw pictures

corresponding to each end of one continuum along with two filler items. For each subject,

one /l/- and one /∫/-initial item were randomly paired with each continua (semantically

related items could not be paired) and these four objects always appeared together. This

maintained an equal co-occurrence frequency of the b- and p-items with the fillers. Each

continuum step was repeated 10 times (6 word-pairs × 9 steps × 10 repetitions) for 540

experimental trials with an equal number of filler trials for a total of 1080 trials run across

two one-hour sessions. Prior to the first session subjects underwent a short training to ensure

that they knew the names of the pictures.

Participants

Participants were 74 adolescents drawn from several Iowa communities (the greater Cedar

Rapids, Des Moines, Waterloo and Davenport areas) who were participating in an ongoing

longitudinal study of language development (Tomblin et al., 1997; Tomblin, Zhang,

Buckwalter, & O’Brien, 2003). Informed consent was obtained according to university

protocols and participants received monetary compensation. All participants had normal

hearing and no history of intellectual disability or autism spectrum disorder. As part of this

project they were all evaluated on language skills and nonverbal IQ periodically, and we

used 10th grade measures to establish language status using the epiSLI criteria (Tomblin, et

al., 1996). Language measures consisted of the Peabody Picture Vocabulary Test-R (Dunn,

1981) and the Recalling Sentences, Concepts and Directions, and Listening to Paragraphs
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subtests of the Clinical Evaluation of Language Fundamentals-3 (Semel, Wiig, & Secord,

1995). These scores were combined to form a composite standard score for general spoken

language ability. While these tests appear weighted toward receptive (rather than expressive)

language, these measures do not show strong dimensionality related to modality, suggesting

that this is a measure of generalized language ability (Tomblin & Zhang, 2006).

The distribution of this sample with regard to composite language is shown in Figure 2 with

a mean of 90.55 (Z=−.63, SD=1.1). Our analyses treated language ability as a continuous

individual difference. However, for ease of description we also divided our participants into

LI and typically developing (TD) groups with a cutoff of −1 SD. Nearly half of these

individuals (35 / 74) had language composite scores that were classified as LI (Table 1 for

group contrasts).

Nonverbal IQ was measured with the Block Design and Picture Completion subtests of the

Wechsler Intelligence Scale for Children-III (Wechsler, 1989). The distribution of these

scores is also shown in Figure 2 (M= 95.63; SD=16.18). Twenty-one of our LI subjects

could be diagnosed as SLI (a language deficit with normal non-verbal IQ); and 14 were NLI

(both language and cognitive deficits). We did not attempt to construct a sample that was

matched on non-verbal IQ. Our aim was to understand the processes that underlie individual

differences in language. In this, we cannot assume that language is isolated from general-

purpose cognitive systems. Language and non-verbal ability are strongly correlated in the

population at large, in part due to common developmental origins (e.g., children from more

enriched environments develop better language and non-verbal abilities). Under these

conditions, a sample matched on IQ would not represent the variation in the population at

large and may constrain the insight into cognitive systems important to language (Dennis et

al., 2009). Thus, rather than constraining the covariance between language and non-verbal

IQ, we maintained a more representation sample in which these are correlated, but we

explored statistically how these factors relate to our measures.

Stimuli

Auditory Stimuli—B/p continua consisted of 9 steps of VOT from 0 to 40 ms. Stimuli

were constructed from recordings of natural speech using progressive cross-splicing (Coady,

et al., 2007; McMurray, Aslin, et al., 2008). In typical adult listeners, the gradient response

to within-category detail has been observed for both synthetic and natural continua

(McMurray, Aslin, et al., 2008). However, research on LI has suggested minimal or no

deficits in categorical perception with continua constructed from natural speech (Coady, et

al., 2007). Thus, our use of natural speech makes for a stronger (and substantially more

ecological) test.

For each continuum we recorded multiple exemplars of each endpoint from a male talker

with a Midwest dialect. Tokens were recorded in a variety of carrier sentences “Move the

[target word] from the … to the …” (used for another experiment), with prosodic emphasis

on the target word. From these, we selected the clearest token that was most similar to its

cross-voicing competitor (in every other respect than VOT). Next, onset portions of the

voiced (/b/) stimuli were incrementally replaced with same duration of material from the

onset of the voiceless (/p/) stimuli. As a result, across the continua, vocalic portions came
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from the /b/ items, and the onset contained progressively larger amounts of burst and

aspiration from the /p/ items. Splicing was done in approximately 5 ms increments, but

because splices were performed at zero-crossings in the waveform, continua steps were not

uniformly spaced (Table 2 for actual VOTs). Filler items were recorded by the same talker

in the same session. Stimuli were normalized to the same RMS amplitude and 50 ms of

silence was inserted at the beginning of each file.

Visual Stimuli—Visual referents were colored line-drawings1. These were created in a

multi-stage process to ensure each picture was a prototypical representation of the

corresponding word, and to minimize differences in brightness, salience, etc., (McMurray, et

al., 2010). First, we downloaded multiple candidate images from a commercial clipart

database. A group of 4–8 young adults then selected the most prototypical image from each

set for each word. These images were then edited based on suggestions from the group to

make the pictures more prototypical, more uniform, or to remove distracting elements. The

final images were approved by the first or second author or a lab manager with experience

using pictures in the VWP.

Procedure

Before beginning the experiment an EyeLink II head-mounted eye-tracker was calibrated for

each participant. Participants then read the instructions (Appendix A) on the computer

screen and the experimenter explained them and verified that the participant understood the

task. Next, participants completed two types of training before beginning the experimental

trials.

Training—During the first training phase, participants were familiarized with the images of

the words in the experiment. Images were shown one at a time with their names printed

below. Familiarization was self-paced and participants clicked to advance to the next

picture, but had to view each picture for at least 500 ms. Each of the 24 words appeared

once. During the second phase, participants were familiarized with the layout of the pictures

on the screen and the task. On these trials participants saw the four pictures (b-, p-, l-, and

sh- initial) from a given item-set in the corners of the screen and a blue dot in the middle.

After 500 ms the dot turned red. When participants clicked on the dot it was replaced with

the printed word for one of the four pictures. They then clicked the matching picture to

move to the next trial. There was no time limit. If an incorrect picture was selected, the trial

did not advance until the correct picture was selected. Each word appeared as the target

twice during this training phase for a total of 48 trials.

Testing—The experiment used a similar procedure to McMurray et al. (2002).

Experimental trials were identical to the Phase 2 training trials except that instead of seeing

the target word, participants heard the target word over headphones. Having participants

click on the red dot to hear the auditory stimulus centered their attention and typically their

gaze on the middle of the computer screen at the onset of the target word. The 500 ms delay

1Across multiple studies we have found consistently cleaner results with line-drawings over photographs as line drawings are often
more prototypical, and have fewer details and distracting elements.
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before the dot turned red allowed participants to see the items on the screen before hearing

the target word.

Eye-Movement Recording and Analysis—Eye-movements were monitored with a

head-mounted EyeLink II eye-tracker sampling gaze position every 4 msec. This system

compensates for head movements so participants could move their heads normally during

the experiment. When possible, both eyes were tracked (and the better used in the analysis).

A drift-correct procedure was run every 30 trials to compensate for the tracker shifting on

the head. Eye-movement recording began at the onset of the trial and lasted until the

participant clicked on a picture. The eye-tracking data was automatically parsed into

saccade, fixation, and blink events using the system’s default parameters. These events were

converted to “looks” to the four images on the screen. A look lasted from the onset of a

saccade to a specific location to the offset of the subsequent fixation. Pictures were 250×250

pixels and these boundaries were extended by 100 pixels to accommodate noise in

calibration and drift in the eye-tracker. The four regions remained distinct from one another

and did not overlap. To cope with variation in the length of the trial, trials were arbitrarily

ended at 2000 ms. If a trial lasted longer than that, the data were cut off; for shorter trials,

the final “look” was extended to 2000 ms.

Results

Mouse-click results

Participants’ mouse-click responses were first examined as a measure of overt

categorization. Participants rarely clicked filler pictures (l- or sh- words) on experimental

trials (0.16% of trials), and these were excluded from analysis. One TD participant showed

many more such errors (6.8%) and was excluded from further analysis2.

We first examined the mouse clicking as a function of VOT, an analogue to phoneme

identification measures. This was done to determine if there are any substantive group

differences (which were not predicted as the stimuli were constructed from natural speech:

Coady, et al., 2007). Importantly, our analysis of the eye-movements (based on McMurray,

Aslin, et al., 2008; McMurray, et al., 2002) required us to select trials that had the same

overt response and were on the same side of the boundary, to ensure that we were testing

within-category differences. Thus, this analysis was needed to determine if overt

categorization differed.

Identification curves averaged across participants and word-pairs are shown in Figure 3A.

To examine between-group and continua differences in identification we fit a four-parameter

logistic function3 (1) to the identification data for each of the six word-pairs, for each

participant. This provides an estimate of the category boundary, slope, and the minimum and

maximum asymptote of the curve for each participant × word-pair.

2Nine additional participants (4 LI, 5 TD) only completed one of the two 540 trial sessions. Their data were retained, though analyses
of both the identification and eye-movement data without these participants yielded identical results.
3We used the four-parameter logistic function to capture group differences in end-point accuracy which cannot be easily modeled in a
standard (two- parameter) logistic function (which assumes asymptotes at 0 and 1).
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(1)

Curve-fits were good overall with an average R2=.97 and a RMS error of .004 (this did not

differ as a function of language ability, F<1 in an ANCOVA on RMS). We examined each

parameter with an ANCOVA treating language ability as a continuous covariate and word-

pair as a within-subjects factor (Table 3). To summarize, there was substantial variability in

boundary across word-pairs (range = 23.8 – 32.8 ms of VOT) and participants (range = 21.1

– 37.3 ms); there was also substantial variation in maximum (by word-pair: Range = .71 to .

98, SD=.10; by subject: Range = .63 to .99, SD=.074) and slope. However, for all of these,

only word-pair reached significance; these parameters were not related to language ability.

In contrast, minimum (the lower asymptote) also showed high variability (by word-pair:

Range = .012 - .060, SD=.018; by subject: Range = 0 to .15, SD=.027), but did show an

effect of language and a language × word-pair interaction. These effects were driven by the

bale/pail continuum where LI children had a hard time accurately identifying bale (LI:

M=8.4% /p/; TD: M=4.2% /p/). When this analysis was repeated without this word-pair,

there were no significant effects. Thus, the only difference in identification that can be

related to language ability appears to be in recognition of the word bale. Nonetheless, as the

logic of this experiment requires us to examine fixations relative to each participant’s

categories, it is crucial to account for the variation in categorization across words to be sure

that we are addressing within-category effects.

Fixation Analysis

Data Preparation—A number of steps were taken to ensure that our statistical analyses

closely matched our experimental hypotheses. First, for the VWP to offer a valid measure of

lexical activation in this context, listeners must know both endpoints of the continuum.

Thus, we excluded any word-pair if endpoint responding (max and min) was below 80%

correct.

Second, to isolate categorization and auditory processes from our lexical measure, we must

examine lexical activation to variation that is clearly within a category. For example,

differences in the response to VOT could derive from variation in how the VOTs were

categorized, or in how VOT was encoded. However, if we can be sure that all of the VOTs

were categorized identically, and we still see variation in the listeners’ response to VOT, this

can be more precisely matched to pre-categorical processes. This requires us to examine

VOTs for only trials which were categorized identically, and this in turn requires confidence

in the category membership of each token for each participant. Thus, for each participant we

did not analyze fixations for a word-pair if the R2 of the fit to the identification data was less

than 0.8. Given these two exclusions, an average of 5 of the 6 word-pairs were retained for

each participant (Table 4). The number of exclusions per participant and the number of

participants per word-pair was similar for LI and TD participants (TD: M=5.1, SD=.82; LI:

M=5.1, SD=.83)4. Figure 3B shows identification curves after these exclusions.
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Third, to maximize our confidence that these was a within-category response, consistent

with prior studies (McMurray, Aslin, et al., 2008; McMurray, et al., 2002) for rSteps less

than 0 (voiced sounds) we only analyzed trials in which the participant ultimately

selected /b/, and for voiced rSteps, we only analyzed trials in which /p/ was selected.

Finally, a related concern that between-participant and between-word-pair variation in

category boundaries could yield an averaging artifact that would make participants appear

more gradient. Even if within a category, responding is discrete for a given participant or

word-pair, if boundaries vary, the average across participants or word-pairs could look

gradient. As a result, differences in gradiency as a function of language (our measure of

perceptual or phonological processing) could result from differences in the variability of

boundaries. Thus, we recoded VOT in terms of its distance from each participant × word-

pair boundary as relative step or rStep (as in McMurray, Aslin, et al., 2008). While rStep

was primarily used for analysis of the eye-movement data, to assist in visualizing this

transformation, identification curves using rounded rStep are shown in Figure 3C. This

panel shows a steeper slope or more categorical identification curve than the two panels

since variability in category boundary between-subjects (which was not accounted for in 3A

and 3B) creates what appears to be a shallower slope in these panels. Crucially, even

accounting for this variability are accounted for, the two types of participants continued to

perform very similarly in their overt identification.

Description—Figure 4 shows the time course of fixations for the two unambiguous VOTs.

Around 250 ms, the target, competitor, and filler curves begin to diverge. For TD

participants (Figure 4A) target fixations quickly surpass the other referents. As it takes 200

ms to plan and launch and eye-movement, and there was 50 ms of silence at the onset of

each stimulus, this reflects the first point at which signal-driven fixations were possible.

Competitor looks peaked at 500 ms, reflecting the temporary overlap between targets and

competitors and stayed higher for about 1000 ms. LI participants (Figure 4B) show similar

patterns of eye-movements with delayed peak target fixations, higher competitor and filler

fixations, and prolonged fixations.

Looks to the competitor (e.g. looks to /b/ when the VOT indicated a /p/) was our primary

measure. Figure 5 shows the timecourse of competitor looks for voiced (Figure 5A,B) and

voiceless (Figure 5C,D) rSteps. For both groups, there is initially little effect of rStep, but by

600 ms there are clear gradient effects: both TD and LI participants show increasing

competitor looks as rStep nears the boundary. Similar to McMurray et al. (2010), LI

participants show more competitor fixations overall. Figure 6 illustrates these group

differences more clearly, averaging looks to the competitor from 250 to 1750 ms. The

similarity in the slope of the functions across groups suggests little difference between LI

and TD listeners in the degree of gradient sensitivity to VOT. However, LI participants

showed higher overall looks to the competitor, suggesting greater competitor activation.

This fits with a primarily lexical locus to LI (Figure 1D).

4The bale/pail continuum seemed particularly bad for both groups and was excluded for more than half of the participants.
Participants may have struggled with this word-pair because of the semantic ambiguity of bale (bail), or because they called the pail
image a bucket (which starts with /b/).
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Statistical Models—Our dependent variable was proportion of looks to the competitor.

There were two independent variables: language ability (continuous, between-subject) and

rStep (within-subject). This might warrant something like a mixed ANOVA. However, due

to variation in participants’ category boundaries, rSteps are not perfectly comparable across

subjects: one participant might have rSteps of −.6, −1.6, and −2.6, while a participant with a

different boundary might have −.3, −1.3, and −2.3. Furthermore, a participant with a

boundary at step 4.5 has four steps on the voiceless side, while a participant with a boundary

at 5.5 has only three, creating problems of missing data if rStep were treated as a factor

(rather than a continuous covariate). The nested nature of the design and the variable nature

of rStep values led us to a linear mixed model using rStep as a continuous predictor. This

had the added bonus of allowing us to model the effect of rStep at the level of participant (a

random slope), a more sensitive test of our effects.

We analyzed the data with linear mixed effects models5 using the LME4 package of R

(Bates & Sarkar, 2011). The proportion of fixations to the competitor between 250 and 1750

ms was the DV. Independent variables included two linear effects: language ability

(between-subject, a continuous Z-score) and rStep (within-subject, also continuous). Both

variables were centered to appropriately interpret interactions. As prior studies suggest that

in some cases, the voiced and voiceless side of the continuum show different effects of VOT

(McMurray, Aslin, et al., 2008), separate models were run for each. We first compared a

series of models to determine the best random effects structures. We compared 1) models

with only random intercepts by subjects, 2) models with subject- and word-pair-random

intercepts; 3) models with random slopes of rStep on subjects (each subject has their own

response to rStep), and 4) models with random slopes of rStep for both subject and word-

pair. This last model offered a better fit to the data than the other models (Voiced: χ2(2)=6.5,

p=.039; Voiceless: χ2(2)=11.7, p=.0029).

It is currently unclear how best to compute the significance of fixed effects in linear mixed

models. There is debate about the d.f. for T-statistics, and Monte-Carlo methods have not

been implemented for models with random slopes. Thus, to estimate significance, we used

the χ2 test of model comparison. For main effects, we compared models with only the effect

of interest to a model with just random effects. For interactions, we compared a model with

the interaction term to one with just main effects. For each fixed effect we thus report

coefficients and SE from the full model with the χ2 test of model fit from these comparisons.

In this framework, we can make clear predictions (Figure 1). All of the hypotheses predict a

main effect of rStep. An auditory deficit (Figure 1B) predicts a main effect of language and

a language × rStep interaction with a smaller effect of rStep for listeners with lower

language ability. A phonological deficit (Figure 1C) also predicts a main effect of language

and an interaction, though individuals with lower language ability should have a larger

effect of rStep. Finally, a lexical deficit (Figure 1D) predicts only main effects of language

and rStep.

5We’ve also analyzed this data with hierarchical regression and ANOVA/ANCOVA. While both of these are less suited to our data,
they both yield an identical pattern of results to what we report here.
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Analysis—Complete model results are in Table 5. For both voiced and voiceless models,

the correlation between fixed effects was low (Rvoiced=−.009; Rvoiceless: R=−.015). Both

models found highly significant main effects of rStep (Voiced: B=.0093, p=.0004;

Voiceless: B=−.0158, p=.0002). Replicating McMurray et al., (2008; 2002), for voiced

sounds, an increase of 1 rStep toward the boundary led to an increase of just under .01 looks

to the competitor; for voiceless sounds, an increase of 1 rStep (away from the boundary) led

to a decrease of just over .01 competitor looks. We also found a significant main effect of

language (Voiced: B=−.0083, p=.00018; Voiceless: B=−.0110, p=.0008). As in our prior

VWP on LI (McMurray, et al., 2010), people at the lower end of the language scale fixated

competitors more. There was no interaction—the effect of rStep was similar across different

levels of language ability. To rule out the possibility that these results derive from the choice

to exclude some word-pairs, the analysis was repeated with the full dataset (Supplement S1)

finding the same pattern of results.

Individual Differences vs. LI Status—We next asked whether language ability was a

continuous or dichotomous predictor in this study. We replaced the continuous language

score with a dichotomous diagnosis (LI vs. TD, with a −1 SD cut-off) and compared this to

the previous model using Bayesian Information Criteria6 (lower BIC indicates a preferred

model). The model using a continuous language score offered a better fit (Voiced:

BICcontinuous=−5463, BICdiagnosis= −5459; Voiceless: BICcontinuous=−3733, BICdiagnosis=

−3730), suggesting that the effect of language on competitor fixations is continuous. We

also asked if the relationship between language and competitor fixations was non-linear by

adding additional polynomial terms to the initial model. There was no benefit for adding

quadratic (Voiced: χ2(2)=.6, p=.75; Voiceless: χ2(2)=.7, p=.72), cubic (Voiced: χ2(2)=.1, p=.

94; Voiceless: χ2(2)=.6, p=.73) or quartic terms (Voiced: χ2(2)=3.9, p=.14; voiceless:

χ2(2)=5.5, p=.065), suggesting a strongly linear relationship. Critically, even in the

polynomial analyses there was not an interaction between any of the language terms and

rStep. For example, in the quartic analysis, there was no significant improvement for adding

interaction terms for rStep and all four language terms (Voiced: χ2(4)=2.0, p=.72; Voiceless:

χ2(4)=2.5, p=.65).

Specificity of the Effects—Our final analyses simultaneously addressed two concerns.

First, we addressed the contributions of non-verbal IQ both to determine if heightened

competitor fixations were uniquely due to language, and if there was any subset of children

who responded differentially to changes in VOT. Second, addressed the possibility that the

heightened competitor fixations derive from differences in factors like visual search, eye-

movement control or general uncertainty, which are only indirectly related to language (if at

all).

With respect to IQ, language and cognitive abilities do not represent orthogonal or

independent measures; however, they are clearly not isomorphic making it important to

attempt to account for both. In our sample, as in the real world, IQ and language ability were

highly correlated (R=.7), so we could not take the simplest approach of putting both into a

6We couldn’t use the χ2 test of model fit as the models were not nested.
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statistical model. Moreover, since both derive from a common developmental origins (e.g.,

an enriched environment), it would be inappropriate to simply partial IQ out of language—

this ignores the shared variance which is a key component of how language abilities

distribute in the population (Dennis, et al., 2009). Despite the collinearity, we can still ask

whether listeners’ sensitivity to VOT interacts with individual differences more broadly

(language+IQ). Moreover, we can eliminate the collinearity between language and IQ by

residualizing IQ against language to create a new variable, IQr, which describes variation in

IQ over and above what would be predicted for that level of language ability. Similarly, we

can conduct a second analysis using language residualized against IQ to determine if there

was an effect of language over and above IQ. This can determine if there are independent

effects (and if rStep interacts with either).

With respect to fixation factors, a series of analyses of the filler trials (Online Supplement

S2) offered some evidence issue that differences in factors like visual search or eye-

movement control concern may play a role. Participants with low language scores or non-

verbal IQ were more likely to fixate the /b/- and /p/-initial items (on filler trials). However, a

communality analysis found that while IQ exerted effects on unrelated fixations over and

above language, language did not have an effect over and above IQ. Thus, these heightened

unrelated fixations may be largely due to IQ. Nonetheless, it is important nonetheless to

verify that our competitor effects survive after accounting for this, and that it is not masking

a language × rStep interaction. Thus, in this final analyses we controlled for individual

differences in unrelated fixations to determine if the effect of language was still be observed

(and if it was independent of rStep).

To do this, we first computed for each participant the proportion of fixations to each of

the /b/ and /p/ objects between 250–1750 msec. on the filler trials. This estimates how much

a participant would have looked at these specific items, in this task when they were

unrelated to the spoken input. Next, we conducted a regression predicting looks to those

objects on experimental trials, from their looks on unrelated trials and used the residuals as a

measure of how much more the participant looked at that object when it was relevant to the

spoken input.

With this residualized looking as a DV, we conducted a mixed effects analysis with

Language and rStep as fixed effects and random slopes of rStep for both subject and word-

pair. The correlation among fixed effects was low (Voiced: R=−.012; Voiceless: R=−.016).

This analysis confirmed the earlier results (Table 6): there were still significant main effects

of rStep (Voiced: B=−.0090, p=.00043; Voiceless: B=−.0153, p=.00016), and language

(Voiced: B=−.0059, p=.00012, Voiceless B=−.009, p=.0011), and no Language × rStep

interaction. Thus, even controlling for differences in overall looking, LI listeners show

heightened competitor fixations; listeners at both ends of the language spectrum show a

gradient response to within-category VOT; and this gradiency did not differ as a function of

language ability.

Using this residualized, measure of competitor fixations, we next conducted a communality

analysis to determine if the primary effects of language on competitor fixations were

uniquely due to language, or were due to variation shared with IQ. We first constructed a

McMurray et al. Page 16

J Speech Lang Hear Res. Author manuscript; available in PMC 2015 August 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



model with only language and rStep as fixed effects and then added residualized IQ. Here,

adding IQr to the model resulted in no additional benefit (Voiced: χ2(1)=.12, p=.72;

Voiceless: χ2(1)=.004, p=.94). When we started with rStep and IQ, adding LanguageR

resulted in a significantly better model in the voiced analysis (Voiced: χ2(1)=3.9, p=.046)

and a marginal gain in the voiceless (χ2(1)=2.75, p=.097)7. Thus, there is some component

of the increased competitor fixations that can be uniquely attributed to language, however,

this increase (whether due to variation unique to language or shared with IQ) cannot be

attributed to the fact that adolescents with lower language and/or IQ simply look at

everything more. Critically, in both models, there was no Language × rStep, IQ × rStep or

three-way interaction suggesting no subgroup (along these dimensions) was differentially

sensitive to VOT.

General Discussion

We found that lexical activation is gradiently sensitive to changes in VOT within a category,

replicating several studies with typical adults (Andruski, et al., 1994; McMurray, Aslin, et

al., 2008; McMurray, et al., 2002; Utman, et al., 2000). This used a conservative analysis

that accounted for variation in participants’ boundaries and in their responding on that same

trial. We also found that adolescents with poorer language fixate competitors more. This was

observed despite the fact that listeners with low language abilities clicked on the correct

target at identical rates to those with higher abilities, and even after accounting for

differences in visual processes (that appear to derive from IQ). This effect was linearly

related to language ability, not just clinical category (and see, Tomblin, 2011, for a

discussion of LI as a continuous dimension). It replicates McMurray, et al. (2010) and

suggests that poor language users have difficulty suppressing competing lexical candidates.

Finally, these individual differences in language did not interact with sensitivity to VOT: the

gradient effect of VOT was similar at both ends of the language ability/IQ scale. Listeners

with both good and poor language were similarly sensitive to fine-grained variation in VOT,

and their mapping of this cue to categories took the same form. Thus, listeners at both ends

of the scale are equally good at encoding VOT, and they map it onto phonological categories

in a similar way. This supports that the deficits in word recognition associated with LI may

have a primarily lexical locus (Figure 1D).

Before discussing the theoretical implications of these findings, we address several

limitations. First, while we found significant effects of language, our most important finding

is the non-significant rStep × Language interaction. Of course it is possible that there is a

phonological or auditory deficit and our measure was simply not sensitive enough to detect

it. We cannot rule this out. However, there are some reasons to be skeptical. First, we had a

large sample (N=73), and a large number of experimental trials (540) for a study of this sort.

In contrast, Clayards et al., (2008) did observe an experimental-group × VOT interaction in

a very similar paradigm to our own (only with a between-groups experimental manipulation

of phonological category structure). However, they used only 24 participants and 228

experimental trials. Thus, our study was quite over powered compared to a similar between-

groups design. Second, we used an extremely sensitive statistical technique that accounts for

7Note that this was a significant (χ2(1)=4.49, p=.034) when random effects were treated as intercepts.
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multiple random effects, and models listeners’ responses to rStep at individually; in contrast

prior studies using this paradigm primarily use ANOVA (Clayards, et al., 2008; McMurray,

et al., 2002). Third, we extended our hunt for factors that could have interacted with rStep to

examine IQ, and its joint contribution with language, as well as dichotomous and non-linear

effects of language ability. Across all of these analyses we still found no interactions.

Fourth, we partialed out visual factors from our DV and replicated the same pattern of

effects. Thus, while we cannot rule out the possibility of a lower-level effect on the basis of

a null interaction, if there was an underlying interaction the conditions were favorable for

observing it. Moreover, this non-significant interaction is consistent with a number of

studies that also report non-significant interactions of acoustic factors and language ability

(Coady, et al., 2007; Montgomery, 2002; Stark & Montgomery, 1995).

The second concern was that language and IQ were correlated in our sample (R=.7, Figure

2B). This was deliberate as we wanted to study natural variation in language ability, and

non-verbal IQ is inherently a component of this. To some extent this doesn’t matter. As long

as our effects are not due to uniquely non-verbal causes, it is just as useful if they derive

from shared language/IQ variation as unique language variation—under this broad brush,

children who present with poor language (regardless of IQ) do activate competitors more,

and are not differentially sensitive to auditory/phonological factors. However, our analyses

were able to somewhat disentangle these factors: IQ played a unique role in predicting

looking in general (even to unrelated items), and once we took that into account, IQ it did

not uniquely predict competitor fixations and there was evidence for a unique role of

language. In light of the fact that McMurray et al., (2010), showed no effect of IQ on

competitor fixations with a different sample, this suggests this may be largely an effect of

language on lexical processes. Perhaps more importantly, however, listeners’ response to

VOT did not interact with language or IQ, so our claim of a lexical-level difference is not

affected by the language/IQ collinearity.

The third concern is that prior studies suggest that perceptual deficits may only be observed

with certain tasks and synthetic speech (2007; Robertson, et al., 2009). We cannot rule out

that a lower-level deficit might be observed in our paradigm with synthetic speech or in

noise (or, we could also just observe a more pronounced lexical deficit). However, the VWP

is more sensitive than previous CP paradigms (McMurray, Aslin, et al., 2008), and we did

detect differences in lexical processes, just not the ones predicted by perceptual accounts.

More importantly, a deficit that is only observable in synthetic speech may not be critical for

understanding the deficits LI listeners face in everyday language use involving natural

speech.

Finally, we have only studied one cue, VOT. While VOT is considered representative of

phonological processes like phoneme categorization, it differs from other acoustic cues like

vowel formants, fricative spectral poles, or formant transitions for place of articulation. In

defense of VOT, numerous studies with both LI and RD children have shown deficits with

VOT, and it is both short and temporal (important properties in auditory accounts).

However, future work should take use the present paradigm to study a greater variety of

acoustic cues.
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Despite these concerns, our results indicate a lexical locus to the deficits faced by people

with poorer language skills and against a perceptual or auditory basis. This does not rule out

the possibility that LI listeners have an auditory or phonological deficit, it just does not

appear to affect word recognition, and as a result is even less likely to affect downstream

processes (sentence comprehension). Such a discrepancy could arise if word recognition is

robust to noise at lower levels, or if there are auditory processing difficulties that do not

affect language-critical processes. Our overall results confirm a pattern implied in a number

of other studies of word recognition in LI. Dollaghan (1998) found no differences at short

stimulus segments where there is only minimal perceptual material support lexical access

(see also Mainela-Arnold, et al., 2008); neither of the Montgomery studies (Montgomery,

2002; Stark & Montgomery, 1995) found that LI listeners were differentially impaired by

time-compressed or filtered speech, or by large numbers of stop consonants; and McMurray

et al.’s (2010) VWP study found few differences in early in processing where phonological

or perceptual impairments would play the greatest role. But all of these studies report

reliable differences in word recognition between LI and TD listeners. This, converging

pattern of results across several methods lends confidence to our null interaction. But more

broadly this body of work as a whole suggests that if there is an auditory deficit in LI, it may

not matter for word recognition.

But what is the nature of this lexical deficit? One could argue simply that poor language

users are more uncertain. But that is not entirely the case. Their ultimate decision was not

distinguishable from TD adolescents, even at ambiguous portions of the continuum. They

clearly have access to sufficient phonetic information to recognize the correct word. So

perhaps they were less confident in their decisions? If so, this lack of confidence should

have been spread throughout the four objects, yet controlling for fixations to unrelated

objects, there was still an effect of language on competitor fixations. Thus, their uncertainty

is precise—listeners with LI have ruled out some competitors but are uncertain about others.

Even under this framing, our data pinpoints the level at which poor language users are

uncertain: they’re certain about the acoustic cue, and how it maps to the words, but they’re

not certain about what the word was.

This highly specific notion of uncertainty is hard to distinguish from the concept of lexical

activation, the idea that lexical candidates receive a graded degree of consideration that

derives from their match to the input and the set of possible candidates; that multiple

candidates are active at the same time; and that resolving this competition is how words are

recognized. That is, the kind of uncertainty shown by poor language-users would be

described as some words being more active than they should be (but as our data suggest, not

some phonemes, or some features). Models like TRACE can go further by clarifying how

deficits map onto the mechanisms by which this co-activation is resolved. McMurray et al.,

(2010) hypothesized on the basis of TRACE simulations of their prior VWP study that the

lexical deficit associated with LI arises from the way words decay in memory. Words decay

faster for listeners with LI (see Harm, McCandliss, & Seidenberg, 2003, for an analogous

hypothesis in reading impairment); this slows how quickly target words build activation; and

this offers less inhibition to competitors (allowing competitors to have more activation). Our

results extend this account by ruling out lower level causes of this effect. However, decay

may not be the only way to achieve such effects in an interactive activation framework, and
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any imbalance in the competitive processes that separate targets from competitors may be

relevant.

So how does a lexical account explain the idiosyncratic array of deficits (and null effects) in

studies examining phonological or auditory processes? First, these studies examine a wide

variation of ages and a wide variety of populations – children with SLI or NLI, and with or

without concurrent reading disability (if reading was measured). Here, a focus on

dimensions of individual difference, in terms of language, cognitive ability, and possibly

reading, as well as their sub-components may be more helpful than focusing on a few

diagnostic categories.

Second, differences in lexical processing may be the source of perceptual differences. It is

fairly well accepted that lexical processes either feedback to affect perceptual ones (Ganong,

1980; Magnuson, et al., 2003; McClelland, et al., 2006; Newman, Sawusch, & Luce, 1997)

or bias phoneme decision tasks (Norris, McQueen, & Cutler, 2000). Thus, phonological

deficit could derive from lexical ones, and the idiosyncrasies across studies could be related

to the lexical neighbors of the stimuli used in a study, and the relative robustness of the

stimulus (e.g., synthetic speech may be less robustly processed, and therefore more

susceptible to lexical influence). Alternatively, evidence for perceptual deficits has been

largely seen in phoneme decision and discrimination task, both of which tap processes like

working memory and phoneme awareness that may be difficult for children with LI. In

contrast, our measure is embedded in an easy task that taps more natural forms of language

processing. Our failure to find a auditory or phonological deficit suggests that some of the

evidence for such differences may derive from interference from impaired lexical processes,

or from factors like memory that are necessary for experimental tasks, not from perceptual

differences.

Could a lexical deficit also account for higher-level deficits in things like working memory

or sentence processing? While this must be speculative, there are several (non-mutually-

exclusive) routes by which this could occur. First, if word recognition does not output a

single candidate, this could overwhelm working memory capacity (putting more words in

the same number of slots). Second, there is also evidence that partially activated lexical

competitors cascade to sentence processing (Levy, Bicknell, Slattery, & Rayner, 2009). A

purely lexical deficit could thus create downstream problems as syntactic/semantic

processes must deal multiple candidates for each word. Finally, the observed lexical deficit

may have a common source to other types of deficits. Word recognition is broadly viewed as

a process of parallel competition (Marslen-Wilson, 1987; McClelland & Elman, 1986) and

similar processes have also been invoked in other levels of language (Dell, 1986;

MacDonald, Pearlmutter, & Seidenberg, 1994; McRae, Spivey-Knowlton, & Tanenhaus,

1998; Rapp & Goldrick, 2000) as well non-verbal domains (Goldstone & Medin, 1994;

Spivey & Dale, 2004). A deficit in dynamic mechanisms like decay and inhibition could

thus link our lexical impairments to deficits or slowing in other linguistic and non-linguistic

domains (Kail, 1994; C. A. Miller, Kail, Leonard, & Tomblin, 2001).

Beyond their relationship to higher level language, our results indicating a lexical locus to LI

have important clinical implications. Interventions stressing auditory processes or phoneme
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awareness may not address the fundamental problems faced by children with LI

(underscored by a recent clinical trial: Gillam et al., 2008). Our data suggests that

interventions and diagnostics focusing on lexical level variables may be more important.

However, this may not be as simple as teaching children new words or focusing on

vocabulary measures. The words in this study (and our previous study, McMurray, et al.,

2010), were well known and deficits were still observed. So at the level of diagnostics tools,

what may be needed are tools that measure not just how many words a child knows, but

differences in the processes by which they recognize them. In this regard, Farris-Trimble

and McMurray (in press) have examined the test/re-test reliability of the VWP and found

fairly high reliabilities (between .5 and .8) for different components of the fixation record;

however at the same time, this measure is clearly affected by other factors (e.g., visual) and

only moderately correlated with language (R∼.3: McMurray, et al., 2010). Similarly at the

level of treatment, we should begin investigating interventions that focus not just on

teaching children new words, but on helping them resolve ongoing competition between

words during comprehension.

More broadly, this work points to the fact that individual differences at the level of lexical

processes may be more important for functional language ability than differences in the

auditory processes that encode cues or in phonological processes that map them to

categories. This highlights the robustness of word recognition against variation at lower

levels and minimizes the importance of an abstract phonological representation of the signal

for language processing as a whole. It suggests that the redundancy afforded by the signal

and the lexicon to allows (even impaired) listeners multiple routes to achieve meaning from

spoken language. Most importantly, it suggests the importance of real-time lexical processes

like competition, inhibition and decay among meaningful linguistic units for functional

language as a whole.
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Refer to Web version on PubMed Central for supplementary material.
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Appendix A

The instructions for the experiment (that were displayed on the computer screen) were as

follows:

In this experiment you will match words with their pictures. On each trial you will

see a blue circle with four pictures. Look at it until it turns red. At that point, click

on the red circle and you will hear a word that matches one of the pictures. Your

job is to click on the matching picture and go on to the next trial. This experiment

has two parts: a short practice, followed by testing. You can take a short break after
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completing the first part of the experiment. Click the mouse when you are done

reading this.

After participants read this, the experimenter explained this again more informally, and then

asked the participant if they understood. They then monitored the first few trials (in

particular) and interrupted the participant if necessary to discuss the task. For the

participants with lower language abilities there was often a little conversation involved in

this as they figured it out what they needed to do, but all of the participants were able to

figure out the task within the first few trials, as evidenced by the excellent identification

performance.
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Figure 1.
A) Schematic representation of McMurray et al. (2008a) results: looks to competitor

increase as VOT approaches the category boundary. B) Results predicted by an auditory

deficit that impairs encoding of VOT. C) Results predicted if LI listeners show less robust

categories. D) Predicted results for a purely lexical deficit.
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Figure 2.
A) Distribution of language and performance IQ scores. B) Scatter plot showing relationship

between language and performance IQ.
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Figure 3.
Identification curves. A) Percent voiceless responding as a function of raw VOT and LI for

all subjects and continua; B) Same data as A without the excluded continua. C) Percent

voiceless responding as a function of rounded rStep. Note that all analyses used language

ability as a continuous variable – data are grouped here for convenience only.
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Figure 4.
Proportion fixations to the target, competitor and fillers as a function of time averaged

across the two endpoints (0 and 40 ms VOTs). A) For typically developing participants. B)

For participants classified as having LI.
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Figure 5.
Proportion competitor fixations as a function of time and rStep. A) TD participants, voiced

tokens (VOTs less than the boundary; looks to /p/). B) LI participants, voiced tokens. C) TD

participants, voiceless tokens. D) LI participants, voiceless tokens. Note that rStep and

Language Ability were both treated as continuous variables for the analyses, even though

shown as discrete here.
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Figure 6.
Average proportion looks to the competitor between 250 and 1750 ms as a function of rStep

(rounded) and language status (binned).
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Table 3

Results of four ANOVAS on logistic parameters of the identification curves

Parameter Factor df F p

boundary

Continua 5, 355 36.7 <.0001

Language 1, 71 <1

Language × continua 5, 355 1.0 .4

slope

Continua 5, 355 6.5 <.0001

Language 1, 71 1.5 .2

Language × continua 5, 355 <1

max

Continua 5, 355 40.5 <.0001

Language 1, 71 <1

Language × continua 5, 355 1.3 .2

min

continua 5, 355 4.3 .001

Language 1, 71 4.8 .031

Language × continua 5, 355 3.0 .012

J Speech Lang Hear Res. Author manuscript; available in PMC 2015 August 01.



N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript

McMurray et al. Page 36

T
ab

le
 4

Pe
rc

en
ta

ge
 o

f 
pa

rt
ic

ip
an

ts
 c

on
tr

ib
ut

in
g 

da
ta

 a
s 

a 
fu

nc
tio

n 
of

 th
e 

nu
m

be
r 

of
 w

or
d 

pa
ir

s 
us

ed
 f

or
 th

at
 p

ar
tic

ip
an

t, 
or

 f
or

 e
ac

h 
sp

ec
if

ic
 w

or
d-

pa
ir

# 
of

 W
or

d-
P

ai
rs

P
er

ce
nt

ag
e 

pa
rt

ic
ip

an
ts

co
nt

ri
bu

ti
ng

 d
at

a
W

or
d-

P
ai

r

P
er

ce
nt

ag
e 

pa
rt

ic
ip

an
ts

co
nt

ri
bu

ti
ng

 d
at

a

L
I

T
D

L
I

T
D

3
9.

7
0.

2
ba

le
41

.9
44

.2

4
12

.9
0.

3
be

ac
h

10
0.

0
10

0.
0

5
51

.6
39

.5
be

ak
90

.3
95

.4

6
32

.3
37

.2
be

ar
83

.9
79

.1

be
es

10
0.

0
97

.7

bi
n

93
.6

95
.4

J Speech Lang Hear Res. Author manuscript; available in PMC 2015 August 01.



N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript

McMurray et al. Page 37

T
ab

le
 5

R
es

ul
ts

 o
f 

lin
ea

r 
m

ix
ed

 e
ff

ec
ts

 m
od

el
 a

na
ly

si
s 

ex
am

in
in

g 
lo

ok
s 

to
 c

om
pe

tit
or

s 
as

 a
 f

un
ct

io
n 

of
 la

ng
ua

ge
 a

bi
lit

y 
an

d 
rS

te
p

A
na

ly
si

s
F

ac
to

r
E

st
im

at
es

 f
ro

m
 f

ul
l m

od
el

T
es

t o
f 

m
od

el
 f

it

B
SE

T
χ2

(1
)

p

/b
/

L
an

gu
ag

e 
A

bi
lit

y
−

.0
08

3
.0

02
3

3.
57

14
.0

.0
00

18

rS
te

p
.0

09
3

.0
01

7
5.

58
12

.5
.0

00
4

L
an

gu
ag

e 
×

 r
St

ep
.0

00
8

.0
00

9
<

1
0.

8
.3

6

/p
/

L
an

gu
ag

e 
A

bi
lit

y
−

.0
11

0
.0

03
1

3.
54

11
.2

.0
00

8

rS
te

p
−

.0
15

8
.0

02
4

6.
32

13
.9

.0
00

2

L
an

gu
ag

e 
×

 r
St

ep
.0

01
4

.0
01

3
1.

07
1.

2
.2

8

J Speech Lang Hear Res. Author manuscript; available in PMC 2015 August 01.



N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript

McMurray et al. Page 38

T
ab

le
 6

R
es

ul
ts

 o
f 

lin
ea

r 
m

ix
ed

 e
ff

ec
ts

 m
od

el
 a

na
ly

si
s 

ex
am

in
in

g 
lo

ok
s 

to
 c

om
pe

tit
or

s 
af

te
r 

un
re

la
te

d 
fi

xa
tio

ns
 h

ad
 b

ee
n 

pa
rt

ia
le

d 
ou

t a
s 

a 
fu

nc
tio

n 
of

 la
ng

ua
ge

ab
ili

ty
 a

nd
 r

St
ep

A
na

ly
si

s
F

ac
to

r
E

st
im

at
es

 f
ro

m
 f

ul
l m

od
el

T
es

t o
f 

m
od

el
 f

it

B
SE

T
χ2

(1
)

p

/b
/

L
an

gu
ag

e 
A

bi
lit

y
−

.0
04

5
.0

07
4

2.
59

11
.1

0
.0

00
86

rS
te

p
.0

09
0

.0
01

7
5.

54
12

.4
1

.0
00

43

L
an

gu
ag

e 
×

 r
St

ep
.0

00
7

.0
00

9
.8

2
.6

5
.4

1

/p
/

L
an

gu
ag

e 
A

bi
lit

y
−

.0
07

4
.0

02
7

2.
73

6.
32

.0
11

rS
te

p
−

.0
15

4
.0

02
5

6.
10

13
.3

9
.0

00
25

L
an

gu
ag

e 
×

 r
St

ep
.0

01
4

.0
01

4
1.

1
1.

17
.2

7

J Speech Lang Hear Res. Author manuscript; available in PMC 2015 August 01.


