
Speckle contrast optical spectroscopy, a
non-invasive, diffuse optical method for
measuring microvascular blood flow in

tissue

Claudia P. Valdes,1,4,∗ Hari M. Varma, 1,4 Anna K. Kristoffersen,1
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Abstract: We introduce a new, non-invasive, diffuse optical technique,
speckle contrast optical spectroscopy (SCOS), for probing deep tissue
blood flow using the statistical properties of laser speckle contrast and the
photon diffusion model for a point source. The feasibility of the method
is tested using liquid phantoms which demonstrate that SCOS is capable
of measuring the dynamic properties of turbid media non-invasively. We
further present anin vivo measurement in a human forearm muscle using
SCOS in two modalities: one with the dependence of the speckle contrast
on the source-detector separation and another on the exposure time. In
doing so, we also introduce crucial corrections to the speckle contrast that
account for the variance of the shot and sensor dark noises.
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1. Introduction

Non-invasive, optical imaging of blood flow has many applications in bio-medicine [1,2]. Sev-
eral optical approaches for non-invasive,in vivoblood flow measurements rely on the statistics
of the laser speckles; laser Doppler flowmetry (LDF) uses the frequency broadening [3], diffuse
correlation spectroscopy (DCS) [4–6] uses the light intensity auto-correlation and laser speckle
flowmetry (LSF) [7] uses the spatio-temporal blurring of the speckles. A key difference be-
tween these methods is their penetration depth. LDF and LSF generally utilize single or few
scattering events and therefore probe superficial (<1 mm) tissues whereas DCS uses photon
diffusion theory and probes deep tissues up to several centimeters. Here, we present speckle
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contrast optical spectroscopy (SCOS) which, in a similar fashion to LSF, uses the speckle con-
trast but with point sources placed at a distance as in DCS, i.e. detecting photons that have
undergone multiple scattering. This provides detection of many speckles in parallel but with
extended path lengths for deep tissue sampling.

We note that, recently [8], it has been demonstrated in a flow phantom as well as in a human
arm that it is possible to measure changes in blood flow by considering it as the inverse of
the speckle contrast using one point source illumination and defining detectors at different
distances in a CCD camera. This study was further extended [9] to multi-channel deep tissue
flowmetry by fiber coupling the camera to the probed sample. However, unlike DCS, this study
did not utilize a model based fitting to decouple the effects of absorption and scattering from
the dynamics, and, therefore, did not extract a quantitative estimate of blood flow.

In a previous paper [10], we have introduced a three dimensional tomographic imaging
method, speckle contrast optical tomography (SCOT), for quantitative three-dimensional re-
construction of deep tissue blood flow heterogeneities. In doing so, we have developed and
tested a physical model (forward model) for the homogeneous blood flow which was then used
to construct the Jacobian for tomography. SCOT was demonstrated in a preliminary phantom
study. This model is the starting point of SCOS. However, as we discuss in this paper, in order
to apply SCOS for realistic scenarios includingin vivo measurements, we have developed a
more thorough approach to account for the noise sources, a new experimental set-up for the
re-emission geometry, new phantom measurements and anin vivo measurement. Furthermore,
SCOS provides a more robust forward model for the future development of SCOT forin vivo
tomography.

The method, SCOS, presented here merges the advantages of relatively inexpensive detectors
with high frame rates that LSF uses and the quantitative deep tissue flow measurement capa-
bilities of DCS. By using an array of two-dimensional (2D) detectors, SCOS has a broad field-
of-view in a single-shot. The SNR can be greatly improved by averaging signals from many
detectors, in case of a CCD/CMOS camera up to an order of a million speckles simultaneously.
SCOS measurements can be performed in two different ways with equivalent results: one fixing
an exposure time and measuring the speckle contrast at different distances from the source and
the other measuring at multiple exposure times [11] with a fixed source-detector distance. One
can also utilize both methods simultaneously for an even more complete data-set.

In section 1, we present the theoretical development of SCOS and the corrections done to the
speckle contrast measurements to account for the shot noise and the noises introduced by the
detector. In section 2, a series of experiments in liquid tissue simulating phantoms are shown to
illustrate the feasibility of SCOS, one in transmission geometry using the speckle contrast de-
pendence on distance from a point source and another, in re-emission geometry, with the depen-
dence on exposure time at a fixed source-detector separation. We further present the extension
of the re-emission geometry to anin vivo experiment in the human forearm muscle, showing
the feasibility of both multiple source-detector separation and multiple exposure measurements
from a single source-detector separation in section 3. Finally, in section 4, we discuss the re-
sults, compare the method to LSF, LDF and DCS, outline the advantages and disadvantages of
the method and suggest future improvements.

1.1. Theoretical background

SCOS uses the speckle contrast (κ) that is defined as the ratio of the standard deviation (σI ) of
the measured intensity in a given exposure time to its mean (µI ) value over different speckles
in space or time, i.e.,κ = σI/µI . The speckle contrast (κ) is related to the electric field auto-
correlation function (G1(r ,τ)) as [12]:
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κ2 =
2β
T

∫ T

0
g1(r ,τ)2

(

1− τ
T

)

dτ , (1)

whereG1(r ,τ) = 〈E∗(r , t) ·E(r , t + τ)〉 andg1(r ,τ) = G1(r ,τ)/G1(r ,0) is the normalized
field auto-correlation function.E(r , t) is the light electric field emerging from tissue, at timet
and positionr . The brackets〈 〉 in the electric field auto-correlation function denote ensemble
averages for theoretical calculations, whereas for experimental measurements denote time av-
erages.β is an instrumental constant accounting for the optical system [6],τ is the correlation
time andT is the exposure time of the detection system.

It is well known thatG1(r ,τ) obeys the correlation diffusion equation (CDE) [4–6]:
[

∇ ·D(r)∇− vµa(r)−
α
3

vµ ′
sk

2
o

〈

∆r2(τ)
〉

]

G1(r ,τ) =−vS0(r − r0), (2)

wherek0 is the modulus of propagation vector of light,µ ′
s is the reduced scattering coefficient,

D ≈ v/3µ ′
s is the optical diffusion coefficient,µa is the absorption coefficient,S0(r − r0) is an

isotropic source (point source) located atr0 andv is the velocity of light in the turbid medium.
〈

∆r2(τ)
〉

is the mean-square displacement (MSD) of the moving scatterers, i.e. red blood cells
in case of tissues, in delay timeτ. α is the ratio of moving scatterers to the total number of
scatterers in the sample which estimates the fraction of photon scattering events from moving
scatterers.

The electric field auto-correlation function,G1(r ,τ), varies depending on the geometry of
the diffusive medium. For the purpose of this work, we have used the analytical solutions [4,5]
for the homogeneous parallel plane slab [13] and the semi-infinite medium [14] corresponding
to the transmission and re-emission geometries respectively. These solutions consider a parallel
plane tissue slab of thicknesss, an isotropic light source at depthz0 = 1/µ ′

s inside the tissue
andzas the light propagation direction. For this geometry and under the extrapolated boundary
condition [14], the Green’s function,G1, at a distancer from the source is given by [6]:

G1([r ,z], [r 0 = 0,z0 = 1/µ ′
s],τ) =

v
4πD

∞

∑
m=−∞

(

exp[−Kr+,m]
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− exp[−Kr−,m]

r−,m

)

, (3)

wherer±,m = (r2+(z− z±,m)
2)1/2 andK =

(

(µa+αµ ′
sk

2
0
〈∆r2(τ)〉

3 ) v
D

)1/2
. The extrapolated

boundary is at a distanceze = 2AD from the physical, parallel plate boundaries where D
is the optical diffusion coefficient as defined before andA = (1+Re f f)/(1−Re f f). Re f f ≈
−1.440n−2+0.710n−1+0.668+0.00636n is the effective reflection coefficient to account for
the index mismatch between tissue and air wheren is refractive index ratio between diffusing
medium and the external medium, i.e.,n= ndi f f /next. An infinite number of dipoles represent
pairs of positive and negative sources placed atz+,m = 2m(s+2ze)+z0 for the positive sources
and atz−,m= 2m(s+2ze)−2ze−z0 for the negatives withm= (0,±1,±2...). The semi-infinite
medium solution is a special case of the slab solution when only them= 0 terms are considered,
i.e with only one planar boundary.

In most work on living tissues and on liquid phantoms, the mean square displacement,
〈∆r2(τ)〉, is assumed to be equal to 6DBτ, whereDB is the particle diffusion coefficient. This
has been tested extensively in DCS experiments on living tissues [6] and was found to fol-
low a Brownian diffusion model where an “effective”αDB corresponds to a blood flow index
(BFI). Typical normalized field autocorrelation functions as a function of correlation time (τ)
for three different source detector separations (r ) are plotted in Fig. 1(a) using the analytical
Green’s function formula given in Eq. (3). The corresponding speckle contrast as function of
source-detector separation and exposure time are computed using Eq. (1) and are plotted in
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Fig. 1. Normalized field auto-correlation function for three different source-detector separa-
tions is calculated using Eq. (3) in panel (a). The dependence of the speckle contrast derived
from Eq. (1) on (b) source-detector separation and (c) exposure time for a point source are
also shown. The combined result can be viewed (d) as a surface plot of the speckle con-
trast dependence on both distance and exposure time. Hereµ ′

s= 10 cm−1, µa = 0.1 cm−1,
DB = 1×10−8 cm2/s.

Figs. 1(b) and (c) respectively. The surface plot of speckle contrast as function of bothr and
T is shown in Fig. 1(d) which depicts the complete set of theoretical data that is available in
SCOS for measuring the blood flow. In the following section we will describe the extent to
which the above-said plots deviates from their theoretical values due to presence of shot noise
and detector/sensor specific noise, i.e. CCD or CMOS, and the necessary steps to be taken to
overcome it.

In summary, SCOS allows us to use Eq. (1) and Eq. (2) to determine the dynamic prop-
erties of a diffusive medium by relying on the dependence of the speckle contrast with the
distance from the source and/or at multiple exposure times as presented in Fig. 1. This provide
us with a tractable physical model for multiple scattering experiments with point-sources when
measuringκ .

1.2. Noise corrections

In practice, it is critical that the calculations of speckle contrast derived from experimental
measurements take into account the contributions toκ due to shot noise and different types of
noise inherent to the specific detection system. Sinceκ depends on the variance of the observed
signal, unless these systematic effects are accounted for, the speckle contrast will deviate from
its theoretical behavior. This is specially visible in regions where SNR is lower.

The raw intensity images are initially corrected for the dark counts before computing the
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speckle contrast. A mean dark image,µID , is obtained by taking the mean of several dark frames,
ID. From each raw intensity image,I , the µID is subtracted which gives the dark subtracted
images denoted asIc = I −µID . The speckle contrast is then defined as the ratio of the standard-
deviation over different speckles separated in space or time,σ(Ic), to their mean,µ(Ic). Here
the dark subtraction will in fact remove the contribution of the mean dark counts from the
µ(Ic) becauseµ(Ic) = µ(I)− µID but the variance of the mean dark counts will be added to
the variance of the raw intensity images due to the fact thatσ2(Ic) = σ2(I)+σ2(µID). This
observation leads us to conclude that subtracting the mean dark image from the raw image does
not help to remove the noise (variance) associated with the dark image. Hence, we use a dark
variance correction (σ2

d ) to remove the dark noise variance from the variance of raw intensity
images. This parameter contains different sources of noise including the readout noise. The
mean dark variance,σ2

d = µ(σ2(ID)), is the mean of variances computed from several dark
frames which are acquired at the same exposure time as we use to obtain the raw intensity
images. The variances and the mean can be computed either by using a fixed window or a
sliding window as explained in section 2.2 and section 3.3. Note that the above observations
are applicable to intensity images expressed in both electrons and digital counts.

Another, often more significant, noise source is the inherent shot-noise which obeys the
Poisson statistics with a variance equal to the mean, i.e.,σ2

s = µ(Ic) in electrons[e−]. The
speckle contrast purely due to shot-noise can be written asκs = 1/

√
γIc [15], whereγ is the

ratio of full well capacity of a CCD/sCMOS camera to its analog-to-digital conversion bits.
In other words, we convert the counts into electrons[e−]. The shot-noise corrected speckle
contrast is then defined asκsc= (κ2−κ2

s )
1/2 [15]. Finally, combining the dark correction and

shot noise correction we have the corrected speckle contrast (κc) as

κc =

√

(σ(Ic)2−σ2
s −σ2

d)

µ(Ic)2 . (4)

Here all the variances and the mean are computed from the intensity images in electrons unit
which are obtained by multiplying the intensity images in digital units withγ.

1.3. Fitting procedure

In all experiments, a non-linear least squares fit is carried out assuming known, independently
measured, optical properties of the probed medium to obtain aDB value corresponding to a
blood flow index in tissues. The fit uses the appropriate Green’s function (Eq. (3)) as the solu-
tion of the correlation diffusion equation (Eq. (2)) and relates the model to the speckle contrast
versus source-detector separation (S-D separation) and/or exposure time using Eq. (1). Since
the instrumental/optical constant,β , was not measured accurately, we normalize both the meas-
ured and calculated speckle contrast by its mean. In order to illustrate the importance of the
correction procedures, we fit both corrected and uncorrected speckle contrast and discuss the
differences in section 3.1.

2. Methods

2.1. Tissue simulating phantoms

In order to demonstrate that SCOS is capable of retrieving the dynamic properties of a medium,
we have performed measurements in tissue simulating phantoms in a similar fashion as pre-
vious DCS experiments [16, 17]. The primary phantom consists of a 1% solution of Lipo-
fundin® MCT/LCT 20% (B.Braun, Spain) in water withµa = 0.026cm−1, µ ′

s = 6.31 cm−1

andDB = (1.95±0.05)×10−8 cm2/s. Another phantom with a reducedDB is prepared with
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an increased viscosity consisting of 50% glycerol (G2025, Sigma-Aldrich, Spain)- 50% Lipo-
fundin® MCT/LCT (20%) withµa = 0.02 cm−1, µ ′

s = 9.72 cm−1 andDB = (6.93±0.39)×
10−10 cm2/s. The optical properties of the phantoms were independently measured using time
resolved spectroscopy (TRS) and theDB value by DCS. From this point on, we denote these
phantoms as Lipofundin phantom and glycerol phantom respectively.

First we present an experiment in transmission geometry where the two liquid phantoms
presented above were studied using the speckle contrast measurement made at multiple source-
detector separations at a given exposure time. Subsequently, the Lipofundin phantom is studied
using the speckle contrast measurement made at different exposure times for a given source-
detector separation in the re-emission geometry.

2.2. Transmission geometry

The experiment is illustrated in Fig. 2(a). A continuous-wave, temperature controlled laser
diode (Thorlabs L785P090, 785 nm, 90 mW) was focused down to 1 mm diameter and illu-
minated the sample from the bottom. The speckle patterns due to the transmitted light were
imaged from the top with a monochrome scientific complementary metal-oxide-semiconductor
camera (sCMOS; ORCA-Flash4.0, Hamamatsu, Japanγ = 0.4578). A lens with f=50 mm and
f/#=16 was chosen to match the speckle size to pixel size. The sample liquid filled a transpar-
ent container with very thin walls filled up to a height of 1.5 cm giving a parallel plane slab
geometry withs= 1.5cm.

Statistically independent speckle contrast measurements were acquired by scanning the point
source in a three by twenty-five (3x25) grid centered in the field of view of the camera (4
cm x 3.5 cm). The exposure time was set to 1 ms and a frame rate of 100 fps was used to
ensure that the speckles were temporally uncorrelated over the different images [7]. The point
source illuminated each source position for 0.5 s, i.e. we have acquired up to fifty images at
each position. In order to avoid any instabilities from when the source may still be moving
(≈150ms), we have used only the latest thirty-five images for analysis.

For every image, we have defined 75 detectors with a size of twenty-five by twenty-five
pixels (∼0.75x0.75 mm2). These detectors were positioned matching the 3x25 scanning grid.
The speckle contrast was calculated in each of the defined detectors in regions of five by five
(5x5) pixels. Then these regions were temporally averaged over thirty-five frames and spatially
averaged over the entire detector. This resulted in seventy-five by seventy-five source-detector
pairs with a minimum source-detector distance of 1.5 cm, corresponding to the slab thickness,
i.e. the phantom height. A similar geometry was previously utilized in speckle contrast optical
tomography (SCOT) [10].

2.3. Re-emission geometry

For many non-invasivein vivoapplications, it is desirable to work with the re-emission geome-
try where the illumination and collection are done on the same surface. Here, we have used the
same equipment, lens and field-of-view employed in the transmission experiment but the point
source illumination was done through a 200µm multimode fiber in contact with the surface of
the liquid phantom on the same plane as the camera field-of-view.

To demonstrate the ability of SCOS to work with multiple exposure times even at a single
source-detector separation, we have performed the measurement on the Lipofundin phantom
where the fiber was fixed at one position for the whole experiment as presented in Fig. 2(b).
The active rows of the camera were reduced to eight to allow exposure times from 0.2 to 1 ms,
and up to 1000 images were obtained for each exposure time.
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Fig. 2. SCOS experimental set up. (a) Transmission geometry: The laser is raster scanned
illuminating the sample on one plane of a 1.5cm thick, parallel plane while the camera
collects the transmitted speckles on the other plane. (b) Re-emission geometry: The laser
is coupled to a multi-mode optical fiber and illuminates the phantom on the same plane as
the camera.

2.4. In vivo experiment

After showing the feasibility of SCOS in tissue simulating phantoms, we present a demon-
stration of the methodin vivousing a re-emission geometry on the human forearm muscle. The
optical properties of the arm were measured with TRS obtainingµ ′

s= 5.68 cm−1 andµa = 0.11
cm−1 and were utilized in the analysis.

FO
V

las
er

Fig. 3. The photograph of the setup for thein vivoexperiment. The inset figure depicts the
approximate location of the source and the field-of-view.

For this experiment, neutral density filters were placed after the focusing lens to ensure that
the illumination power was below the maximum permissible exposure. The source position
was fixed at one position out of the camera field-of-view for the whole measurement to avoid
saturated pixels inside it. A CCD camera (Orca-R2, Hamamatsu, Japan,γ = 0.2747) was set to
image a region of 2.4 x 1.8 cm2 in the forearm with a lens with f=50mm and f/#=16 to match the
pixel to speckle size. The camera was operated in the 16-bit mode and in the low light mode [18]
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to increase the quantum efficiency at the working wavelength. From the sensor, we have used
only 672x496 pixels and we have acquired 1000 images at 16 fps for each exposure time from
250µs to 5 ms. From these measurements, it is possible to work with both the dependence of
the speckle contrast on the distance from the point source and on the exposure time. Figure 3
shows a photograph of the set-up for thein vivo experiment. The arm is held in place using an
adapted off-the-shelf wrist-cast.

3. Results

3.1. Transmission geometry

The speckle contrast of each 75x75 source-detector pair is plotted against the distance between
each pair as shown in Fig. 4(a) for the Lipofundin phantom [10]. We note that theoretically all
pixels with a sufficient SNR can be utilized as an independent detector. The squares represent
the speckle contrast calculated without any noise correction but it is seen that after about 1.7
cm there is a systematic deviation from the expected decay. In fact, even the early parts of this
curve are affected by the additive variance due to shot-noise. The circles represent the corrected
curve where working range is increased to about∼2.3 cm.
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Fig. 4. (a) The normalized speckle contrast for the Lipofundin phantom with (circles) and
without (squares) shot noise correction [10]. (b) A comparison of experimental data to a fit
for DB = 1.68×10−8 cm2/s obtained using SCOS for 1% Lipofundin phantom [10] along
with theκ computed using theDB = 1.95×10−8 cm2/s from the DCS measurement. (c)
Data and fit forDB = 5.31× 10−10 cm2/s from a 50% glycerol-50% Lipofundin (20%)
phantom, along with theκ computed using theDB = 6.93×10−10 cm2/s from the DCS
measurement.

If we fit the uncorrected speckle contrast in the range from 1.5 cm to 1.7 cm we obtain a
value ofDB = 1.05× 10−9 cm2/s which is one order of magnitude away from the measured
value by DCS and indicates that the decay of this curve is not correct. On the other hand, the
shot noise corrected data truncated at the point where SNR is too low as shown in Fig. 4(b)
givesDB = 1.68×10−8 cm2/s which is in reasonable agreement with the DCS measured value
of DB = (1.95±0.05)×10−8 cm2/s [10].

The same procedure described above was applied to characterize the glycerol phantom and
the fitting results for this sample are presented in Fig. 4(c). The longer source-detector sep-
aration of 3.0 cm with good SNR in a sample with lowerDB is expected since the speckle
contrast decreases slower compared to a sample with higherDB. For the glycerol phantom, we
have obtainedDB = 5.31×10−10 cm2/s which is again in reasonable agreement with the DCS
measured value ofDB = (6.93±0.39)×10−10 cm2/s.
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3.2. Re-emission geometry

Temporal speckle contrast analysis was done for every pixel in the image over the 1000 frames.
In the resulting image we have defined several detectors at different distances from the source.
Each detector was 0.75 mm x 0.75 mm. They were positioned in a horizontal line from 5 mm to
20 mm from the source at steps of 2.5 mm. In Fig. 5, we show the corrected speckle contrast as
a function of the camera exposure time and theDB obtained by fitting the theoretical model for
the Lipofundin phantom at a detector located at 1.50 cm from the source. The obtained value
wasDB = 1.64×10−8 cm2/s which again, is in reasonable agreement with the values measured
using DCS.
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Fig. 5. The normalized speckle contrast versus the exposure time at 1.5 cm from the source
whereDB = 1.64×10−8 cm2/s was obtained.

3.3. In vivo Experiments

After showing that SCOS is able to measureDB with results comparable to those obtained with
DCS in liquid phantoms, we present the results for thein vivo experiment shown in Fig. 3.
In order to check how the light intensity decays from the point source, we have averaged the
intensity over thousand dark subtracted images and assigned a distance to every pixel taking
as origin the position of the point source. Then, to improve the SNR in the measurements, and
to average out inhomogeneities, we have defined arc detectors around the source each with a
width of 0.5 mm. At each arc, we have averaged all the pixels and assigned this intensity value
to the mean distance between the inner and outer radii of the arc. This binned data is represented
in Fig. 6(a) which shows the intensity decay from 0.7 to 2 cm for an exposure time of 1 ms.
Here it is also observed that the sensor was not saturated at shorter distances from the source
available in the image and that at 2 cm the intensity was still decaying as expected from the
diffusion theory. This is confirmed in the inset of this figure where we present the logarithm of
the intensity in the same distance range.

In order to demonstrate the correction procedure adopted for shot noise and the noises in
dark images, Fig. 6(b) shows different quantities that are used in it: the variance of the mean
dark subtracted intensity (σ2(Ic)); the variance of the shot noise (σ2

s ); the shot variance cor-
rected variance (σ(Ic)2−σ2

s ); the dark variance (σ2
d ); and the dark and shot variance corrected

variance (σ(Ic)2−σ2
s −σ2

d ). All quantities are shown as a function of the measured intensity
(in electrons) and the corresponding source-detector separation. For this graph, all the variables
were calculated with a sliding window to be comparable to all the speckle contrast calculations.
The intersection of the shot noise variance and the dark variance define two regions at approx-
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Fig. 6. Thein vivo data. (a) The decay of the intensity over source-detector separation (S-
D separation) in electrons for thein vivo experiment. The inset shows the logarithm of
the intensity. (b) Representation of the variance of the dark subtracted intensity (σ2(Ic)),
the variance of the shot noise (σ2

s ), the shot variance corrected variance (σ(Ic)2 − σ2
s ),

the dark variance (σ2
d ) and the dark and shot variance corrected variance (σ(Ic)2 −σ2

s −
σ2

d ) used in the calculation of the corrected speckle contrast fromin vivo experiment. All
quantities are shown as a function of the measured intensity (in electrons, bottom axis) and
the corresponding source-detector separation (top axis).

imately 75e−, corresponding to a source-detector separation of approximately 1.3 cm. In other
words, above 75e− the shot noise dominates the dark variance and the previously described
shot noise variance correction is mostly sufficient [15]. On the other hand, for the region be-
low 75e− where the dark variance noise dominates, the inclusion of dark variance correction is
critical. These effects are particularly relevant forin vivoexperiments where the SNR is low.
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Fig. 7. (a) The speckle contrast versus the source-detector separation with and without the
two different corrections in thein vivoexperiment. (b) The standard deviation of the speckle
contrast measurement for different number of averaged images in thein vivoexperiment.
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For this experiment, the speckle contrast was calculated in each image using a 5x5 sliding
window and then a pixel based average was made using the acquired 1000 frames. Afterwards
we binned the data as explained before for the intensity. The same procedure was applied for
every acquired image sets under different exposure times. In Fig. 7(a) we present the raw, the
shot noise corrected and the shot and dark variance corrected speckle contrast as a function of
source-detector separation for 1 ms exposure time. This figure demonstrates the effect of the
noise variance in the speckle contrast calculation at large source-detector separations, where the
intensity is very low and the detector dark variance dominates the measurements. It can be seen
that the shot noise correction alone is sufficient for correcting the raw speckle contrast only up
to about 1.2 cm. On the other hand, the shot noise and the dark corrections together extend the
usable range of the speckle contrast in order to apply a model fitting up to above 1.9 cm. This
could also be seen in Fig. 6(b).

In this experiment, we have used 1000 images for the calculation of the averaged speckle
contrast but to demonstrate the utility of the fast frame rates, in Fig. 7(b) we present the cal-
culation of the corrected speckle contrast when averaging 10, 100 and 1000 images with error
bars representing the standard deviation of the speckle contrast at each distance. As expected,
the SNR improves with increased averages and allows the extension of the fitting range. In fact,
fast CCD, CMOS cameras allow the acquisition of hundreds of samples in seconds and with
this technology advancing rapidly, this could be improved. The only condition in the acquisition
is that the time between images should be larger than the speckle decorrelation time.
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Fig. 8. (a) Speckle contrast over distance for all the exposure times available in the SCOS
measurement on a forearm muscle. (b) Surface plot of the data plotted in (a).

The images for all the other exposure times were analyzed following the same procedure
described before to calculate the speckle contrast and binning the data for the data taken at 1
ms exposure time. The results are presented in Fig. 8(a), where the speckle contrast dependence
with the distance is shown. It could be observed that for all exposure times, we have usable
speckle contrast information up to 1.5 cm. Nevertheless, when the exposure time is increased,
this distance is extended up to 2 cm for the largest exposure time which was 5 ms. An interesting
way of presenting this data is shown in Fig. 8(b), where a surface plot shows the dependence of
the speckle contrast on both the distance and the exposure time for this particular experiment.
The parts of the surface that appear cropped represent the regions for which the speckle contrast
is dominated by the dark noise of the detector.

In Fig. 9(a) the dark corrected speckle contrast as a function of source-detector distance
in a range between 0.7 and 1.4 cm at an exposure time of 1 ms is shown.αDB was fitted
to be (4.14± 0.38)× 10−9 cm2/s. On the other hand, in Fig. 9(b) where the exposure time
approach at a distance of 0.73 cm is used,αDB obtained was(2.44±0.68)×10−9 cm2/s. The
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Fig. 9. (a) Speckle contrast over distance in a forearm muscle whereαDB = (4.14±
0.38) × 10−9 cm2/s was obtained with an exposure time of 1 ms. (b) Speckle con-
trast versus exposure times at 0.73 cm from the source for the same experiment with
αDB = (2.44±0.68)×10−9 cm2/s.

corresponding DCS values wereαDB = (4.05± 0.40)× 10−9 cm2/s at 0.73cm andαDB =
(4.12±0.25)×10−9 cm2/s at 1.5cm. Both values obtained by SCOS are similar to the DCS
results showing different fitting approaches are feasible.
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Fig. 10.αDB versus time using multi-distance SCOS as shown in Fig. 9(a) before, during
and after arterial cuff-occlusion. The cuff was rapidly occluded at∼ 5 minute to 180 mmHg
and kept there for three minutes.

Finally, Fig. 10 shows the results before, during and after three minutes of arterial cuff occlu-
sion of 180 mmHg. Multi-distance SCOS fitting as shown in Fig. 9(a) was utilized at each time
point corresponding to a temporal resolution of 3 seconds per point. The results are in overall
agreement with previous work with DCS [19].

4. Discussion

We have presented speckle contrast optical spectroscopy (SCOS) as a method to non-invasively
measure deep tissue blood flow. The method was proposed and demonstrated using a point
source and acquiring simultaneously speckle measurements at multiple distances using 2D ar-
ray of detectors like a CCD or CMOS camera and/or measuring speckles at different exposure
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times. Our results show that it is possible to model the dependence of the speckle contrast on the
source-detector separation and the exposure time with a photon diffusion model. This model is
fitted to the data and the information about the blood flow is obtained.

We have first demonstrated the theoretical behavior of the speckle contrast with respect
to the source-detector separation as well as the exposure time using the diffuse propagation
model given a point source illumination. Then, in order to validate the theoretical model,
we have performed experiments in tissue mimicking liquid phantoms. All these experiments
were validated by a direct comparison to DCS which is a well known deep tissue blood flow
measurement [4–6]. Our results in transmission geometry for two samples with different vis-
cosity demonstrated that SCOS can measure the Brownian, particle diffusion coefficient of the
scatterers accurately. Furthermore, to demonstrate the utility of SCOS for a more easily acces-
sible geometry, i.e. the re-emission geometry one liquid phantom was measured in a way to
study both the source-detector separation and exposure time dependence of the measurements
and we have obtained comparable results between both approaches. Finally, having validated
SCOS in tissue mimicking phantoms, in both transmission and re-emission geometries, we have
extended it to non-contactin vivomeasurement of blood flow in the forearm muscle.

Overall, we assert that our results show that SCOS allows deep tissue blood flow measure-
ments with comparable results to those obtained by DCS but the fact that SCOS uses fairly
standard CCD/CMOS cameras, makes it a relatively low cost, fast method.

To put SCOS in a better context, we now compare it to the state-of-the art in related tech-
niques; laser speckle flowmetry (LSF), laser Doppler flowmetry (LDF) and diffuse correlation
spectroscopy (DCS).

LSF uses the speckle contrast as a wide-field imaging method that uses a uniform illumi-
nation of the whole field-of-view and provides relatively fast mapping of blood flow with tens
of micrometer spatial axial resolution with none or limited (∼4 mm, using structured illu-
mination) [20] depth resolution. It has been shown that, by employing LSF in transmission
geometry, it is possible to sample deeper layers of the tissue (10-15 mm) but without quantifi-
cation or depth resolution [21]. In contrast to the traditional full field illumination, doing a line
beam scanning illumination improves the sampling depth of blood flow imaging [22] while
doing laser speckle contrast imaging with point source illumination modulated in frequency
over the exposure time allows the determination of the scattering properties of a static turbid
medium [23].

As was mentioned earlier, we note that SCOS is a more general and quantitative method
compared to similar speckle contrast point source measurements proposed previously [8,9] due
to the fact that it is a model based measurement. In these works, the authors introduced the
proper model to relate the speckle contrast to the dynamics of the scatterers but they did not
extract the dynamic parameters information directly from the speckle contrast measurement for
a single source-detector separation and a single exposure time. They kept their measurements
in a range in which the dynamic parameters and the speckle contrast are linearly related and
considered the inverse of the speckle contrast as an index of blood flow. In this work, we show
how to use the dependence of the speckle contrast on the source-detector separation and/or
the exposure time to do a model based, quantitative fitting as well as how to account for the
systematic problems due to noise.

Laser Doppler flowmetry (LDF) is, in general, a point-by-point measurement using point-
sources. Wide-field variants of LDF have been proposed in the past by utilizing two dimensional
(2D) detectors [24] which is comparable to LSF in speed but requires a very high frame rate
camera [25], although some variants including heterodyne optical-mixing detection allow the
use of 8Hz CCD cameras [26]. LDF can be performed using large (1.5 cm) source-detector
separations in order to analyze large tissue volumes but, in this approach, the main limitation of
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the LDF method is that the modeling and data acquisition becomes intractable with increased
distance, leading itself to the time-domain methods such as DCS [27].

Diffuse correlation spectroscopy (DCS) is a diffuse optical method which probes deep tissues
up to several centimeters using point-sources and detectors placed several centimeters away
[4–6]. A common issue with DCS is the low signal-to-noise ratio (SNR) which is due to the
need to sample each speckle independently using single-mode or few-mode fibers with small
collection areas [6]. This implies that very few (order of 10,000) photons/second are detected
by each (expensive) detector. For a given averaging time, the path for improved SNR is to
use a collection of multiple detectors sampling several independent speckles simultaneously
[28], i.e., ideally an array of fast single photon detectors. However, to achieve breakthrough
improvements in SNR is prohibitively expensive and complex with the current technologies
since the SNR increases with the square-root of the number of speckles.

SCOS is analogous to all three methods in being sensitive to the motion of the scatterers,
i.e. red blood cells, in tissues. It is able to exploit the relatively inexpensive detectors with high
frame rates that LSF can utilize with the multiple scattering, i.e. deep tissue, sensitivity of DCS.
These detectors allow the potential of improved SNR by averaging thousands of speckles in
space and/or time. As our previous paper has demonstrated, this also allows for a tomographic
approach [10] and this work paves the way towards itsin vivoapplication.

In our SCOS experiments, we have established the importance of accounting for the con-
tributions of both the shot noise and the sensor noise to the speckle contrast. In Fig. 4(a) we
have shown that it is crucial to correct for the shot noise contribution in order to get an accurate
measurement of blood flow. Then, as seen in Fig. 7(a) we have shown that it is further important
to correct for the dark variance at large detection distances when working at lower light levels.
These corrections are not critical in traditional LSF measurements because the intensity over
all the images is homogeneous and, usually, when working with different exposure times, the
intensity at the detector is set to be constant for all of them to keep the shot noise constant over
all the experiment [11].

Several aspects of SCOS require further research and improvement. We now discuss some
important effects and suggest potential solutions.

For example, there are other sources of noise from both CCD and CMOS cameras whose
variance may cause systematic errors. This is evident in thein vivo experiment in re-emission
geometry where even after including the noise corrections, we are not able utilize the whole
range where the intensity continues to decay according to the photon diffusion level. In other
words, the SNR of the intensity is greater than one but there are sources of variance that dom-
inate the speckle contrast. A further characterization of the camera technologies and the con-
sideration of different technologies such as single-photon counting avalanche photo detector
arrays may allow us to overcome this limitation. Nevertheless, our results show that we can
work at source-detector separations up to≈2 cm at the current state of SCOS which is relevant
for numerous applications ranging from small animal measurements to adult humans.

We note that Eq. (1) is an integral over the correlation delay times over the field auto-
correlation function. Therefore, in general, SCOS does not retain the fine-details that DCS
measurements which are contained in the complete shape of the auto-correlation curve. This
is not expected to be very important forin vivo experiments of relatively homogeneous tissues
but may be relevant in multi-layered tissues with large differences between the blood flow in
different layers. This could be partially accounted for by doing tomography, i.e. by SCOT. This
also implies a potential issue with volumes of high blood flow which is also limitation for DCS
in exceptional cases. Finally, the same integral may imply a loss of sensitivity to very small
changes in blood flow when using larger exposure times that are comparable to the correlation
decay time. To overcome this, the exposure time could be further reduced but this has implica-

#213305 - $15.00 USD Received 9 Jun 2014; revised 8 Jul 2014; accepted 10 Jul 2014; published 23 Jul 2014
(C) 2014 OSA 1 August 2014 | Vol. 5,  No. 8 | DOI:10.1364/BOE.5.002769 | BIOMEDICAL OPTICS EXPRESS  2783



tions in SNR. These effects should carefully be characterized in the future.
In all the measurements presented in this work, we have matched the speckle size to pixel

size, but perhaps, according to some references [29, 30] the results could be improved by in-
creasing the speckle to pixel size ratio. This is readily possible by controlling the aperture of
the camera lenses but we have chosen to stick to the simpler, more generally utilized approach
to demonstrate the feasibility of SCOS.

Finally, since SCOS is a non-contact measurement, it relies on the correct calibration of
the source-detector distance with a source that is often out of the field-of-view which is a
challenge forin vivomeasurements on curved surfaces. Motion and surface artifacts also affect
the measurements. These could be dealt with by building better interfaces with appropriate
windows and/or by using fiber-coupled cameras as was suggested previously [9].

5. Conclusions

In summary, we have proposed and demonstrated speckle contrast optical spectroscopy, SCOS,
as a diffuse optical method to non-invasively measured the deep tissue blood flow using fairly
standard CCD/CMOS cameras. The method was demonstrated in both transmission and re-
emission geometries using both spatial and temporal speckle contrast analysis in liquid tissue
mimicking phantoms. Afterwards, the feasibility of SCOS inin vivoexperiments was presented
using both dependences of the speckle contrast in the source-detector separation and the expo-
sure time. The wide-field acquisition with thousands of speckles in a small region would allow
us to average results from many speckles to improve the SNR of speckle based blood flow
measurements as well as high density tomographic measurements.
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The project was funded by Fundació Cellex Barcelona, Ministerio de Economı́a y Competi-
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