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We report magic angle spinning, dynamic nuclear polarization (DNP) experiments at magnetic fields
of 9.4 T, 14.1 T, and 18.8 T using the narrow line polarizing agents 1,3-bisdiphenylene-2-phenylallyl
(BDPA) dispersed in polystyrene, and sulfonated-BDPA (SA-BDPA) and trityl OX063 in glassy
glycerol/water matrices. The 1H DNP enhancement field profiles of the BDPA radicals exhibit a
significant DNP Overhauser effect (OE) as well as a solid effect (SE) despite the fact that these
samples are insulating solids. In contrast, trityl exhibits only a SE enhancement. Data suggest that
the appearance of the OE is due to rather strong electron-nuclear hyperfine couplings present in
BDPA and SA-BDPA, which are absent in trityl and perdeuterated BDPA (d21-BDPA). In addition,
and in contrast to other DNP mechanisms such as the solid effect or cross effect, the experimental
data suggest that the OE in non-conducting solids scales favorably with magnetic field, increasing in
magnitude in going from 5 T, to 9.4 T, to 14.1 T, and to 18.8 T. Simulations using a model two spin
system consisting of an electron hyperfine coupled to a 1H reproduce the essential features of the
field profiles and indicate that the OE in these samples originates from the zero and double quantum
cross relaxation induced by fluctuating hyperfine interactions between the intramolecular delocalized
unpaired electrons and their neighboring nuclei, and that the size of these hyperfine couplings is
crucial to the magnitude of the enhancements. Microwave power dependent studies show that the OE
saturates at considerably lower power levels than the solid effect in the same samples. Our results
provide new insights into the mechanism of the Overhauser effect, and also provide a new approach
to perform DNP experiments in chemical, biophysical, and physical systems at high magnetic fields.
© 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4891866]

INTRODUCTION

The last decade has witnessed a renaissance in the use
of high frequency dynamic nuclear polarization (DNP) to en-
hance sensitivity in nuclear magnetic resonance (NMR) ex-
periments. In particular, the development of gyrotron and
other high frequency microwave sources permits DNP to be
performed at magnetic fields used in contemporary NMR ex-
periments (5—20 T).1–8 To date these experiments, which
have focused mostly on insulating solids formed from glassy,
frozen solutions of proteins and other nonconducting ma-
terials, have relied primarily on narrow line monoradicals
and the solid effect (SE)1, 9–11 or nitroxide biradicals and
the cross effect (CE)12–18 to mediate the polarization pro-
cess. These approaches have resulted in large signal enhance-
ments and have enabled many experiments that would oth-
erwise be impossible.19–23 Nevertheless, with the exception
of an early example on a 1D conductor,24 the Overhauser ef-
fect (OE), which was the initial DNP mechanism proposed
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by Overhauser25 and confirmed by Carver and Slichter,26 has
not been identified or utilized during the course of this re-
naissance. Although the possibility of an OE in insulator was
discussed by Abragam,27 the conventional wisdom is that
Overhauser DNP is important only in systems with mobile
electrons such as conductors (metals and low dimensional
conductors) or in liquid solution.28, 29 Accordingly, it was not
expected to be a significant polarization mechanism in non-
conducting solids. In contrast to these expectations, we report
here the observation of significant Overhauser enhancements
using the narrow line radicals SA-BDPA in glycerol/water
and 1,3-bisdiphenylene-2-phenylallyl (BDPA) in polystyrene
glassy matrices, both insulating solids.

Recently we described the development of a class of nar-
row line radicals, sulfonated BDPA (SA-BDPA), with the in-
tent of improving SE enhancements in aqueous media.30 In
experiments at 5 T (211 MHz for 1H) these radicals showed
the expected SE enhancement at ωSE = ω0S ± ω0I and in
addition a relatively weak, positive enhancement when mi-
crowaves were applied at ω0S. We have continued investiga-
tions of SA-BDPA and at higher fields, 9.4 and 14.1 T (400
and 600 MHz for 1H), and observed larger enhancements
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around ω0S. Furthermore, BDPA itself dispersed in polymer
matrices also exhibits enhancements at ω0S that are one order
of magnitude larger than the SE at 18.8 T. We attributed this
central peak to an Overhauser effect even though the samples
are nonconducting solids. In particular, the lineshape is char-
acteristic of an OE in which the sign of the DNP enhancement
does not depend upon the offset of the microwave frequency.
Interestingly, trityl OX063 radical,31 which was designed to
optimize Overhauser effects in solution by eliminating hy-
perfine couplings,32, 33 shows only SE enhancements at ω0S
± ω0I. Thus, the OE effect appears to require the presence of
multiple hyperfine or dipolar couplings that permit zero quan-
tum (ZQ) or double quantum (DQ) relaxation, respectively,
and Overhauser enhancements. Furthermore, the field depen-
dent studies indicate that the size of the OE enhancements
scales at least weakly with ω0I, in contrast to the ω−1

0I or ω−2
0I

dependence observed for the CE or SE.13, 18, 34, 35 Finally, sim-
ulations suggest that a large hyperfine coupling and the dom-
inance of the ZQ or DQ relaxation rate in the polarization
process lead to the observed positive or negative Overhauser
enhancements, respectively.

BACKGROUND

Part of our results (vide infra) share a characteristic fea-
ture with the Overhauser effect in solution where an enhance-
ment is observed around the electron resonance frequencies.
In 1H OE-DNP in solutions this enhancement is usually neg-
ative and positive enhancements are generally not observed
except in the case of scalar relaxation.36 It is, therefore, con-
venient to briefly review the concepts leading to the enhance-
ments in liquid-DNP and explain how they can be applied
to DNP in rotating solids. In an electron–nuclear system the
source of the OE-DNP enhancement is the difference between
the ZQ and the DQ cross-relaxation rates. The rates, �1,ZQ
and �1,DQ, are governed by fluctuating electron–nuclear cou-
plings and are active between the electron-nuclear ZQ and
DQ transitions, respectively. The imbalance of the two rates
generates a population redistribution during on-resonance mi-
crowave (μw) irradiation, resulting in enhanced positive or
negative nuclear polarization depending on whether �1,ZQ
> �1,DQ or �1,ZQ < �1,DQ. In general, for DNP in liquids
�1,DQ dominates and the OE enhancements are negative for
1H. In addition to observations in liquids, the Overhauser
effect was observed earlier in conducting solids28, 29 and in
heavily doped semiconductors,37 where it was treated as a
three spin effect. It has been neglected in insulating solids.

We note that the OE mechanism differs from the SE in
that the μw radiation is applied to the single quantum (SQ)
electron transitions and the enhancement is generated by ZQ
and DQ cross relaxation. In contrast, in the SE the μw irra-
diation is applied at the “forbidden” transitions (either a ZQ
or DQ transition) and the enhancement is due to the single
quantum relaxation of the electron.

Our experimental results discussed below show that both
ZQ and DQ relaxation can dominate the OE process, and data
with positive and negative enhancements are observed. When
the fluctuating interactions are the hyperfine couplings, the

scalar part of the hyperfine coupling leads to the ZQ cross
relaxation rate �1,ZQ, while the dipolar part leads to the DQ
cross relaxation rate �1,DQ. All these effects characterizing
OE-DNP are relevant in solution as well as in rotating sam-
ples, although the origin of the fluctuations of the hyperfine
coupling is different.

EXPERIMENTAL

Samples

Polystyrene doped with 2% BDPA or d21-BDPA was pre-
pared by a film casting method.1, 38 Briefly, 2.4 mg of BDPA
in complex with benzene or 2 mg of d21-BDPA and 95 mg of
PS-d8 together with 5 mg of PS-d5 were dissolved in 2 ml of
chloroform. The solution was then spread on a glass surface.
A thin film of PS doped with 2% BDPA or d21-BDPA was
collected and ground thoroughly upon evaporation of the sol-
vent. Residual solvent was then removed under vacuum for at
least 12 h.

The preparation of DNP samples containing SA-BDPA
and trityl OX063 were described in Refs. 30 and 34. For each
sample, the corresponding radical was dissolved in a mix-
ture of glycerol-d8/D2O/H2O (60/30/10 volume ratio) supple-
mented with 100 mM 13C, 15N Proline. The final concentra-
tions of SA-BDPA and trityl OX063 were 40 mM.

DNP experiments

DNP experiments at 9.4 T and 14.1 T were performed us-
ing two NMR/DNP spectrometers (Bruker BioSpin (Billerica,
MA)) operating at 400 MHz/263 GHz and 600 MHz/395 GHz
of 1H/electron Larmor frequencies.6 Experiments at 18.8 T
were conducted on an NMR/DNP spectrometer at Utrecht
University operating at 800 MHz/527 GHz of 1H/electron
Larmor frequencies. The temperature of the sample was
∼105 K with μw’s on and ∼100 K without microwaves as
calibrated from the T1 of 79Br on a KBr sample under the
same conditions.39, 40 The spinning frequency, which does not
affect the DNP efficiency in our study, was chosen to be ωr/2π

= 8 kHz as a compromise between sample heating and sig-
nal intensity. The sweep coil supports up to ±20 A corre-
sponding to ±75 mT at 400 MHz, ±128 mT at 600 MHz
and at 800 MHz the corresponding numbers are ±10 A and
±45 mT. The room temperature shim set provides fine adjust-
ments within the range of 240 ppm at 9.4 T, 150 ppm at 14.1 T,
and 100 ppm at 18.8 T.

The DNP enhancement field profiles were obtained by
comparing the intensity of NMR signals with and without
microwaves at different magnetic fields of the NMR magnet.
All experiments started with a series of saturation pulses fol-
lowed by a recovery period. The magnetically dilute 1H NMR
signals present in “DNP Juice” were narrowed by magic an-
gle spinning (MAS) and detected using a rotor-synchronized
Hahn echo pulse sequence. The spin-lattice relaxation T1 and
the DNP buildup time constant TB were measured by vary-
ing the recovery time. We found that the T1 and TB for each
sample at each magnetic field were essentially identical. For
the BDPA/PS sample, the T1 and TB were 4.6, 6.0, and 7.2 s
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at 9.4, 14.1, and 18.8 T, respectively. The T1 and TB for SA-
BDPA in glycerol/water sample were 37 and 45 s at 9.4 and
14.1 T, respectively.

RESULTS

Figures 1(a)–1(c) show 1H DNP-MAS enhancement field
profiles obtained from samples containing the polarizing
agents trityl OX063, SA-BDPA, BDPA, and perdeuterated
BDPA (d21-BDPA) at 9.4 T using 9 W of microwave power
(see Figures 2 and 3 for the molecular structures and EPR
spectra, respectively). The data were recorded by observing
the intensity of the dilute 1H signals with and without μw ir-
radiation. The enhancement was then calculated according to
ε = (I/I0) − 1. The field profiles in Figure 1 clearly show the
expected SE enhancements at ω0S ± ω0I for all the radicals.
In addition, in the case of SA-BDPA and BDPA there is a
strong positive enhancement at the center of the field profile
due to the Overhauser effect with ZQ relaxation dominating
and yielding a positive enhancement. We also have observed
a weak negative OE (ε = −0.6) when using d21-BDPA
(Figure 1(c)), a result that is consistent with DQ relaxation
dominating the enhancement.

Similarly, the field profiles of the same samples at 14.1 T
were recorded with 13 W of microwave power and are illus-
trated in Figure 4, showing the same features as in Figure 1.
All the field profiles exhibited well-resolved DNP solid effect
enhancements with the negative and the positive SE corre-
sponding to the zero quantum and double quantum SE tran-
sitions, respectively. Note that at 14.1 T the SE enhancement
profiles begin to display the presence of a small g-anisotropy
from the BDPA’s. Furthermore, in contrast to previous SE
data where we observed a 10%–20% asymmetry in the ZQ
and DQ enhancements,12 we find that the maximum positive
and negative enhancements are essentially equal. It is impor-
tant to note that a comparison of Figures 1 and 4 shows that at
14.1 T the OE becomes the dominant DNP mechanism in the
BDPA/PS sample and increases to ∼40% of the intensity of
the SE transition in SA-BDPA. Thus, the OE exhibits a ∼ ω0I

dependence as opposed to the inverse dependences predicted
for the SE1, 9–11 and CE.12–18

We further investigated the field dependence of the OE
and SE in the BDPA/PS sample. Shown in Figure 5 is the
comparison of the DNP field profiles of this sample at three
different magnetic fields. The OE exhibits a ∼ ω0I depen-
dence increasing from 13 at 9.4 T to 17 at 14.1 T and to 20
at 18.8 T. The SE, on the other hand, shows a ∼ ω−2

0I depen-
dence decreasing from 12 at 9.4 T to 6 at 14.1 T and to 2 at
18.8 T.

We have also examined the μw power dependence for a
BDPA sample as shown in Figure 6(a). Note that the DNP
enhancement via the OE displays a sharp rise and saturates
at very low microwave powers (<2 W). This indicates that
the Overhauser peak relies on irradiation of the allowed EPR
transitions at lower microwave power rather than the nomi-
nally forbidden SE transitions. In contrast, the enhancement
of the DNP solid effect increases monotonically and does not
saturate at even at the highest microwave powers.

DISCUSSION

Similar to the published data at 5 T,30 the field profile
at 9.4 T of SA-BDPA showed a DNP enhancement sym-
metrically disposed about ω0S corresponding to μw irradia-
tion on resonance with the EPR transition. We attribute this
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FIG. 1. 1H DNP enhancement field profiles of (a) trityl OX063, (b) BDPA
(red, solid circle) and SA-BDPA (blue, open circle), and (c) d21-BDPA at
9.4 T. All the field profiles were obtained with about 9 W of microwave
power. A well-resolved solid effect is observed for all three radicals. The
dashed line indicates the position of the isotropic g-value and the BDPA’s
are upfield from trityl. In addition, in (b) a significant Overhauser DNP en-
hancement is also present when irradiating at the EPR transition in BDPA
and SA-BDPA. The positive enhancement indicates the DNP process is dom-
inated by a zero-quantum (ZQ) process; (c) The field profile for perdeuterated
BDPA shows a negative OE indicating it is dominated by a double quantum
(DQ) process.
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FIG. 2. Molecular structures of (a) trityl (OX063), (b) sulfonated BDPA (SA-BDPA) and (c) BDPA. Note that the EPR spectrum of trityl exhibits no hyperfine
structure due to 1H couplings. BDPA has a total of 21 1H’s coupled to the electron and SA-BDPA has similar couplings but 5 fewer due to the addition of –SO3
groups to the rings.

central peak to an Overhauser effect even though the samples
are nonconducting solids. In particular, the lineshape of the
center peak is characteristic of the OE in which the sign of
the DNP enhancement does not depend upon the offset of the
microwave frequency.

As mentioned above,27 Abragam predicted that the Over-
hauser effect would dominate in insulating materials given
that the isotropic hyperfine interaction is larger than the nu-
clear Zeeman interaction. The solid effect would otherwise
be the dominating DNP mechanism. The prediction is valid
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Trityl-OX063
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d21-BDPA

5 G

SA-BDPA
Simulation

BDPA
Simulation

FIG. 3. Liquid solution EPR spectra of the BDPA’s and trityl shown in
Figure 2. BDPA and d21-BDPA were dissolved in toluene whereas SA-BDPA
and trityl were dissolved in water. The radical concentration was 50 μM for
BDPA’s samples and 1 mM for the trityl sample. Note that trityl exhibits
no hyperfine structure due to 1H couplings. In contrast BDPA has a total of
21 1H’s coupled to the electron.41, 42 SA-BDPA has 5 fewer 1H’s as sug-
gested by Haze et al.30 due to the addition of –SO3 groups to the rings. The
simulation for BPDA uses isotropic hyperfine coupling constants of −0.15
MHz (2), −0.50 MHz (3), 1.09 MHz (4), 1.38 MHz (4), −5.29 MHz (4),
and −5.54 MHz (4), where the number in parenthesis indicates the number
of 1H’s. These are slightly different from the literature values of with cou-
pling constants of −0.29, −0.50, 0.97, 1.37, −5.29, and −5.55 MHz. The
simulation for SA-BDPA includes 16 1H’s with isotropic couplings of −0.28
MHz (2), −0.5 MHz (2), 0.98 MHz (4), −5.04 MHz (4), and −5.26 MHz (4).
The line broadening in SA-BDPA is most likely due to the slow tumbling of
the radical in water.

for low magnetic fields where the nuclear Zeeman interac-
tion is small and the two DNP mechanisms can overlap. In
our study at high fields (>9 T), the hyperfine coupling is two
orders of magnitude smaller than the nuclear Zeeman interac-
tion and the two DNP mechanisms are well separated by the
nuclear Larmor frequency. Therefore, the central peaks in
the field profiles of SA-BDPA and BDPA are purely due to
the Overhauser effect.

Abragam and co-workers also briefly reported observa-
tions of OE enhancements in charcoal and graphite, although
the state of the samples was not well characterized.43 In a
more recent study by Dementyev et al.,37 a negative Over-
hauser effect was observed at 2.35 T and 1.1 K in a single
crystal of doped semiconductors Si:P. Even though the doped
semiconductor was in an insulating state, the dopant concen-
tration was sufficiently high to form clusters of electrons.
The spin system leading to DNP therefore consists of two
electrons, two 31P nuclei and a single 29Si, but the Hamilto-
nian was simplified to one containing three spins. In this sys-
tem the strong exchange coupling of up to 100 GHz between
the electrons is comparable to the electron Zeeman interac-
tion (66 GHz), and modulates the electron-nuclear coupling,
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were obtained with 13 W of microwave power. The Overhauser effect in
BDPA and SA-BDPA became more efficient at this magnetic field. Note that
at this magnetic field the Overhauser effect dominates the SE in the BDPA/PS
sample.
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−2. At 18.8 T, the maximum enhancement of the Overhauser effect is one order of magnitude larger than that of the solid
effect.

leading to a negative Overhauser effect. Thus, this system is
very different from the systems and experiments studied and
reported here. In particular, B0 ≥ 9.4 T and the electron con-
centration is ∼40 mM, yielding an exchange coupling that
is at least 2–3 orders of magnitude smaller than the electron
Zeeman energy. In addition, if this mechanism was present in
our experiments, the Overhauser effect would have been ob-
served for all our samples, in particular with the same sign
and intensity of BDPA and d21-BDPA. Thus, the fluctuations
leading to the OE enhancements cannot be explained by the
exchange coupling.

Figure 2 shows the molecular structures and Figure 3
shows the solution X-band EPR spectra of all the paramag-
netic polarizing agents used in our study, together with sim-
ulations of the EPR spectra of SA-BDPA and BDPA per-
formed with EasySpin.44 As is clear from Figure 3 both
BDPA and SA-BDPA exhibit a rich array of hyperfine split-
tings whereas trityl OX063 and d21-BDPA do not. Specifi-

cally, the simulations for BDPA used isotropic hyperfine cou-
plings to 21 1H’s with coupling constants of −0.15 MHz (2),
−0.50 MHz (3), 1.09 MHz (4), 1.38 MHz (4), −5.29 MHz
(4), and −5.54 MHz (4) similar to the published data,41, 42

where the number in parenthesis indicates the number of
1H’s. The sulfonation process removes 5 1H’s30 and therefore
the simulation of the SA-BDPA spectrum shown in Figure 3
includes 16 1H’s with isotropic couplings of −0.28 MHz
(2), −0.5 MHz (2), 0.98 MHz (4), −5.04 MHz (4), and
−5.26 MHz (4). In contrast, trityl has a maximum proton hy-
perfine coupling of 0.05 MHz.33 As we will see below this
is the likely source of the Overhauser effect observed in the
SA-BDPA and BDPA and absent in trityl OX063. The fact
that there is a large enhancement at ω0S could possibly be ex-
plained as electron decoupling and is discussed in Ref. 45.
However, the fact that trityl does show paramagnetic quench-
ing in MAS experiments45 but does not exhibit an enhance-
ment at ω0S excludes this possibility.
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dependence of the OE and SE using the parameters for BDPA included in the caption of Figure 8.
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The relationship between isotropic hyperfine coupling
and the Overhauser effect in SA-BDPA and BDPA is also
strongly supported by the data on d21-BDPA. Deuteration ef-
fectively removes all the hyperfine couplings, which is evi-
dent in the EPR spectrum of d21-BDPA in Figure 3. Thus, any
DNP processes in d21-BDPA are mediated by the anisotropic
dipolar coupling between the radical and 1H’s of polystyrene,
which is consistent with the observation of a negative Over-
hauser effect (see Figure 1(c)). Moreover, such a coupling is
expected to be of smaller amplitude and leads to lower DNP
enhancements for both the solid effect and Overhauser effect.
This result also implies that in SA-BDPA or BDPA, the main
pathway for the polarization transfer starts from the 1H’s on
the radicals.

It is worth noting that the field profile of trityl
(Figure 1(a)) exhibits a reproducible asymmetric feature near
its center reminiscent of a cross effect field profile. The low
field side of this feature is slightly negative and the center
field corresponding to the location where OE’s are observed
is a crossing point of zero intensity. At high field there is a
positive lobe to the profile. At the moment we do not have a
satisfactory explanation for this feature.

To further explain the experimental data and other obser-
vations outlined above, we performed simulations of the SE
and the OE field profiles at 8 kHz MAS following the ap-
proach described by Mentink-Vigier et al.17 with the addition
of specific ZQ and DQ cross-relaxation pathways and rates
as illustrated in Figure 7. The evolution superoperator for one
rotor period is obtained by step integration and is then applied
repetitively to obtain the time evolution of the density matrix,
and from this the NMR signals. For the SE case the original
calculations involved a system composed of an electron cou-
pled to a proton via a dipolar hyperfine interaction. The same
system is sufficient to represent the fundamental physics of
the Overhauser DNP mechanism during sample rotation when
an isotropic hyperfine interaction is added to the system and
ZQ and DQ relaxation mechanisms are introduced. Because
of the high static magnetic field the hyperfine interactions can

Time (τr)

μw

Γ1e

Γ1n

Γ1n

Γ1,ZQ

Γ1,DQ μw

0               0.2             0.4              0.6              0.8             1.0

Energy

FIG. 7. Energy level diagram showing the ZQ and DQ, �ZQ and �DQ, relax-
ation pathways in the two spins system. �e and �n are the direct electronic
and nuclear relaxation rates. The dashed arrows indicate the positions in time
where the μw irradiation is on resonance for the SQ transitions.

be truncated and the laboratory frame spin Hamiltonian dur-
ing an MAS DNP experiment on the two-spin system can be
written as

Ĥ = Ĥ0 + Ĥμw,

where

Ĥ0 = {giso + g(�t )}βeB0Ŝz − gnβnB0Îz

−{Aiso + Adip(�t )}ŜzÎz + A+
dip(�t )ŜzÎ

+

+A−
dip(�t )ŜzÎ

−

and the microwave driving term is

Ĥμw = 2ω1SŜx cos(ω0St).

Here ω0S = gisoβeB0 is the frequency of the isotropic g
value and �t accounts for the time dependent orientation im-
parted by the magic angle spinning. This Hamiltonian per-
mits computation of the energy levels via a diagonalization
procedure.17 The relaxation is then introduced in the eigen-
frame at each angular step and the propagator is computed
in Liouville space. During the SE simulations, the relaxation
parameters are computed assuming fluctuations of Ŝx,y and

Îx,y operators in the eigenframe of the Hamiltonian. In the
case of the MAS Overhauser effect we also assumed fluc-
tuations of the hyperfine coupling and added those to the
source of relaxation. As illustrated in Figure 7, the spin oper-
ators of the hyperfine coupling support additional cross relax-
ation pathways with ZQ (�m = 0) relaxation originating from
the (Ŝ+Î− + Ŝ−Î+) operators of its isotropic and anisotropic
parts and DQ (�m = 2) relaxation from the (Ŝ+Î+ + Ŝ−Î−)
operators of only its anisotropic part. In the presence of strong
isotropic contributions the ZQ relaxation time is expected to
be shorter than the DQ relaxation time, which leads to a posi-
tive Overhauser effect.

In our calculations, we defined two cross-relaxation rates
�1,ZQ = T −1

1,ZQ and �1,DQ = T −1
1,DQ that are different and that

are the coefficients of the relaxation rates derived from the ZQ
and DQ operators, respectively. Realizing that in our case the
hyperfine coefficients satisfy |Aiso| > |A±

dip|, we can expect
the cross relaxation rates to satisfy �ZQ > �DQ. The intro-
duction of the two relaxation pathways appears necessary to
achieve a buildup time of the order of T1n.

Based on this model we performed a series of simulations
for the case of BDPA’s where the external magnetic field, B0,
and the μw power were swept. The simulations employed the
parameters compiled in the figure captions which were chosen
to approximate the experimental values.

Figure 8 illustrates the intensity of the predicted field
profile for SA-BDPA and BDPA at two different fields (a)
9.4 T and (c) 14.1 T. Figure 8(b) presents the simulated field
profile of d21-BDPA. At this point there are significant un-
certainties in the values of experimental parameters, so the
simulations cannot predict the absolute enhancement values,
but only rather their relative intensities and accordingly are
presented as normalized plots in Figure 8. Nevertheless, we
observe the expected SE signal at ω0S ± ω0I as well as
a positive enhancement at ω0S. Experimentally, the Over-
hauser enhancement is larger in BDPA than in SA-BDPA,



064202-7 Can et al. J. Chem. Phys. 141, 064202 (2014)

Magnetic Field (T)

9.38               9.39               9.40               9.41

14.07      14.08      14.09     14.10      14.11      14.12

N
or

m
al

iz
ed

 E
nh

an
ce

m
en

t

1.0

0.5

- 1.0

- 0.5

0

1.0

0.5

- 1.0

- 0.5

0

1.0

0.5

- 1.0

- 0.5

0

(a)

(b)

(c)
BDPA

SA-BDPA

BDPA

SA-BDPA

d21-BDPA

FIG. 8. Normalized simulations of the DNP field profiles for SA-BDPA
and BDPA at (a) 9.4 and (c) 14.1 T and (b) for d21-BDPA at 9.4 T at
T = 100 K assuming (ω1S/2π )∼0.85 MHz. The following parameters were
used in the simulations: BDPA:Aiso = 2.5 MHz, Adip = 1.5 MHz (in the prin-
cipal axis frame), is the same order of magnitude as the published data.41, 42

We employed an average value of the isotropic hyperfine value. �1,ZQ

= (T ZQ
1 )−1 = 0.91 s−1, �1,DQ

= (T DQ
1 )−1 = 0.40 s−1, �1n = (T1n)−1

= 0.16 s−1 @ 9 T and 14 T, SA-BDPA:Aiso = 2 MHz, Adip = 1.5 MHz (in
the principal axis frame), assuming the sulfonation may affect the isotropic
values by reducing the number of protons on the rings. �1,ZQ

= (T ZQ
1 )−1

= 0.24 s−1, �1,DQ
= (T DQ

1 )−1 = 0.18 s−1, �1n = (T1n)−1 = 0.03 s−1 @

9 T and �1n = (T1n)−1 = 0.02 s−1 @ 14 T. d21-BDPA: A purely dipolar
coupling of 0.1 MHz which corresponds to e−-1H distance of 0.9 nm, and
cross relaxation rates �1,ZQ

= (T ZQ
1 )−1 = 0.001 s−1, �1,DQ

= (T DQ
1 )−1

= 0.003 s−1 were used.

presumably because of the stronger coupling to 21 1H’s, and
we have increased Aiso in the BDPA simulations to account for
this fact. We also note that for the results presented here the
ratio εOE / εSE increases with B0. For SA-BDPA it increases

from 0.13 to 0.46 and for BDPA from 1.25 to 2.9 at 9.4 and
14.1 T, respectively. These results are in good agreement with
the experimental data. It is worth noting that the shapes of
the simulated field profiles do not depend strongly on either
�1e = T −1

1e or �1n = T −1
1n but are primarily determined by the

ratio �1,ZQ / �1,DQ.
The origin of the observation that the Overhauser effect

enhancement appears to scale with B0 (Figure 5) is not well
established, again due to the lack of experimental parame-
ters, especially electronic relaxations at high fields. We sug-
gest that the cross relaxation rates increase with B0 as cal-
culated by Pines et al.46 Note that the cross relaxation rates
�ZQ and �DQ are proportional to the spectral density J(ω0S
± ω0I), respectively, both of which can be approximated as
J(ω0S) since ω0S � ω0I. Thus, faster cross relaxation rates
would be evident in shorter electron T1e at high fields in the
case of SA-BDPA and BDPA. A similar result was reported
for trityl OX063 in glycerol/water glassy matrix.47

In addition, as illustrated in Figure 1(c) we have observed
a weak negative OE when using d21-BDPA as the polarizing
agent. In this case dipolar mediated DQ relaxation rather than
ZQ processes dominate the Overhauser effect enhancement
profile. Simulations shown in Figure 8(b) reproduce the es-
sential features of the negative OE.

Finally, as shown in Figure 6(b) we are able to correctly
predict the DNP enhancement as a function of the μw field
strength ω1S for both the SE and Overhauser case. The Over-
hauser enhancement increases steeply with ω1S and saturates,
while the SE increases more slowly. Again the simulations re-
produce the essential features of the experimental power de-
pendence of the Overhauser and solid effects.

CONCLUSIONS

In summary we present here the initial experimental ob-
servation of microwave driven OE DNP around ω0S in insu-
lating solids at high field using the narrow line radicals SA-
BDPA and BDPA. It is present along with the expected solid
effect occurring at ω0S ± ω0I. The experimental and simu-
lated enhancement field profiles demonstrate a field depen-
dence ∼ ωOI , in contrast to the inverse dependences predicted
for the SE and CE. The relative intensity of the two contribu-
tions depends strongly on the ratio �ZQ / �DQ and the sizes
and/or numbers of the nuclear hyperfine couplings. These ob-
servations suggest that OE’s could be seen in other systems
and should stimulate the development of additional narrow
line radicals that possess the features. They should be useful
for MAS DNP at higher magnetic fields.
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