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ABSTRACT In this paper I review the ways in which the
glassy state is obtained both in nature and in materials science
and highlight a "new twist"-the recent recognition of poly-
morphism within the glassy state. The formation of glass by
continuous cooling (viscous slowdown) is then examined, the
strong/fragile liquids classification is reviewed, and a new
twist-the possibility that the slowdown is a result of an
avoided critical point-is noted. The three canonical charac-
teristics of relaxing liquids are correlated through the fragil-
ity. As a further new twist, the conversion of strong liquids to
fragile liquids by pressure-induced coordination number in-
creases is demonstrated. It is then shown that, for comparable
systems, it is possible to have the same conversion accom-
plished via a first-order transition within the liquid state
during quenching. This occurs in the systems in which "poly-
amorphism" (polymorphism in the glassy state) is observed,
and the whole phenomenology is accounted for by Poole's
bond-modified van der Waals model. The sudden loss of some
liquid degrees of freedom through such weak first-order
transitions is then related to the polyamorphic transition
between native and denatured hydrated proteins, since the
latter are also glass-forming systems-water-plasticized, hy-
drogen bond-cross-linked chain polymers (and single mole-
cule glass formers). The circle is closed with a final new twist
by noting that a short time scale phenomenon much studied
by protein physicists-namely, the onset of a sharp change in
d<r2>/dT (<r2> is the Debye-Waller factor)-is general for
glass-forming liquids, including computer-simulated strong
and fragile ionic liquids, and is closely correlated with the
experimental glass transition temperature. The latter thus
originates in strong anharmonicity in certain components of
the vibrational density of states, which permits the system to
access the multiple minima of its configuration space. The
connection between the anharmonicity in these modes, vibra-
tional localization, the Kauzmann temperature, and the fra-
gility of the liquid is proposed as the key problem in glass
science.

The study of viscous liquids and the glassy state has become
increasingly popular since Anderson's review of the field in
1978 (1) and particularly since the mode-coupling theory
(MCT) for viscosity divergence was presented in 1984 (2). It is
now recognized as one of the most significant unsolved
problems in condensed matter physics and consequently has
provoked increasingly sophisticated experimental study and
the involvement of an increasing number of theorists. In
addition to the existence of new theoretical predictions (3),
new aspects of the phenomenology have recently come into
focus. For instance the damping of the little understood
"boson peak", believed by many to originate in some inter-
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mediate range order (4), has been found (5-7) to correlate with
the temperature dependence of the viscosity (i.e., with the
so-called "fragility" of the liquid or polymer). At the same
time, the notion that a given liquid on slow cooling at constant
pressure always tends toward the same conformational ground
state has recently been overturned by the recognition of the
existence of polymorphism in the glassy state (8-11) [called
"polyamorphism" (12)]. Thus the field is in a state of flux. It
is an exciting period, as Anderson has opined (13), that a
theory of the nature of glass and the glass transition is the
"deepest and most interesting unsolved problem in solid state
theory."
Many of the problems in this field are encountered at such

long relaxation times as to be "safe" from resolution by the
method of molecular dynamics computer simulation (14),
though the behavior of real systems near the critical temper-
ature (ideal dynamical glass transition temperature) ofMCT is
within range. This is certainly also true of the boson peak,
which is a short time scale phenomenon; hence, elucidation of
the short time dynamics may be expected in the near future.
Indeed some progress in this domain is being reported cur-
rently (15-17) and will be briefly described herein. In this
article, both old and new aspects of the problem are reviewed.
The transition between the configurationally labile liquid, or

rubbery, state and the configurationally rigid glassy state is a
phenomenon of very broad importance in the physical and
materials sciences and in biology. It is, of course, the manner
in which the optically isotropic materials of ubiquitous impor-
tance in optics are prepared, but it is also, rather less obviously,
the strategy by which nature protects vital organisms against
harsh environmental conditions (seeds and desert insects
against drought, Arctic insects against deep freezing). It is also
the strategy mankind uses in the preservation of foodstuffs by
desiccation or freezing processes.

This article is condensed from a more detailed paper (16) for
the proceedings of the recent Conference on Scaling Concepts
in Complex Systems.* As in that case, I will mention the
various routes to the glassy state of matter, highlighting the
evidence for polyamorphism. Then we will explore in more
detail the "normal" route to the glassy state (namely, the
cooling of an initially liquid state) and consider the variations
in the way liquids slow down as the temperature decreases. In
the cases of substances where more than one major amorphous
form can be identified, it will be seen that, on cooling, the
transformation from one form to another may be observed as
a liquid-state transition phenomenon. Since the origin of such
an astonishing event is not obvious, its explanation by means
of a recent simple thermodynamic model obtained by modi-
fying the van der Waals equation, recently developed by Poole
et al. (18), will be summarized.

Abbreviation: MCT, mode-coupling theory.
*Conference on Scaling Concepts in Complex Systems, June 28-July
6, 1994, Catanzano, Calabria, Italy.
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I will refer briefly to the relation of this phenomenology to
the dynamics of hydrated proteins, and particularly the un-
folding transition, before closing with some notes relating the
very short-time dynamic features of proteins to similar features
in simple systems and identifying these as a basis for recon-
sideration of the basic nature of the glass transition.

Diverse Routes to the Glassy State and Polyamorphism

While the glassy state is conventionally obtained by the cooling
of a liquid, it is well known that many alternative routes, such
as vapor-phase deposition, desolvation, and in situ chemical
reaction, are available and in most cases were practiced by
nature before materials science took over. The most recently
recognized method of amorphization is the least obvious-
amorphization by steady compression of open-structured crys-
tals (8-12); a related method is by decompression of extremely
compact high-pressure stable crystals (19, 20). The many
alternative processes are summarized in Fig. 1.

After a suitable annealing procedure, it is found that the
glassy state realized for a given substance by any one of a
selection of these methods is remarkably close to that pro-
duced by any other, implying that the glassy state exists in a
rather well-defined "pocket" in configurational space. How-
ever, in certain cases, the glassy state may, in fact, occupy more
than one distinct pocket, constituting an important "new
twist." It now seetns that polyamorphism (12) is a reality.
Mishima et al. (8-11), who first recognized the process of
compression vitrification, also showed that the vitreous form
obtained in the initial compression is of very high density
compared to the normal vitreous ice. They observed that the
normal vitreous ice is produced via a rather sudden relaxation
on annealing of the high-density form. Furthermore, the
low-density form thus obtained could be returned to the
high-density form by something akin to a first-order transition,
on recompression, albeit with a large hysteresis, which has a
natural explanation. Mishima's latest work confirms it (11).

This process has been followed spectroscopically in the cases
of vitreous SiO2 and GeO2 (12). The hysteretically reversible
spectral changes have been directly correlated with reversible
coordination number changes in the glass by an ion dynamics
computer simulation study of the spectral changes associated
with polyamorphism in the analogous vitreous BeF2 system
(21). The most careful computer simulation study of the
phenomenon, that performed on vitreous ice (22), showed that
the low-density amorphous state resists compression up to
some critical pressure, which depends on the temperature,
whereafter a rapid collapse to a high-density, high-
coordination state is observed. It has a well-defined limit that,
on being reached, gives rise to a new regime of low compress-
ibility, now characteristic of the high-density amorphous form.
The process is reversible with large hysteresis as described in
ref. 22, but a small negative pressure is needed to complete the
return to the low-density form in the case of H20 (8-10). A
detailed laboratory study with results strikingly supportive of
the simulations has recently been published by Mishima (11).
A number of cases of polyamorphism have now been discov-

ered and are the subject of much interest in the recent
literature.

Later I will relate this phenomenon to the equally important
matter of liquid-liquid transformations, after first discussing
the basic phenomenology of glass formation by viscous slow-
down.

Glass Formation by Viscous Slowdown: Strong and Fragile
Liquids and Systems That Can Be Both

Glasses are normally prepared by the steady cooling of an
initially liquid state, often followed by an annealing stage in
which stresses induced during the vitrification are removed. It
is the viscous slowdown process that has been most intensively
studied among the various routes to the glassy state and to
which I also give most attention.
The glassy state is entered when the cooling liquid passes

through the "glass transition," which is actually a range of
temperatures over which the system "falls out of equilibrium."
It is manifested most directly by the systematic decrease of heat
capacity from liquid-like to crystal-like values. This abrupt
change in the heat capacity, usually amounting to 40-100% of
the vibrational heat capacity (i.e., the heat capacity below Tg),
is regarded by most workers as the primary signature of the
transition between ergodic and nonergodic states. It is illus-
trated in Fig. 2 for various representative systems. One ob-
serves in Fig. 2 that the relative change in heat capacity differs
greatly among different systems. Interestingly enough, of the
primeval examples of the glassy state (16, 17), three key
members (glassy water, vitreous silica, and amber) lack any
pronounced thermal signature of the passage from glass to
liquid on heating. It will be shown that this casts vitreous water,
pure silica, and heavily cross-linked organic resins among the
examples of "strong glass formers," which lie at one extreme
of the range of viscous liquid behaviors.
There has been controversy in the literature concerning the

fundamental nature of the laboratory glass transition. The
controversy centers on the extent to which thermodynamics is
relevant to the observed process (23-26). While the process
observed in the laboratory is undoubtedly kinetic in origin, it
remains unclear whether or not the kinetic phenomenon is
underlain by some singularity (1, 23-26) [e.g., a thermody-
namic transition of second order, or even first order (27)]. 1 will
make some remarks on this issue later, but for the present
purposes it is only necessary to consider the kinetic aspects.
To address the problem of viscous slowdown, it is natural to

examine as broad a spectrum of kinetic data as are available
and to seek some pattern that might simplify consideration of
the problem. A great many viscosity data are available, and it
has been found (28-31) that by scaling temperature in an
Arrhenius plot by the glass transition temperature itself, the
reduction of all data into a comprehensible pattern is achieved.
This is shown in Fig. 3, which has been accorded a lot of
attention. However, the choice of T(log q-=13) as the scaling
temperature is not necessarily the best choice. Alternatives
based on (i) the glass transition temperature defined by
scanning calorimetry at a standard rate and (ii) the tempera-
ture at which certain relaxation times reach 102 s have also

:e, diffusion-|
Ireaction FIG. 1. Various routes to the glassy state, roughly

indicating the energies of the initial states relative to
sis of the final glassy states. The route of crystal compres-
or organics sion below the glass transition temperature (Tg) may
ing Csol-gellI yield glasses that are thermodynamically distinct

leconpresion from those obtained by the other route but that may
-Pstablecrystal transform to them via nonequilibrium first-order

transitions. [Reproduced with permission from ref.
17 (copyright American Association for the Ad-
vancement of Science).]

6676 Colloquium Paper: Angell



Proc. Natl. Acad. Sci. USA 92 (1995) 6677
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FIG. 2. Heat capacity forms for liquid and crystal phases of
different types of substance. (A) Molecular systems like toluene where
the glass transition occurs in a range where the crystal heat capacity
is not classical. (B) Metallic systems like Au-Si where crystal and glass
reach the classical regime before the glass transition occurs. (C)
Covalent systems like As2Se3 where the liquid heat capacity jump
occurs on a classical background and ACp remains large above Tg. (D)
Open network systems like GeO2 where ACp is small and occurs on a
classical background. [Reproduced with permission from ref. 17
(copyright American Association for the Advancement of Science).]
3NR, classical Cp per mole of heavy atoms.

been utilized (30, 31). While the patterns obtained according
to such choices differ in some detail, the broad aspect is
unchanged. The almost universal departure from the familiar
Arrhenius law, which governs so many rate processes in nature,
is the first and arguably the most important canonical feature
of glass-forming liquids.
The figure suggests that certain types of liquids form ex-

tremes on the general behavior. Open network liquids like
SiO2 and GeO2 show an Arrhenius variation of the viscosity (or
structural relaxation time) between the glass-transition tem-
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FIG. 3. Tg-scaled Arrhenius plots of viscosity data showing the
"strong/fragile" pattern of liquid behavior on which the liquids
classification of the same name is based. (Inset) The jump in heat
capacity at Tg is generally large for the fragile liquids and small for
strong liquids, though there are a number of exceptions to this
generalization, particularly when hydrogen bonding is present. (Re-
produced from ref. 29.)

perature and the high temperature limit and preserve the
"strong" liquid extreme of the pattern. Others, characterized
by simple nondirectional Coulomb attractions or by van der
Waals interactions in a subgroup of substances with many ir

electrons (primarily aromatic substances), provide the other
extreme-"fragile" liquids-in which the viscosities vary in a
strongly non-Arrhenius fashion between the high and low
limits. This pattern, which has been discussed in some detail
previously (29-31), has become known as the strong/fragile
liquids pattern and has been used as the basis for a classifi-
cation of liquids utilizing the same terms. The terms have been
chosen to indicate the sensitivity of the liquid structure to
change of temperature. The fragile liquids are those whose
glassy state structures are teetering on the brink of collapse at
their Tg values and that, with little provocation from thermal
excitation, reorganize to structures that fluctuate over a wide
variety of different structural arrangements and coordination
states. Strong liquids, on the other hand, have a built-in
resistance to structural change, and their vibrational spectra
and radial distribution functions show little reorganization
despite wide variations of temperature. Strong liquids can be
converted to more fragile behavior by changing their densi-
ties-an example will be given below.
The whole pattern can be reproduced quite well by variation

of one parameter in a modified version of the famous Vogel-
Fulcher-Tammann (32, 33) equation. The original equation

[1]r1 = z70exp (B/(T - To)

is written in the form

,q = qo exp (DTO/(T - To)). [2]

In this form it is the parameter D, which controls how closely
the system obeys the Arrhenius law (D = 00, or To = 0). As D
changes, so will the value of To change relative to Tg; the
relation is a simple linear one of the form

Tg/To = 1 + D/(2.303 log 71g/710), [3]

where log(%/vq0) is =17, according to Fig. 3.
The most fragile liquids identified to date are polymeric in

nature, and because of this they cannot be entered into a figure
like Fig. 3 without modification. This is because the viscosity
of a polymer liquid is largely controlled by its molecular weight
(34-36), and this effect must be removed before any common
pattern can be obtained. It is necessary in classifying polymer
liquids and rubbers to utilize some relaxation time character-
istic of the segmental motions (i.e., a microscopic relaxation
time, such as is obtained from transient mechanical spectros-
copy near Tg, digital correlation spectroscopy, or dielectric
relaxation). When this is done, it is found (31, 37) that
polycarbonates and polyvinyl chloride are the most fragile
systems yet identified with D 2. Much more fragile behavior
is to be found in certain spin glass systems [e.g., Cu-Mn (38)].
In this case Eq. 3 shows that Tg and To will almost coincide,
which is probably the reason for suggestions that in some spin
glass systems there is a real phase transition with an associated
diverging length scale. The question of an underlying phase
transition in viscous liquid systems has been much debated
since Kauzmann drew attention to an impending entropy
catastrophe in supercooling liquids in his famous 1948 review
(26) and is still unresolved. Brief reference to this well-known
problem will be made below.

Eq. 2 is by no means the only way of describing the
temperature dependence of viscosity or relaxation times in
viscous liquids, and many others with three or fewer param-
eters have been proposed, some with theoretical bases. These
are summarized and referenced in ref. 12. It is clear that none
can fit precise data over the whole 15 orders of magnitude for
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which it is available in some cases; indeed, this is not a
reasonable expectation unless one has additional parameters
as justified in the Cohen-Grest treatment (27). Eq. 2 has the
unique advantage that fits of relaxation data near Tg usually
give physically appealing (phonon-like) preexponents and To
values that agree with the Kauzmann temperatures TK ob-
tained from purely thermodynamic measurements (26, 39).
The theoretical connection may be made through the Adam-
Gibbs theory for kinetic processes in cooperative systems (40),
which leads to the relation

,q = A exp(C/TSc), [4]

where Sc is the configurational entropy at temperature T. This
yields Eq. 1 if the functional form assumed for excess heat
capacity ACp in evaluating Sc [Sc = fTK(ACp/T)dT] is taken to
be ACP = KIT, which is a good approximation to the exper-
imental findings (41, 42). The form the heat capacity would
take at temperatures well below Tg, where laboratory studies
are impeded by the long time scales, is an open question. Three
possibilities that are consistent with the excess entropy re-
maining at Tg in the carefully studied case of H2SO4 3H20 (43)
are illustrated in Fig. 4. Two of them imply phase transitions
while the remaining one implies only an anomaly-an exag-
gerated type of Schottky anomaly (44).
An analysis of the higher temperature, lower viscosity data,

which has gained much credence in recent years, is based on
the very detailed predictions of MCT. This is described by its
authors (2, 3) as a mathematical theory of the glass transition
(3), and, as such, much of the physical picture has had to be put
in a posteriori and there has been some confusion in nomen-
clature as a result. However, its success in detailing subtle
aspects of the phenomenon in the simple atomic systems (45)
to which it might be expected to apply [and also to many more
complex systems to which application is less expected (26)] is
by all accounts remarkable. In this theory, at least in its more
tractable versions in which activated processes play no role (2),
thermodynamics has no direct role to play. The theory in its
idealized version requires the liquid to jam dynamically into a
glassy state at temperatures far above Tg and in some cases
above Tm, while a fast relaxation mode [which bears no relation
to the familiar Johari-Goldstein a-relaxation (46)] continues
to be active in the glassy state. The jamming is in practice
avoided by the intervention of activated processes, which, for
time scales longer than nanoseconds, offer an alternative and
more efficient way of relaxing stress to that dealt with by the
idealized theory. The "hopping" processes are incorporated in
a more advanced form of the theory (3), but this form is highly
parameterized, and the predictive prowess in the hopping
domain is less marked. Yet it is in this domain that techno-
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FIG. 4. Alternative heat capacity vs. temperature forms for the case
of H2SO4*3H20 (Giaque), which are consistent both with the observ-
able values above Tg and with the condition that the excess entropy of
amorphous phase over crystal remain positive or zero down to 0 K

logically important processes such as refractive index stabili-
zation and physical aging constitute important problems to be
solved. In this low-temperature regime, the "fast" process of
MCT (i.e., the process associated with anharmonic prediffu-
sion behavior, which is taken up in the last section) remains
relevant since barrier crossing must also be preceded by
anharmonic cage rattling. However now it is the physics of
exploration of the energy landscape, missing from MCT [or
introduced somewhat ad hoc as hopping processes, or subsid-
iary "current" modes (13), to explain the missing singularity],
which must be dealt with in detail to understand the slow
process. In this sense, as pointed out before (30), MCT only
advances the field to the edge of the real problem.
A general interpretation of the pattern of low-temperature,

high-viscosity behavior seen in Fig. 3 can be made in terms of
the character of the (3N + 1) dimensional energyhypersurface
discussed originally by Goldstein (46) and Gibbs (47), dis-
cussed more quantitatively by Anderson (1), and now greatly
refined by Stillinger and Weber (48, 49). In his classic 1969
paper, Goldstein (46) argued by three different routes that, at
viscosities in excess ofsome 102 poise (relaxation times ofsome
10-9 s), corresponding to temperatures of about 1.3-1.7 Tg
(i.e., near the MCT Ta), the liquid structure would be suffi-
ciently coherent to store energy on short time scales and that
transport processes would then become activated in some
sense. Gibbs envisaged a hypersurface with fewer minima at
lower energies (so that the slowing down of the equilibration
time with decreasing temperature in proportion to the corre-
sponding decrease in excess entropy Sc could be understood)
and one lowest minimum into which the system would settle at
the Kauzmann temperature if internal equilibrium were main-
tained (i.e., at infinitely slow cooling rate).

I have discussed elsewhere (29, 30) the topological features
of the hypersurface that would differentiate between strong
and fragile liquids and will not repeat the discussion here
(although the hypersurface will later be invoked to incorporate
the new twist ofpolyamorphism). Rather, I will note a very new
twist to the interpretation of viscous slowdown, which at-
tributes the phenomenology to a singular point at a temper-
ature even higher than that of MCT. Kivelson et aL (50) have
suggested that the accelerating increase in temperature de-
pendence of viscosity, which sets in at moderate supercooling,
or even in the stable state in some pure substances and many
solutions, is a consequence of the narrow avoidance of a
singularity associated with most favorable packing of the
particles. This is not the normal crystalline packing but the
extended packing of small clusters (e.g., the tetrahedra in the
case of hard spheres), which is only attainable in curved space.
The effect of real space frustration of this extended packing
order leads to a temperature dependence of the response
functions, which is consistent with the viscosities of all the
known glass formers (50). The details of the theory, and the
physical interpretation of its parameters, remain to be artic-
ulated.

It is perhaps consistent with the latter ideas that in the case
of strong liquids (which are always the least closely packed) the
fragility, which must be interpreted in terms of how narrowly
the critical point is avoided, can be strongly affected by changes
of density. As hinted at in earlier work (51), and now con-
firmed by the extended calculations presented in refs. 15 and
16, liquid SiO2 becomes strongly non-Arrhenius (i.e., much
more fragile in the Fig. 3 sense) on compression to -70% of
its normal volume. Whether or not fully fragile behavior can
be obtained at higher compression remains to be seen.

In terms of the earlier energy landscape interpretations of
viscous slowdown, which I admit to preferring over the avoided
critical point proposal, these latter results would imply that a
given hypersurface may have regions corresponding to differ-
ent particle densities, which are characterized by very different
densities of minima (see below). These results suggest that a
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rigid ion system like BeF2 (52) or SiO2 could provide a fruitful
subject for theoretical investigations of the hypersurface to-
pologies, which relate alternatively to strong and fragile be-
havior in liquids. What remains to be shown is that in certain
interesting cases these regions with different topologies must
be characterized as separate megabasins in the configuration
space of a single substance. The megabasins in these cases are
separated by major energy barriers such that the system can,
under the right circumstances, execute transitions between
them; these transitions have the characteristics of first-order
phase transitions. For instance, this is necessary to account for
the polyamorphic transition seen to occur under nonergodic
conditions, in the case of vitreous water described in our first
section. Now I show that such transitions may occur in the
metastable liquid state, where, at least in principle, the tran-
sition can be a reversible phenomenon.

Fragile to Strong Liquid Conversions by First-Order
Transition

Fig. 5 shows the microstructure of a quenched melt in the
Y203-A1203 system reported recently (54). The structure
shows droplets of one glass phase embedded in the matrix of
another glass. What is remarkable (54) is that the two glassy
phases are of identical composition. Only the densities are

different. The droplet phase, which must have nucleated and
grown from the matrix during the quench, is the low-density
and low-entropy phase. The inevitable conclusion is that a

first-order transition from a high-density liquid to a low-
density liquid occurred during the quench but was arrested
before it could be completed because of the fast quench and
the highly viscous condition under which the nucleation was
initiated. The high-temperature liquid, according to the avail-
able viscosity data and the best estimate of the glass transition
temperature of the droplet phase, is a very fragile liquid, so it
is not unreasonable to suppose that the transition is also one
from a fragile to a strong liquid.

This is entirely consistent with what had already been
suggested (55) for the behavior of pure water during quenches
so rapid that the glassy state is obtained (56). The latter
requires exceptionally fast cooling as the boiling point-to-
melting point ratio for water is only 1.36:1. It is well docu-
mented for water that both the thermodynamic and the
transport properties approaching -45°C become highly anom-
alous (57, 58) and comparable to those of some liquid crystals
approaching their weakly first-order mesophase transitions

FIG. 5. Microstructure showing two glassy phases of identical
composition formed by quenching an initially homogeneous oxide
melt in the system Y203-A1203. The droplet phase is found to be of
lower density and has evidently nucleated from the denser phase,
which is a fragile liquid at 2000K (Fig. 3), during the quenching. Faster
cooling suppresses the formation of the droplet phase (54). [Repro-
ducedwith permission from ref. 54 (copyright Macmillan Magazines).]

(59). The anomalies are a consequence of approach to a
singularity (I would argue a spinodal instability) near which
fluctuations slow down and diverge, which lies shortly below
the first-order transition temperature. The low-temperature
phase of water is an open network (60, 61) like SiO2, and it is
not surprising (see Fig. 4) that it should be a strong liquid.
The manner in which suchweak first-order transitions can arise

in atomic and small molecule liquids prone to open network
bonding has been demonstrated in two recent theoretical papers
(18, 62), one of them a microscopic model (62). The phase
diagrams for two water-like substances with different hydrogen
bond strengths obtained from the first of these are shown in Fig.
6 (no crystalline phases). The value of the bond strength deter-
mines whether a first-order liquid-liquid transition occurs at all
pressures or only at pressures above ambient. Again the low-
temperature phase is a low-density, low-entropy phase.
The slopes of the liquid-liquid phase transition lines in Fig.

6 are those expected from the Clapeyron equation and, in
combination with the spinodal lines radiating out from the
critical point, show why the polyamorphic phase change ob-
served under nonergodic conditions in both laboratory (11)
and simulation studies (22) occurs hysteretically (11, 22). The
amorphization of certain high-pressure metallic phases trans-
forming to low-density tetrahedral semiconducting glasses on
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FIG. 6. Phase diagrams from bond-modified van der Waals model
for water (18) based on choice of hydrogen bond-breaking energy
consistent with spectroscopic evidence, AH = 14 kJ/mol (A) and the
energy indicated by potential functions used for water simulations, AH
= 22 kJ/mol (B). For the former parameter choice, the phase diagram
is consistent in form with that derived from the Haar-Gallagher-Kell
equation of state (63) and suggests a line of liquid-liquid first-order
transitions with negative Clapeyron slope running between the liquid
vapor spinodal at negative pressure and uncharted regions at high
pressure. For the latter parameter choice, the line of first-order
transitions terminates at a critical point at moderate pressures, marked
C'. This is the result obtained in the computer simulation studies using
common pair potentials (see ref. 64). Note the disposition of the
spinodal lines above and below the transition line. Approach to a
spinodal is accompanied by diverging fluctuations and anomalous
physical properties. Dotted lines are loci of density maximum tem-
peratures. [Adapted with permission from ref. 18 (copyright The
American Physical Society).]
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decompression (53) has been explained using similar phase
diagrams (which have second critical points at negative pres-
sures) derived from "two-fluid" models (64).

Other common systems with the same characteristics as wa-
ter-open tetrahedral network low-temperature amorphous
phases and higher density liquids-are silicon and germanium.
There are also a variety of like-structured binary compounds such
as InSb and CdTe with unusual behavior (65). In the case of
silicon, first-order phase transitions between high-density liquid
and lower density tetrahedral amorphous (viscous liquid) phases
have been observed in computer simulation studies (M. Grabow,
personal communication) and have also been reported in very
short time scale experiments (66) in which the transition from
amorphous network to metallic liquid was called a first-order
"melting" transition. This occurred at a temperature well below
the normal melting point of the crystal. As with water, the
experimental problem impeding study is the ultrafast crystalliza-
tion of the stable crystal phase during cooling.
To accommodate these new phenomena, a more general

version of the hypersurfaces discussed earlier is drawn in Fig. 7.
This version permits the low-entropy strong liquid state to be
found by first-order phase change (configuration space tunneling)
from a fragile (higher entropy) state, which involves nucleation
and growth as evidenced in Fig. 5. At low temperatures in the
glassy state, the possibility of nucleating a phase change, hence of
finding an equilibrium transition, vanishes, but it is still possible
for the phase change to occur by a spinodal type mechanism. In
this type of mechanism, the system can be moved, by elastic
distortions, along a continuous uphill path in the configuration
space of one megabasin until an overlap with a minimum in the
adjacent megabasin occurs and the system falls into it (see Fig. 7).
This path is absolutely irreversible, and the transition on decom-
position can only be accomplished by a comparably large elastic
distortion in the opposite direction, hence, the large hysteresis
demonstrated so definitively in the studies of Mishima (11) and
Poole et al. (22). Liquid-crystal mesophases, which maybe viscous
and glass forming (67), can also be represented by hypersurfaces
with distinct megabasins. When lines of glass transitions cross
mesophase boundaries, polyamorphs, which are distinguished by
orientations rather than density, may be obtained (68). The liquid
crystal first-order transitions are distinguished from the present
cases by being observable as stable state phenomena and by

Crystal I Iglassi

increasing density >

configuration coordinate

FIG. 7. Potential energy hypersurface showing megabasins needed
to understand the existence of polyamorphic forms and the observed
first-order-like phase transitions between them. The wavy horizontal
arrow indicates narrow channel in configuration space (out of plane of
paper) by which nucleation of the low-entropy phase can occur during
cooling (strictly, the vertical axis should be a chemical potential in
order for the horizontal transition to be appropriate). The inclined
straight line schematizes how cold compression can lead to sudden
(unnucleated, spinodal-like) collapse to a higher density glass. In
addition to the article by Stillinger (49), a good discussion of the nature
of the configuration space minima, with an emphasis on spin glasses,
is given in an important review of the glassy state by Anderson (1).
[Reproduced with permission from ref. 17 (copyright American
Association for the Advancement of Science).]

having only very small changes in heat capacity across the
transitions. Thus, presumably they cannot be classified as strong

fragile liquid transitions.

Other Canonical Features of Liquids Near the Glass
Transition

The non-Arrhenius behavior described above is only the first
of three canonical characteristics of glass-forming liquids.
There are two others: (i) the nonexponentiality of relaxation
(69-76), most economically described (74) by the parameter 13
in the Kohlrausch relaxation function,

O(t) = exp[-(t/T)13], [5]

and (ii) the nonlinearity of relaxation (77-82) which, for
nonergodic systems, describes the relative importance of pure
temperature vs. fictive temperature (81) in determining T of
Eq. 5. The fictive temperature is a convenient way of quanti-
fying the difference between the structure of the fully equil-
ibrated liquid and the structure whose relaxation is being
measured. This somewhat complex matter is fully described in
a recent review by Hodge (79). For our purposes here, the
important point is that the parameters describing these two
additional characteristics of relaxing liquids seem to be closely
correlated to the corresponding fragilities. The correlation of
exponentiality with non-Arrhenius character is an old one
(69), which has been refined and qualified recently (73). The
correlation of nonlinearity with fragility was until recently
dependent on fits of scanning data to multiparameter functions
(77-79), but it has now been confirmed by precise isothermal
enthalpy relaxation studies (80).
The new twists in this research area have been the discovery

of an apparently universal scaling of the relaxation spectra
(75), which is consistent with an expectation from percolation
theory (71) and the use of universal deviations from Eq. 5 at
high f/fm,: (75) to argue for a divergent susceptibility at T. of
Eqs. 1 and 2 (76). Thus To, if it exists, is the temperature of the
phase transition. This would suggest that curve C in Fig. 4 may
be closest to the mark.

"Glassy" Dynamics and Phase Transitions in Polypeptides
and Proteins

It was shown in refs. 16 and 17 that, in the Poole model (18), the
low-temperature phase of liquid water has a considerable fraction
of its configuration microstates still available to it below the phase
transition temperature. The analogy to the liquid crystal phase
transition phenomenon was made earlier in this paper. Now it
seems appropriate to make a further analogy to the transitions in
biopolymers from random coil to noncrystalline helical states or
alternatively to the more complex native protein states. Here, as
in a-Si, most interest lies in the properties of the amorphous
substance below the phase transition temperature.
The dynamics of processes in native protein molecules have

been discussed in terms of glassy dynamics by many authors in
recent years (83-96), initially by analogy to spin glasses (83,
84). Indeed, the strongly nonexponential character of the
relaxations observed and the absence of a normal Cp jump
where the mobility sets in support this analogy. On the other
hand, the mobile particles are atoms and molecule groups, not
spins (or even on-off bonds), and recent discussions have
tended more toward reconciliation of the protein behavior
with that of more conventional glass-forming polymeric ma-
terials. The absence of a Cp jump has been explained by
reference to the behavior of interpenetrating networks by
Sartor et aL (95) and by intrusion of secondary relaxations
(concentrated in the water-side group interactions, which
occur mainly at the protein surface) by Green et al. (96). Space
does not allow examination of this complex issue here. Rather,
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I am interested in examining the idea that the folding transition
at the high end of the excitation process is generically related
to the polyamorphic transition between strong and fragile
liquid states discussed earlier. As evidence we show, in Fig. 8
from the work of Sochava and Smirnova (93), how the un-
folded protein exhibits a much more pronounced glass tran-
sition than its folded relative. Certainly, like water I relative to
water 11 (55), it has much more mobility at the same temper-
ature (90). Furthermore, there is evidence from protein crystal
studies (85) that a state of absolute instability (a spinodal)
exists just above the unfolding transition as predicted by the
Poole model (18) for the polyamorphic transition in simple
atomic or molecular systems. This intriguing matter is consid-
ered in more detail elsewhere (16, 17).

Anharmonicity and the Glass Transition

Another link between protein dynamics and the behavior of
more familiar glasses can be made via the short time dynamics
observed in each case. The rather sudden change of slope that
occurs in the plot of the Debye-Waller factor [mean square
displacement of the system's particles (<r2>)] vs. Tin proteins
has been called a transition by many protein physicists (85-91)
and associated with the glass transition although, as noted
above, no Cp jump is seen at this "transition" temperature.
Observations based on Mossbauer scattering (85, 97) and
neutron scattering studies (98-101) show that the same occurs
in simple liquids (98), solutions (ref. 97 and B. Olsen, personal
communication), and chain polymers (99-101), and here the
slope change temperature indeed more or less coincides with
the calorimetric Tg. In one case (ref. 98 and B. Olsen, personal
communication), two different Mossbauer nuclei, 119Sn and
57Fe, with different lifetimes were used in the same solution.

In some cases, the break has been attributed to the onset of
inelastic processes and interpreted in terms of MCT (98, 99).
In ref. 97, the departure from harmonic behavior was inter-
preted as due to the nonlinearity of the <r2> vs. time in the
prediffusional regime. It was shown that the same <r2> applies
to Fe3+ and Sn4+; differences found in the calculated Debye-
Waller factors for Sn and Fe at high T correlated with the
different Mossbauer lifetimes. In a study of the elemental
glass-former, selenium, which is polymeric, Buchenau and
Zorn (102) gave an alternative interpretation of the departure
from harmonic behavior, based on the concept of soft pho-
nons, and the high temperature <r2> values were correlated
with the viscosity through a treatment analogous to that of
Cohen and Turnbull for free volume (103). A number of the
observations are collected in Fig. 9. The calorimetric Tg values
follow the compound identification in the legend (except for
the protein for which no such Tg can be seen), and the

100
T(°C)

FIG. 8. Differential scanning calorimeter scans of the globular
protein legumin both before and after denaturation, for different
water contents: curve a, dry; and curve b, 10.4% (wt/wt) water. Note
the increase in calorimetric strengths of glass transitions after dena-
turation. The native state acts like a strong liquid (Fig. 4). [Reproduced
with permission from ref. 93 (copyright Oxford University Press).]
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FIG. 9. Variations of the Debye-Waller factor, <r2>, with Tg-
scaled temperature, showing the change of slope around the temper-
ature of the calorimetric glass transition, Tg. Tg values in degrees
Kelvin are given after the substance identity in the key. (Inset) Same
data vs. T/Tg (except for the protein myoglobin for which Tg is only
ambiguously defined by calorimetry). The band marked 8 OM shows
the reduced temperature range needed to change the relaxation time
of a fragile liquid, o-terphenyl, by 8 orders of magnitude. [Reproduced
with permission from ref. 17 (copyright American Association for the
Advancement of Science).]

proximity of the anomaly to Tg may be seen from the Tg-scaled
plot of the data shown in Fig. 9 Inset.
Computer simulation studies of <r2> for strong fragile ionic

glass formers of differing bonding topologies, described else-
where (15-17), show that the break in <r2> vs. T occurs near
the experimental Tg, even in the absence of any diffusive
displacements, a result that supports the old suggestion (104)
that the glass transition phenomenon originates in strong
vibrational anharmonicity in local rearranging groups. This
now seems to promote boson mode damping, which is the
trigger for the onset of particle diffusion, which, in turn,
permits structural relaxation and hence all the other phenom-
ena characteristic of the viscous liquid state.
The implication is that there are subtle connections between

very short time dynamic processes, perhaps involving vibrational
localization phenomena (105), which are intrinsic to the exchange
of energy between vibrational and configurational degrees of
freedom [the "phonon-configuron" exchange (104)], hence to
the manner in which a many-particle system gains access to the
multiple minima of its potential energy hypersurface. These, and
the anharmonic couplings that must be involved, must be ac-
counted for before the manner in which glasses regain the
quasi-ergodicity of the supercooled liquid state during warming
can be properly understood. It is amusing to speculate that the
glass transition may in the future find its fundamental interpre-
tation in a heavy particle version of the electron localization
phenomenon, which emerged (106, 107) to solve the problem at
the center of the last great surge of interest in the phenomenology
of the glassy state (the metal-to-semiconductor transition).

Concluding Remarks

The field of viscous liquids and the glass transition has
certainly been enriched by recent developments and offers
more challenges than ever before. The key problems are those
of (i) determining the conditions under which polyamorphism
is or is not manifested, contrasting the physical properties of
the two glassy states, and clarifying the relation to transitions
in biopolymer systems; (ii) determining the general behavior
of liquids near their Tg at high pressure (108), where attractive
forces will be less important; and (iii) understanding the nature
of the boson peak and its damping (and of anharmonicity in
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general), how they combine to determine the fragility or other-
wise of a given liquid, and whether or not these are all connected
through the onset of microheterogeneity in the supercooling
liquid structure as it approaches the glass transition.
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