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Purpose: To investigate k-space subsampling strategies to achieve fast, large field-of-view (FOV)
temperature monitoring using segmented echo planar imaging (EPI) proton resonance frequency shift
thermometry for MR guided high intensity focused ultrasound (MRgHIFU) applications.
Methods: Five different k-space sampling approaches were investigated, varying sample spacing
(equally vs nonequally spaced within the echo train), sampling density (variable sampling density in
zero, one, and two dimensions), and utilizing sequential or centric sampling. Three of the schemes
utilized sequential sampling with the sampling density varied in zero, one, and two dimensions, to in-
vestigate sampling the k-space center more frequently. Two of the schemes utilized centric sampling
to acquire the k-space center with a longer echo time for improved phase measurements, and vary
the sampling density in zero and two dimensions, respectively. Phantom experiments and a theoreti-
cal point spread function analysis were performed to investigate their performance. Variable density
sampling in zero and two dimensions was also implemented in a non-EPI GRE pulse sequence for
comparison. All subsampled data were reconstructed with a previously described temporally con-
strained reconstruction (TCR) algorithm.
Results: The accuracy of each sampling strategy in measuring the temperature rise in the HIFU fo-
cal spot was measured in terms of the root-mean-square-error (RMSE) compared to fully sampled
“truth.” For the schemes utilizing sequential sampling, the accuracy was found to improve with the
dimensionality of the variable density sampling, giving values of 0.65 ◦C, 0.49 ◦C, and 0.35 ◦C for
density variation in zero, one, and two dimensions, respectively. The schemes utilizing centric sam-
pling were found to underestimate the temperature rise, with RMSE values of 1.05 ◦C and 1.31 ◦C,
for variable density sampling in zero and two dimensions, respectively. Similar subsampling schemes
with variable density sampling implemented in zero and two dimensions in a non-EPI GRE pulse
sequence both resulted in accurate temperature measurements (RMSE of 0.70 ◦C and 0.63 ◦C, re-
spectively). With sequential sampling in the described EPI implementation, temperature monitoring
over a 192 × 144 × 135 mm3 FOV with a temporal resolution of 3.6 s was achieved, while keeping
the RMSE compared to fully sampled “truth” below 0.35 ◦C.
Conclusions: When segmented EPI readouts are used in conjunction with k-space subsampling for
MR thermometry applications, sampling schemes with sequential sampling, with or without vari-
able density sampling, obtain accurate phase and temperature measurements when using a TCR re-
construction algorithm. Improved temperature measurement accuracy can be achieved with variable
density sampling. Centric sampling leads to phase bias, resulting in temperature underestimations.
© 2014 American Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4892171]
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1. INTRODUCTION

High intensity focused ultrasound (HIFU) is currently
the only totally noninvasive treatment modality for tumor
ablation,1 targeted drug delivery,2, 3 and opening of the

blood-brain barrier.4 Magnetic Resonance guided HIFU
(MRgHIFU) has become a popular choice in a wide variety
of treatment locations because it combines the noninvasive-
ness of HIFU, with the good soft-tissue contrast and accurate
temperature measurements of MRI. Treatment targets of
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current research interest include breast,5–7 liver,8–10

kidney,8, 10–12 prostate,13, 14 uterine fibroids,15 and brain.16–19

One of the main challenges in MRgHIFU is to achieve
temperature measurements with sufficient spatial and tem-
poral resolution over a large enough field of view (FOV) to
properly monitor and control the heat deposition. Both high
spatiotemporal resolution and large FOV coverage are vi-
tal for accurate, real-time temperature measurements and to
enable monitoring of inadvertent near- and far-field tissue
heating.20, 21 This is especially true in transcranial applica-
tions where unintentional power deposition and tissue heating
at tissue-bone interfaces22 necessitates temperature monitor-
ing over the fully insonified 3D FOV.

Current efforts to improve resolution and coverage in dy-
namic imaging include the use of fast pulse sequences and/or
data subsampling (in image- or in k-space). For temperature
measurements, both the segmented23–25 and single shot26–28

versions of the gradient recalled echo (GRE) readout echo
planar imaging (EPI) pulse sequence have been described.

4D k-space sampling can in theory be applied in any ar-
bitrary way. In practice, however, MR physics and pulse se-
quence design considerations render certain sampling strate-
gies preferable to others. Subsampling strategies have been
extensively studied using 2D/3D GRE (non-EPI) pulse se-
quences and Cartesian sampling grids. Many of these strate-
gies make use of the fact that most of the k-space energy is
located in the center, and therefore sample the lower k-space
frequencies more frequently than the higher frequencies. In
Keyhole imaging and BRISK, lower k-space frequencies are
acquired every time-frame, while higher frequencies are ac-
quired once and then shared between time-frames.29, 30 Ran-
dom sampling of the phase encode direction (ky) was pre-
sented in CURE.31 TRICKS subsampled the peripheral parts
of ky, while the rest of k-space was fully sampled, and it
was later modified to vary the samplings density in concen-
tric rings in the ky-kz (phase encode-slice encode) plane.32, 33

Variations of 3D elliptical centric sampling schemes where
the center of k-space in the ky-kz plane are fully sampled
every time, and the outer parts are sampled with projection
reconstruction like radial “spokes,”34 spiral patterns,35, 36 or
pseudorandomly,37 respectively, have also been described. To
the authors’ knowledge no one has previously combined these
types of variable density sampling schemes with 3D EPI
sequences.

For MR thermometry applications in particular, variable
density sampling on Cartesian grids has been described in a
2D EPI sampling scheme where the sampling density varied
along the ky direction.38 A 2D/3D GRE, and 3D EPI, sam-
pling scheme where kx (and kz for 3D) are fully sampled and
ky is evenly subsampled has also been demonstrated.39–41

A variety of methods to reconstruct subsampled k-
space data exist. For MR thermometry applications, par-
allel imaging approaches performed in k-space, such as
GRAPPA,38, 42–44 or in image space, such as SENSE,45–47 are
the most commonly used but require that the data be ac-
quired using multiple RF receiver coils. Model-based algo-
rithms, based on the Pennes bioheat transfer equation,48,40,26

and compressed sensing approaches39, 49 have also been sug-

gested. These subsampling and reconstruction methods have
been utilized in MR thermometry for improved spatial and/or
temporal resolution.

Because k-space subsampling has the potential to increase
acquisition speed, the question remains as to whether there are
specific k-space sampling strategies that might yield advan-
tages in temperature measurements. For example, sampling
the center of k-space more frequently and with later echoes
in an echo train should improve temperature measurement
accuracy. In this work, we investigate five different k-space
sampling strategies that can be practically implemented in
a Cartesian 3D segmented EPI pulse sequence with k-space
subsampling. The schemes vary sampling density and direc-
tion (sequential and centric) with the goal of achieving accu-
rate, fast, large FOV MR temperature measurements. Variable
sampling density in zero, one, and two dimensions, with the
goal of sampling the k-space center more frequently, is inves-
tigated. Both sequential (i.e., sampling from low to high ky)
and centric (i.e., sampling from low or high ky towards the
k-space center) sampling approaches are also considered, as
centric sampling results in longer echo times (TE) which gives
more precise phase, and hence temperature, measurements.
To achieve variable density sampling in two dimensions, the
sampling spacing is made nonequally spaced within the echo
train in two of the sampling schemes. After discussing gen-
eral challenges that arise when performing proton resonance
frequency (PRF) shift temperature measurements with seg-
mented EPI readouts, the sampling method of each strategy is
described and justified. Challenges for the individual schemes
are then demonstrated and discussed.

2. METHODS

2.A. PRF and segmented EPI

The PRF shift technique relies on the water proton’s lin-
ear frequency dependence with temperature50 such that maps
of temperature change (�T) can be obtained by scaling the
phase difference (�ϕ) between two images, �T = C�ϕ/TE,
where C is a scaling factor, and TE is the echo time (s). For
data acquired with EPI readouts the TE used is the time from
the moment of excitation to when the center of k-space is
sampled.

When considering k-space sampling strategies for EPI se-
quences, two effects that are unique to EPI sequences must
be considered. First, in sampling schemes with sequential
and equally spaced sampling (i.e., all phase encode gradients
have the same polarity, duration, and magnitude) k-space will
be traversed linearly in time and any shift in resonance fre-
quency, due to, e.g., field inhomogeneities or change in tem-
perature, will result in a linear phase across k-space. This is
true for both segmented and single shot sequences. This added
linear phase will result in a position shift in the reconstructed
image. If the magnitude of the resonance frequency shift is
spatially dependent, as it is in HIFU, the position shift in the
reconstructed image will also depend on position. The size
of the position shift for a particular voxel is the ratio of the
frequency shift (�f) to the bandwidth in the phase encoding
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TABLE I. Overview of sampling strategies used in the five sampling schemes investigated.

Sample spacing within echo train Sequential/centric sampling Variable density (0D, 1D or 2D)

ESS Equal Sequential 0D
ESS-VD1 Equal Sequential 1D (kz)
NESS-VD2 Nonequal Sequential 2D (ky and kz)
ESC Equal Centric (ky) 0D
NESC2-VD2 Nonequal Centric (ky and kz) 2D (ky and kz)

direction (BWPE [Hz/pixel]), �f/BWPE. For EPI sequences
BWPE = (ETL × ES)−1, where ETL is the echo train length,
and ES is the echo spacing. This position shift in the PE direc-
tion does not occur in non-EPI GRE sequences (i.e., with ETL
= 1) since all data are sampled with the same TE and no phase
across k-space will be induced. In sampling schemes that do
not traverse k-space linearly in time due to, e.g., nonequally
spaced sampling within the echo train, centric (as opposed
to sequential) sampling, and/or nonoptimal echo shifting (see
next paragraph), the induced phase shift will be nonlinear.
This results in a more complex position shift in the recon-
structed image that can be hard to predict and correct for.

Second, for segmented EPI acquisitions only (i.e., not for
single-shot EPI), where the data from each echo in the echo
train cover a contiguous segment of k-space, discontinuities
in signal amplitude and phase can occur between the k-space
segments. Unless there is a shift in the timing of the echo
train, all data in a segment will be acquired at the same time
following the RF excitation, and will thus experience the
same amount of T2* decay and off-resonance phase accrual.
This results in signal magnitude and phase discontinuities
at boundaries between adjacent segments. If left uncorrected
these discontinuities can introduce ghosting artifacts in the
reconstructed image. To solve this problem, echo shifting51

is implemented, where each echo train is shifted slightly in
time so as to create a smooth variation in signal magnitude
and phase over segment boundaries.

2.B. Sampling schemes

Of the two effects mentioned above, the phase induced by
the resonance frequency shift is found to be the source of the
difference in temperature measurement accuracy between the
different sampling schemes investigated. Therefore, the in-
depth detailed description of each sampling scheme, which
is of secondary interest, has been left for Appendix A, and
we here only give a general description of the phase encode
ordering for each sampling scheme. The five schemes utilize
variable density sampling in 0D, 1D, and 2D to investigate
sampling the k-space center more frequently, i.e., for each
dynamic time-frame a larger fraction of the k-space center
is sampled when the sampling density varies in 1D and 2D.
Both sequential and centric sampling are also investigated. In
sequential sampling k-space is sampled sequentially from low
to high ky, and since sampling is unidirectional only positive
phase encode “blips” are applied. In centric sampling k-space

is sampled from low or high k-space positions toward the
k-space center, i.e., the first echo in the echo train samples
the peripheral part and the last echo samples the k-space cen-
ter. This can be done in both 1D (ky) and 2D (ky and kz), and
is done by utilizing both positive and negative phase encode
“blips.” Centric sampling is investigated since sampling the
k-space center with the last echo in the echo train (i.e., longer
TE compared to sequential sampling) improves the precision
of the phase measurements.52 An overview of the five sam-
pling schemes is given in Table I.

2.B.1. Equally spaced and sequential sampling

The first sampling scheme samples k-space in the same
fashion as a standard 3D segmented EPI sequence. It fully
samples the kx and kz directions and utilizes Equally spaced
and sequential (ESS) sampling in the ky direction [Fig. 1(a)].
Since the echo train is applied sequentially, the center of k-
space is sampled with the middle echo in the echo train, and
only positive phase encode “blips” in the ky direction are used
within each echo train. Since the segments in this scheme are
only divided along the ky direction, echo shifting only needs
to be performed in 1D and is straightforward to implement.

ky 

kz 

time-frame
1 2 3

time-frame
1 2 3

(a) (d)

(e)(b)

(c)

FIG. 1. ky-kz plane of k-space for three consecutive time-frames of the
(a) ESS, (b) ESS-VD1, (c) NESS-VD2, (d) ESC, and (e) NESC2-VD2
schemes, respectively. White/black areas represent readout lines sampled/not
sampled in the current time-frame, respectively. It can be noted that for
the ESS and ESC schemes all of k-space have the same sampling density,
whereas for the other three schemes the center of ky-kz-plane is more heavily
sampled to varying degrees. For (d) and (e) arrows indicate centric sampling
down the echo train.
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2.B.2. Equally spaced and sequential sampling with
variable sampling density in 1D

The second scheme applies equally spaced and sequen-
tial sampling in ky, while varying the sampling density in kz

(ESS-VD1). The variable sampling density is achieved by ap-
plying more echo trains per kz for central kz encodings within
each subsampled time-frame [Fig. 1(b)]. The echo train is ap-
plied as in the ESS scheme (i.e., sequentially from low to high
ky with only positive ky phase encode “blips” within each
echo train). As in the ESS scheme, echo shifting only needs
to be performed in 1D.

2.B.3. Nonequally spaced sequential sampling with
variable sampling density in 2D

The third sampling scheme applies nonequally space se-
quential sampling in ky (leading to variable density sampling
in the ky direction), but also varies the sampling density in
kz in the same fashion as the ESS-VD1 scheme. This leads
to nonequally spaced sequential sampling with variable sam-
pling density in 2D (NESS-VD2). Varying the sampling den-
sity in 2D enables the center of k-space to be fully sampled
in every time-frame. The echo train utilizes larger ky “blips”
in the beginning and at the end, and smaller “blips” for the
middle echoes, to achieve variable density in the ky direction
[Fig. 1(c)]. Since the higher and lower k-space segments con-
tain more lines than central segments, k-space will not be tra-
versed linearly in time. Due to the sequential sampling, echo
shifting only needs to be performed in 1D. However, since
the sampling spacing is nonequal the echo shifting needs to
be adjusted accordingly. In this implementation, the size of
the peripheral part of k-space determined the echo shifting,
so that each of the central lines appear with multiple shifts.

2.B.4. Equally spaced centric

The fourth sampling scheme applies Equally spaced cen-
tric (ESC) sampling. To enable echo shifting, each echo train
samples either the upper or the lower half of k-space. Ev-
ery other echo train centrically samples the lower half of
k-space (i.e., from low ky toward the k-space center) with
equally spaced sampling, and the following echo train cen-
trically samples the upper half of k-space (i.e., from high
ky toward the k-space center) with equally spaced sampling
[Fig. 1(d)].

2.B.5. Nonequally spaced centric and variable density
sampling in 2D

The fifth sampling scheme achieves Nonequally spaced
centric and variable density sampling in 2D (NESC2-VD2),
by utilizing both positive and negative phase encode “blips”
in ky and kz within each time-frame [Fig. 1(e)]. The centric
sampling ensures that the central part of the ky-kz plane is
sampled with the last echo in the echo train. As in the NESS-
VD2 scheme, the central part of k-space is fully sampled in
every time-frame, while the outer parts of the ky-kz plane have
increasing reduction factors. Since the sampling is centric in

2D, echo shifting also has to be implemented to simultane-
ously smooth out T2* and phase accrual effects in both the
ky and kz directions. Since there is generally more ky than kz

phase encode steps (see Appendix A), more echo train-shifts
are needed in the ky direction than in the kz direction. The task
of ensuring that all readout lines eventually get sampled and
that appropriate subsampling factors are achieved sometimes
results in conflicting requirements on the shift for each echo
in the echo train. This can result in imperfect echo shifting,
generally occurring in the ky direction where more shifts are
needed.

All five sampling schemes are designed so that every line
in k-space is acquired at some point in time, and in all
schemes the kx read out direction is fully sampled. Further,
the total reduction factor is the same for all schemes, Rtot = 7,
and the time to acquire one time-frame, 3.6 s, is also the same
for all five schemes.

To further analyze the effects of k-space sampling, varia-
tions of the ESS and the NESC2-VD2 schemes were imple-
mented in a non-EPI GRE pulse sequence (i.e., ETL = 1).

2.C. Image reconstruction

All subsampled MR data were reconstructed with a previ-
ously described temporally constrained reconstruction (TCR)
algorithm.53,39 In the TCR algorithm, the series of tempera-
ture images are reconstructed by iteratively minimizing a cost
function consisting of a temporal constraint term and a data
fidelity term using a gradient descent method, according to

m = argminm′

(∥∥WF
(
m′) − d ′∥∥ 2

2 + α

N∑
i=1

∥∥∇tm
′
i

∥∥ 2
2

)
,

(1)

where m is the artifact free images, W is a binary matrix rep-
resenting sampled phase encode lines, F is the Fourier trans-
form, m′ is the image estimate, d′ is the subsampled k-space
data, α is a spatially varying weighting factor, the sum is over
all N pixels in the data set, ∇t is the temporal gradient opera-
tor, and ‖∗‖2 is the L2-norm. Following TCR reconstruction,
all data were zero-filled interpolated to 0.5 mm isotropic vox-
els to minimize partial volume effects.

2.D. Phantom experiments

The segmented EPI experiments consisted of three sets of
HIFU heatings in a cylindrical tissue mimicking gel phantom
(CIRS Inc., Norfolk, VA) as shown in Fig. 2. In each set, the
heating was performed once for each of the five subsampling
schemes and once for fully sampled “truth” consisting of mea-
surements from a fully sampled, but lower spatial coverage,
acquisition (to obtain the same acquisition time). These six
heatings, repeated for the three sets, resulted in a total of 18
heatings being performed.

For the experiment using the non-EPI GRE sequence,
HIFU heating was performed in ex vivo pork muscle once
for the fully sampled “truth” and once each for the non-EPI
GRE implementations of ESS and NESC2-VD2 subsampling
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FIG. 2. Transverse view of the experiment setup. 3D imaging is performed
over the entire phantom allowing temperatures to be monitored both at the
focal spot and in the near- and far-field.

schemes. To get the same temporal resolution for the three
heating experiments, the “truth” was acquired with the fully
sampled segmented EPI sequence and an EPI factor of 7, see
Table II.

All imaging was performed on a 3T MRI scanner (TIM
Trio, Siemens Medical Solutions, Erlangen, Germany), and
HIFU sonications were performed using a MR-compatible
phased array ultrasound transducer [256 elements, 1 MHz fre-
quency, 13 cm radius of curvature, 2 × 2 × 8 mm full width
at half maximum (FWHM), Imasonic, Besancon, France] and
accompanying hardware and software for mechanical posi-
tioning, and electronic beam steering (Image Guided Ther-
apy, Pessac, France). A five-channel phased-array RF receive
coil, built inhouse, was used for signal detection. The five-
channel coil consisted of two dual-channel paddles54 on each
side of the cylindrical phantom and one loop coil around the
circumference at the level of heating. All MR and HIFU scan
parameters used can be found in Table II.

To compare the performance of the five subsampling
schemes the mean and standard deviation of the root-mean-
square-error (RMSE), compared to the fully sampled “truth,”
of all voxels that experienced more than 5 ◦C temperature rise
were computed. To investigate the fundamental temperature
uncertainty, the mean of the standard deviation of tempera-

tures through time during 144 s (40 measurements) of a 20
× 20 × 10 voxel region of interest (ROI) in an unheated re-
gion of the phantom was calculated. The FWHM of the focal
spot in the phase and slice encode directions, at the hottest
time-frame, were found for all heatings by fitting a Gaussian
to the temperature profiles. Multiple comparison of means us-
ing a one-way analysis of variance (ANOVA) test with a level
of significance α = 0.05 were performed to investigate if the
RMSE, the FWHM, and the standard deviation of tempera-
tures through time for the different sampling schemes were
statistically significantly different. To investigate and com-
pare artifact levels in magnitude images, stemming from, e.g.,
imperfect echo shifting, the RMSE of the difference of ad-
jacent voxels in the phase encode direction was calculated
for the magnitude images from the five different subsampling
schemes.

2.E. Point spread function analysis

To investigate the effect the different phase encoding ap-
proaches (sequentially for ESS, ESS-VD1, and NESS-VD2,
and centrically for ESC and NESC2-VD2) have on the recon-
structed temperature maps, point spread functions (PSF)55, 56

for the two cases were derived. The PSFs were distorted by a
Gaussian shaped, temperature-induced, and spatially depen-
dent phase term. A full derivation of the PSF is given in
Appendix B.

For sequentially sampled schemes, where all phase encode
gradients are positive, the PSF can be written as

qSeq(y, y ′) = 1

Ny

(∑ Ny−1
2

j=− Ny−1
2

e
2πij

Ny

(
y−y′
�y

+ �f (y)
BWPE

))
. (2)

In case of the centrically sampled scheme, where both positive
and negative phase encode gradients are applied, the summa-
tion needs to be split into two parts representing lower and
upper parts of k-space, respectively, and the PSF becomes

qCent(y, y ′) = 1

Ny

( ∑− 1
2

j=− Ny−1
2

e
2πij

Ny

(
y−y′
�y

+ �f (y)
BWPE

)

+
∑ Ny−1

2

j= 1
2

e
2πij

Ny

(
y−y′
�y

− �f (y)
BWPE

))
. (3)

The above equations are for the 1D case, and extension to 2D
to take both ky and kz into account is straightforward, using
appropriate Nz, �z, and �f(z).

TABLE II. MR and US parameters for the EPI and GRE experiments.

Parameter TR TE BW Voxel EPI Flip Echo Tacq US US
Experiment (ms) (ms) (Hz/px) size (mm3) Matrix size factor R angle (◦) spacing (ms) (s) power (W) Duration (s)

“Truth” 33 15.0 752 1.5 × 1.5 × 2.5 128 × 63 × 12 7 1 20 1.58 3.6 9.6 36.0
ESS/ESS-VD1 33 15.0 752 1.5 × 1.5 × 2.5 128 × 98 × 54 7 7 20 1.58 3.6 9.6 36.0
NESS-VD2 33 15.0 752 1.5 × 1.5 × 2.5 128 × 98 × 54 7 7 20 1.68 3.6 9.6 36.0
ESC 33 20.4 752 1.5 × 1.5 × 2.5 128 × 98 × 54 7 7 20 1.58 3.6 9.6 36.0
NESC2-VD2 33 22.1 752 1.5 × 1.5 × 2.5 128 × 126 × 42 7 7 20 2.12 3.6 9.6 36.0
GRE “Truth” 33 12.0 752 1.0 × 1.0 × 3.0 128 × 100 × 8 7 1 15 1.60 3.7 11.0 48.1
GRE NESC2-VD2 33 20.1 752 1.0 × 1.0 × 3.0 128 × 100 × 8 1 7 15 n/a 3.7 11.0 48.1
GRE ESS 33 12.0 752 1.0 × 1.0 × 3.0 128 × 100 × 8 1 7 15 n/a 3.7 11.0 48.1
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FIG. 3. Mean and standard deviation (for three heatings) of temperature rise (◦C) of the hottest voxel in the focal spot, as a function of time (s), for the fully
sampled “truth,” ESS, ESS-VD1, NESS-VD2, ESC, and NESC2-VD2 schemes, respectively. All with segmented EPI readouts. The schemes with sequential
sampling (ESS, ESS-VD1, and NESS-VD2) are seen to measure the temperatures accurately, while the schemes with centric sampling (ESC and NESC2-VD2)
underestimate the temperatures throughout the experiment.

3. RESULTS

Figure 3 shows mean and standard deviation of temper-
ature rise as a function of time for the hottest voxel in the
focal zone for the three repeated heating experiments using
the five subsampling schemes and the fully sampled “truth”
during 36 s of heating at 9.6 acoustic watts. Figure 4 shows
the error in temperature measurements of the hottest voxel as
a function of time, and in Fig. 5 the spatial distribution of
temperature errors averaged over time are shown for three or-

thogonal views for all five sampling schemes. In these three
figures, the ESS, ESS-VD1, and NESS-VD2 schemes can be
seen to agree well with the fully sampled data, while the ESC
and the NESC-VD2 schemes underestimate the temperatures
throughout the experiment. The mean and standard devia-
tion of the RMSE of all voxels that received more than 5 ◦C
heating in each of the five subsampling schemes are shown
in Fig. 6, and were 0.65 ± 0.02 (ESS), 0.49 ± 0.01 (ESS-
VD1), 0.35 ± 0.10 (NESS-VD2), 1.05 ± 0.06 (ESC), and
1.31 ± 0.01 ◦C (NESC2-VD2). The p-value of the ANOVA

(a)

(b)

FIG. 4. Temperature error of the hottest voxel through time for (a) the sequentially sampled schemes (i.e., ESS, ESS-VD1, and NESS-VD2), and for (b) the
centrically sampled schemes (i.e., ESC and NESC2-VD2). It can be seen that the sequentially sampled schemes performs well, whereas the centrically sampled
schemes underestimates the heatings. Black arrow indicates when US was on.
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(a) (d) 

(b) 

(c) 

(e) 

(f) 

FIG. 5. (a) Three orthogonal views of temperature distribution for one fully sampled “Truth” run. (b)–(f) Spatial temperature errors, averaged over time,
for ESC, NESC2-VD2, ESS, ESS-VD1, and NESS-VD2, respectively. FE—Frequency encode direction, PE—Phase encode direction, and SE—Slice encode
direction.

test showed that the mean values of all RMSE were statisti-
cally significantly different at the tested level of significance
(α = 0.05) for all schemes.

In Fig. 7, the FWHM of the temperature distributions
in the phase and slice encode directions, from the hottest
time-frame, are shown. The NESC2-VD2 scheme, which has
centric sampling in both the ky and the kz directions, has a sig-
nificantly larger FWHM in both the phase and slice encode
directions (p < 0.05 compared to fully sampled “truth” and
the four other subsampling schemes, in both phase and slice
encode directions). The ESC scheme, which has centric sam-
pling only in the ky direction, has a slightly larger FWHM in
the phase encode direction (p < 0.05 compared to fully sam-
pled “truth” and ESS, and p < 0.20 compared to ESS-VD1
and NESS-VD2).

The results from the non-EPI GRE experiment are shown
in Fig. 8. In this case, the temperature rise in the hottest voxel
as a function of time for both the ESS and the NESC2-VD2
schemes can be seen to agree well with the fully sampled
“truth” throughout the entire experiment. The RMSE over a
3 × 3 × 5 voxel region covering the focal zone during the
heating was 0.70 ◦C (ESS) and 0.63 ◦C (NESC2-VD2).

FIG. 6. RMSE and standard deviation of all voxels that experienced more
than 5 ◦C of temperature rise for the five subsampling schemes, compared to
fully sampled “truth.”

The temperature uncertainty (here calculated as the mean
of the temperature standard deviation through time over a 20
× 20 × 10 voxel ROI in an unheated region of the phan-
tom) was (0.13 ± 0.02) ◦C (fully-sampled “truth”), (0.07
± 0.02) ◦C (ESS), (0.09 ± 0.02) ◦C (ESS-VD1), (0.10
± 0.01) ◦C (NESS-VD2), (0.03 ± 0.01) ◦C (ESC), and (0.06
± 0.01) ◦C (NESC2-VD2). These were all shown to be statis-
tically significantly different by the ANOVA tests; p < 0.05.

FIG. 7. FWHM of the temperature distribution at the hottest time-frame for
(a) the phase encode direction, and (b) the slice encode direction. Centrically
sampled schemes can be seen to have a larger FWHM in the phase encode
direction (both ESC and NESC2-VD2) and in the slice encode direction (only
NESC2-VD2).
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FIG. 8. Temperature rise (◦C) of the hottest voxel in the focal spot, as a
function of time (s), for the fully sampled “truth” (acquired with the EPI
sequence), and for the ESS and NESC2-VD2 schemes acquired with the non-
EPI GRE sequence (ETL = 1). In this case, when all the subsampled data are
sampled with the same echo time, no linear phase will be introduced across
k-space, and both schemes can be seen to accurately measure the temperature
rise.

In Figs. 9(a)–9(e), magnitude images of k-spaces, acquired
with all encoding gradients turned off, for the five subsam-
pling schemes are shown. By plotting the signal magnitude
along a line through ky for all schemes, and along both ky and
kz for NESC2-VD2, the echo shifting for each scheme can be
evaluated.

Magnitude images of the phantom for the five subsampling
schemes are shown in Fig. 10, with the images oriented as
coronal slices. The RMSE of the difference of adjacent vox-
els along the phase encode direction within the phantom for
the five sampling schemes were 0.37 (ESS), 0.35 (ESS-VD1),

FIG. 9. Magnitude images of the ky-kz plane of k-space for (a) ESS,
(b) ESS-VD1, (c) NESS-VD2, (d) ESC, and (e) NESC2-VD2, respectively,
acquired with all encoding gradients turned off to demonstrate T2* and echo
shifting effects. (f) Line plots through k-space in (a)–(e).

(a) (b) (c) 

(e) (d) 

FIG. 10. (a)–(e) Magnitude images of the gel phantom for the ESS, ESS-
VD1, NESS-VD2, ESC, and NESC2-VD2 schemes, respectively. White ar-
rows in (d) and (e) highlight the bidirection position shift, in this case occur-
ring in areas of inhomogeneous field.

0.85 (NESS-VD2), 0.29 (ESC), and 0.40 (NESC2-VD2), con-
firming that sampling schemes with smoothly varying echo
shifting (i.e., ESS, ESS-VD1, and ESC) experience the low-
est artifact levels. It can further be seen that the centrically
sampled schemes experience bidirectional artifacts.

The results from the PSF analysis are shown in Fig. 11, in
terms of the real and imaginary parts of qy(y) (phase encode
direction), qz(z) (slice encode direction), and qy(y) ∗ qz(z). As
can be seen in Fig. 11(a) for qy(y), the centrically sampled
schemes measure a lower signal compared to the case of no
heating (�f/BWPE = 0). The sequentially sampled schemes
measure the correct maximum signal, but have experienced
a small shift relative to the curve of no heating. For qz(z),
Fig. 11(b), schemes that centrically samples in both ky and kz,
such as NESC2-VD2, will again measure a lower maximum
value, whereas in this case sequentially sampling schemes are
unchanged since they do not utilize any phase encode “blips”
in the kz direction. In the 2D case, qy(y) ∗ qz(z), the effect
is more pronounced for the centrically sampled schemes (as-
suming centric sampling in both ky and kz), and the shift
for the sequentially sampled schemes can also be observed.
In Figs. 11(d)–11(f), the imaginary parts of qy(y), qz(z), and
qy(y) ∗ qz(z), respectively, are shown. The centrically sam-
pled schemes are the only scheme with any contribution in
the imaginary channel.

4. DISCUSSION AND CONCLUSIONS

Several interesting observations can be made from this
study relating to the relative accuracy of MRI temperature
measurements obtained using different sampling and subsam-
pling strategies. Most of these observations apply to seg-
mented EPI GRE PRF measurements, but a few generaliza-
tions can be made.

First, it was found that centric sampling that samples the
k-space center with the last echo in the echo train results
in a consistent and systematic underestimation of tempera-
tures. This is true both as a function of time where the cen-
tric schemes underestimates the temperatures throughout the
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FIG. 11. PSF distorted by a Gaussian shaped, temperature-induced, and spatially dependent phase term. (a)–(c) show the real parts of qy(y), qz(z), and qy(y)
∗ qz(z), and (d)–(f) show corresponding imaginary parts, respectively. Centrically sampled schemes are the only schemes with any signal in the imaginary
channel, and it is this imaginary part that reduces the phase shift at the focal spot center, resulting in the underestimated temperatures. It can be noted that the
ESC scheme, which only applies centric sampling in the ky direction, would only experience an imaginary part in qy(y), whereas the NESC2-VD2 scheme will
have imaginary parts in both qy(y) and qz(z).

HIFU heating, and as a function of position, where larger er-
rors are observed in the centrically sampled phase encode di-
rections. It was expected that having TE closer to T2* would
improve the accuracy and precision of temperature measure-
ments. However, it was found that the temperature increase at
the focal spot causes a local change in the resonant frequency,
which combined with centric sampling result in phase shifts
of opposite polarities for different parts of k-space. These
phase shifts in turn result in spatially dependent, bidirectional
position shifts in the reconstructed image, where the hottest
voxels experience the largest position shift. The PSF analysis
confirmed that phase shifts of opposite polarities that occur
in centric sampling result in a “blurring” effect (i.e., bidirec-
tional position shift resulting in an increased FWHM) in the
real part of the phase encode directions. It further introduces
a contribution in the imaginary channel, reducing the phase
shift at the focal spot center, resulting in temperature un-
derestimations. The ESC scheme (which centrically samples
only in ky) showed a slightly larger FWHM in the phase en-
code direction, while the NESC2-VD2 scheme (which centri-
cally samples in both ky and kz) showed a significantly larger
FWHM in both the phase and slice encode directions, both
compared to sequentially and fully sampled data. Although
the simulation observations are in agreement with the experi-
mental results, it should be noted that the exact ky/kz phase en-
coding order of the centrically sampled schemes were not in-
cluded in the PSF analysis, so any predicted temperature error
is only qualitative. Also, we note that this blurring and tem-
perature underestimation occur whether or not k-space sub-
sampling is performed.

Second, the underestimation of temperatures observed in
the EPI implementation of the NESC2-VD2 scheme is not
seen in the non-EPI GRE implementation of a similar sub-
sampling scheme, showing that in GRE implementations both
variable and nonvariable density sampling can be applied
without introducing any temperature underestimations. In this
case, all data are sampled with the same echo time so no phase
is introduced across k-space, and hence no distortion or blur-
ring is seen. In this case, the PSF for the subsampling schemes
and the “truth” will all be identical, and no imaginary parts
will be introduced.

Third, the results also demonstrate that accurate temper-
ature measurements can be achieved with sequentially sam-
pled schemes (i.e., ESS, ESS-VD1, and NESS-VD2), with
Fig. 4 showing maximum errors of the hottest voxel of less
than 1 ◦C throughout the experiment. The spatial distribution
of temperature errors in Fig. 5 for these schemes are also seen
to be substantially smaller than for the centrically sampled
schemes in all three orthogonal views. Sequential sampling
leads to a unidirectional phase across k-space, resulting in a
position shift only in one direction. Since the shift is tempera-
ture dependent, it is larger for the center of the focal spot and
decreases in magnitude for parts that experience less heating,
resulting in a slight distortion of the focal spot shape. It should
be noted that the fully sampled “truth” also utilizes sequential
phase encoding, and hence will experience the same distor-
tion of the focal spot shape. This effect can also be seen in
the PSF [Fig. 11(a)]. From the imaginary parts of the PSF it
can further be seen that the sequentially sampled schemes will
not have any contributions in this channel, confirming that
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the temperatures will be accurately measured. Figure 7 and
the ANOVA tests demonstrate that the fully sampled “truth”
and all sequentially sampled schemes do not experience any
significantly difference in FWHM values in either the phase
or slice encode directions.

The size of the above-mentioned position shifts for the se-
quentially sampled schemes is usually less than a voxel, and
can be predicted from temperature rise, ETL, and ES as previ-
ously described. For ETL = 7, and ES = 1.58 ms (i.e., BWPE

= 90.4 Hz/pixel) as used for the ESS and ESS-VD1 schemes,
it would take a temperature rise of approximately 70 ◦C at 3 T
to shift the center of the focal spot by 1 voxel.

Fourth, it was also shown that schemes utilizing equally
spaced and sequential sampling (i.e., ESS and ESS-VD1)
have optimal echo shifting and minimal imaging artifacts,
whereas schemes utilizing nonequally spaced sampling expe-
rience echo shifting nonlinearities resulting in increased im-
age artifacts. Echo shifting for the NESS-VD2 scheme is, by
design, nonlinear as the early and later phase-encode incre-
ments are larger than the central to accommodate variable
sampling density in the ky direction. Even though the central
part of k-space is traversed relatively linearly, increased lev-
els of ringing artifacts can be seen in the magnitude compared
to corresponding images for the ESS and ESS-VD1 schemes.
The centrically sampled schemes also traverse k-space non-
linearly in time by design, and hence experience increased
artifact levels in the reconstructed magnitude images. This is
especially true for the NESC2-VD2 scheme due to the imper-
fect echo shifting in the ky direction. Further, since different
k-space lines are sampled in each time-frame, the above de-
scribed artifacts vary in time.

This time variation of image artifacts will also be present
in the image phase, and is reflected in the standard deviation
through time of temperatures measured in an unheated region.
Theoretically, the lowest temperature standard deviation will
be achieved when TE is close to T2*.52, 57, 58 This would fa-
vor centric sampling schemes that have the longest TE (20.4
and 22.1 ms for ESC and NESC2-VD2, respectively, vs 15.0
ms for the sequentially sampled schemes). This is the case
for the ESC scheme that has the lowest standard deviation
(0.03 ◦C). The NESC2-VD2 scheme has a slightly larger stan-
dard deviation similar to the ESS scheme (0.06 ◦C vs 0.07 ◦C),
due to the imperfect echo shifting and hence increased arti-
fact level. The NESS-VD2 scheme has the highest standard
deviation (0.10 ◦C), resulting from a combination of sequen-
tial sampling (shorter TE) and nonlinear k-space traversal in
time. That the subsampling schemes have lower standard de-
viation than the fully sampled “truth” can be explained by the
fact that the TCR algorithm tends to smooth out variations in
time.

To the extent that RF coils with multiple receive chan-
nels can be used, the five subsampling schemes described in
this paper could also be reconstructed with parallel imaging
approaches such as SENSE or GRAPPA.42, 45 However, the
centrically sampled schemes would result in temperature un-
derestimations also with parallel imaging reconstruction ap-
proaches. It should be noted that to use parallel imaging to
achieve the same reduction factor as used in this paper, arrays

composed of at least seven (but for practical considerations
probably more) receive coils would be needed.

Finally, the challenge of reconstruction speed is a major
issue for iterative reconstruction methods such as TCR, al-
though it is less of an issue in model-based and parallel imag-
ing approaches.26, 38, 40, 44, 46, 47 A real-time TCR algorithm has
been described,59 in which the computation burden is reduced
by only applying the TCR algorithm on a limited FOV. The
limited FOV is achieved by cropping the image for TCR re-
construction in the directions in which k-space is fully sam-
pled. Thus, the limited FOV TCR method would experience
the largest speedup for the ESS scheme where both the kx and
kz directions can be cropped. For large FOV applications, the
real-time TCR algorithm could be applied over the focal spot
where temperatures are changing rapidly, and a sliding win-
dow approach can be applied over the rest of the image where
temperatures can be assumed to change more slowly.

The results presented have demonstrated some relative ad-
vantages and disadvantages of each of the sampling schemes
with the general observation that the sequential sampling
schemes are more accurate than centric schemes. Based on
these results, it is unlikely that 2D centric subsampling meth-
ods like the NESC2-VD2 method, which is artifactual and
underestimates focal spot temperatures, will find utility. The
ESC method is less artifactual, but would still underestimate
focal spot temperatures. For sequential sampling schemes, the
results show that increased temperature measurement accu-
racy can be achieved by varying the sampling density in 2D
(as in NESS-VD2), compared to 0D and 1D (as in ESS and
ESS-VD1, respectively). The increased accuracy, however, is
achieved at the expense of decreased image quality, due to
nonoptimal echo shifting. Whether highest possible accuracy,
as in NESS-VD2, or a trade-off between accuracy and image
quality, as in ESS-VD1, is preferred is in most instances likely
to be application specific. For certain complex anatomies,
e.g., the brain, the image quality of EPI in general is likely too
low, and some alternative high-resolution anatomical imaging
is likely desirable, while the maximum accuracy is probably
desirable from the temperature measurements. For other less
complex anatomies or in multiparameter imaging, such as si-
multaneous PRF-T1 imaging,60, 61 using magnitude-based T1
measurements to monitor temperatures in adipose tissue, the
general image quality of EPI might be deemed adequate and
a trade-off between image quality and (PRF-) temperature
accuracy might be more appropriate. Therefore, the general
guidelines as to what sampling approach to use are likely ap-
plication specific.

In summary, we have investigated five approaches of k-
space subsampling in a 3D segmented EPI pulse sequence for
large FOV temperature monitoring during HIFU. The results
demonstrate that, when using pulse sequences with EPI read-
outs for fast data acquisition, sequential sampling in the phase
encode directions should be used to avoid underestimation of
temperatures. Variable density sampling can be implemented
to improve temperature measurement accuracy, by sampling
the center of k-space more frequently. However, considera-
tions have to be given to nonuniform k-space increments,
which can degrade image quality by nonoptimal echo shift-
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ing. It is further shown that non-EPI GRE pulse sequences are
not as sensitive to different k-space sampling approaches, and
variable density sampling can be successfully implemented.
With the methods described in this paper, temperature
monitoring over a 192 × 144 × 135 mm3 FOV with a tem-
poral resolution of 3.6 s was achieved, using R = 7, while
keeping the RMSE below 0.35 ◦C.
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APPENDIX A: DETAILED DESCRIPTION
OF THE FIVE SAMPLING SCHEMES

The ESS scheme fully samples the kx and kz directions,
while evenly subsampling the ky direction by acquiring n
equally spaced readout lines in each EPI segment, where each
segment contains Ny/ETL phase encode lines (Ny is the to-
tal number of phase encode steps). By varying n, different R-
values can be achieved, and R is calculated as Ny/(ETL ∗ n).
In the current experiment, the matrix size for this scheme is
128 × 98 × 54, and an ETL of 7 and n of 2 are used (for a
total of 108 echo trains per time-frame), so as to achieve a Rtot

= 7. For n = 2, one echo train is sampled in each of the 54
kz’s, before coming back and acquiring a second echo train
in each kz. This second echo train is shifted (Ny/ETL)/2 ky’s
compared to the first echo train, so as to create the equally
spaced sampling. In this scheme the echo train is applied se-
quentially from low to high ky, so that the center segment of
k-space is always sampled with the middle echo in the echo
train.

The ESS-VD1 scheme applies the echo train in the same
way as in the ESS scheme, i.e., sequentially from low to high
ky’s with a constant step size of Ny/ETL. In order to more fre-
quently sample the center of k-space, the subsampling density
in the kz direction is made variable while maintaining equally
spaced sampling in the ky direction and fully sampling the kx

direction. Because the sampling density only varies along the
kz direction and is kept constant along ky, the middle kz’s will
be sampled more frequently but the sampling density along
ky is constant within each kz. In the current experiment, the
matrix size and ETL are identical to the ESS case. The 54
kz’s are divided into 7 regions containing 8, 5, 8, 12, 8, 5, and
8 kz’s, respectively, Fig. 12(a). In each of the 7 regions 7, 5,
14, 56, 14, 5, and 7 echo trains, respectively, are applied in
each time-frame, for a total of 108 echo trains as in the ESS
scheme. The reduction factors for the 7 regions are R = 16-
14-8-3-8-14-16, respectively, for a Rtot = 7 just as in the other
sampling schemes investigated.

For the NESS-VD2 scheme variable density sampling in
the kz direction is achieved in the same fashion as for the ESS-
VD1 scheme, by varying the number of echo trains applied
over different regions in the kz direction. To achieve variable

density sampling in the second dimension (ky), the phase en-
code “blips” are not constant within the echo train as in the
ESS and ESS-VD1 schemes, but is instead larger for earlier
and later echoes and smaller for the central echoes. The kx

direction is again fully sampled. In the current experiment,
the matrix size and ETL for the NESS-VD2 scheme are the
same as for the ESS and ESS-VD1 schemes. The 54 kz’s are
divided into 5 regions containing 12, 12, 6, 12, and 12 kz’s,
respectively, Fig. 12(b). In each of the 5 kz-regions 12, 24, 36,
24, and 12 echo trains (for a total of 108), respectively, are ap-
plied in each time-frame. All echo trains in one kz-region are
applied before moving to the next region. The 7 ky-segments
of varying size contain 28, 12, 6, 6, 6, 12, 28 ky’s, respec-
tively. The subsampling factor for each region in 2D can be
found in Fig. 12(b), and Rtot = 7 as in the other schemes.

Like the ESS scheme, the ESC scheme fully samples the
kx and kz directions, while evenly subsampling the ky direc-
tion. However, the ky direction is divided into Ny/(2 ∗ ETL)
segments where the lower half of the segments are sampled
with positive phase encode “blips” and the upper half of the
segments are sampled with negative phase encode “blips” to
attain centric sampling. Adjusting how many echo trains are
applied in each kz can alter the subsampling factor, just like
in the ESS scheme. In the current experiment the matrix size,
ETL, and Rtot were the same as for the ESS scheme.

In the NESC2-VD2 scheme the ky-kz plane is divided into
2D regions, Fig. 12(c). The number of regions equals the ETL,
and the echo trains are played out centrically in 2D so that
the first echo only samples data in the outmost region, and
the last echo in the echo train only samples data in the most
central region. The number of echo trains played out in each
dynamic time-frame is chosen so that the center most region
is always fully sampled. By ensuring that the number of read-
out lines/region increases for each larger region, the reduc-
tion factor for each larger region will also be increasing. Each
echo train is further constrained to only acquire data in one
quadrant of the ky-kz plane, to minimize the amplitude of the
phase encode “blips” and resulting eddy currents. The first
echo train samples data in the first quadrant, and the corre-
sponding lines are then sampled in the remaining three quad-
rants with the following three echo trains, giving rise to the
symmetric appearance that can be observed in Fig. 1(e). In
the current experiment, the matrix size was slightly different
compared to the other sampling schemes, 128 × 126 × 42, but
the same ETL of 7 was used. Hence, the ky-kz plane was di-
vided into 7 regions. The sizes and R’s of all regions are sum-
marized in Table III. The same total number of echo trains
per time-frame as for the other sampling schemes is used,
108 (27 in each quadrant of the ky-kz plane), and Rtot is the
same, 7.

APPENDIX B: FULL DERIVATION OF THE POINT
SPREAD FUNCTION

Derivation of Eqs. (2) and (3), the PSF distorted by a Gaus-
sian shaped, temperature-induced, and spatially dependent
phase term.
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TABLE III. Size, number of readout lines, and reduction factor for each of
the 7 2D regions in Fig. 12(c). The number of readout lines in each region is
the difference between its size and the size of the smaller region it surrounds.
In the present case, 108 echo trains are applied in each time-frame, so, e.g.,
region E will have a reduction factor of R = 972/108 = 9. The total reduc-
tion factor will, for this matrix size and EPI factor, be Rtot = (126 × 42)/
(7 × 108) = 7.

“Region” Size (ky × kz) # Readout lines R

A 18 × 6 108 1
B 36 × 12 324 3
C 54 × 18 540 5
D 72 × 24 756 7
E 90 × 30 972 9
F 108 × 36 1188 11
G 126 × 42 1404 13

Total: 5292 7

If relaxation terms and field inhomogeneities are ignored,
the received MR signal for the jth phase encode, sj, can be
written as

sj =
∫

M(y)e2πiyj
γ

2π
Gy�tdy, (B1)

where M(y) is the magnetization density, Gy is the gradi-
ent strength, and �t is the time increment between samples.
Including a temperature induced spatially dependent phase
term, Eq. (B1) becomes

sj =
∫

M(y)e2πiyj
γ

2π
Gy�te2πij

γ

2π
�BT �tdy, (B2)

where �BT can be written as

�BT = B0�T (y) α. (B3)

Here �T(y) is the HIFU-induced spatially varying tempera-
ture rise, which in the current case is assumed to have a Gaus-

sian shape with FWHM in conformity with Fig. 7 (7.5 mm in
y, and 23.5 mm in z). From the discrete inverse Fourier trans-
form, the reconstructed image can be obtained as

Mr (y ′) = 1

Ny

Ny−1∑
j=0

sj e
−2πi

jy′
Ny�y

= 1

Ny

Ny−1∑
j=0

∫
M(y)e2πiyj

γ

2π
Gy�t

× e2πij
γ

2π
�BT �te

−2πi
jy′

Ny�y dy, (B4)

where �y is the voxel size, and Ny is the number of phase en-
code steps in the y-direction. Changing the summation limits
over j to go from −(N-1)/2 to +(N-1)/2, and using the fact
that �t(N/2) = TE, Eq. (B4) can be written as

Mr (y ′) = 1

Ny

∫
M(y)e2πi

γ

2π
�BT TE

×
∑ Ny−1

2

j=− Ny−1
2

e
2πij

(
γ

2π [yGy+�BT ]�t− y′
Ny�y

)
dy.

(B5)

Equation (B5) can be written in terms of the well-known func-
tion q(y, y′), as

|Mr (y ′)|eiϕ =
∫

M(y)e2πi
γ

2π
�BT TEq(y, y ′)dy, (B6)

where, using �ω = 2π�f = �T(y)αB0γ , q(y, y′) is

q±(y, y ′) = 1

Ny

∑
e

2πij

Ny

(
y−y′
�y

± �f (y)
BEPE

)
. (B7)

In Eq. (B7), the relationship Gy�tγ /2π = 1/(Ny�y) has been
used. The term ±�f(y)/BWPE represents the polarity of the
phase shift (i.e., if the data were acquired with positive (+)

FIG. 12. ky-kz plane for three of the subsampling schemes (Note: not drawn to scale). (a)–(b) ESS-VD1 and NESS-VD2, respectively. The number in each
k-space region states what R was achieved in the corresponding region. Vertical/horizontal axis-labels state how many ky’s / kz’s belong to each of the regions,
respectively. For (a) the sampling density varies along the kz-direction but is constant along the ky-direction, whereas for (b) the sampling density varies along
both ky and kz. (c) The 7 2D regions (A–G, Table III) for the NESC2-VD2 scheme, with corresponding R’s, ranging from R = 1 for k-space center (region A)
to R = 13 for the most peripheral parts (region G).
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or negative (−) phase encode gradients). For the sequentially
sampled schemes where all phase encode gradients are posi-
tive, Eq. (B7) becomes

qSeq(y, y ′) = 1

Ny

(∑ Ny−1
2

j=− Ny−1
2

e
2πij

Ny

(
y−y′
�y

+ �f (y)
BEPE

))
. (B8)

In case of the centrically sampled schemes, where both posi-
tive and negative phase encode gradients are applied, the sum-
mation needs to be split into two parts representing lower and
upper parts of k-space, respectively, and Eq. (B7) becomes

qCent(y, y ′) = 1

Ny

( ∑− 1
2

j=− Ny−1
2

e
2πij

Ny

(
y−y′
�y

+ �f (y)
BEPE

)

+
∑ Ny−1

2

j= 1
2

e
2πij

Ny

(
y−y′
�y

− �f (y)
BEPE

))
. (B9)
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