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ABSTRACT
Objective Named entity recognition (NER) is one of
the fundamental tasks in natural language processing.
In the medical domain, there have been a number of
studies on NER in English clinical notes; however, very
limited NER research has been carried out on clinical
notes written in Chinese. The goal of this study was to
systematically investigate features and machine learning
algorithms for NER in Chinese clinical text.
Materials and methods We randomly selected 400
admission notes and 400 discharge summaries from
Peking Union Medical College Hospital in China. For
each note, four types of entity—clinical problems,
procedures, laboratory test, and medications—were
annotated according to a predefined guideline.
Two-thirds of the 400 notes were used to train the NER
systems and one-third for testing. We investigated
the effects of different types of feature including
bag-of-characters, word segmentation, part-of-speech,
and section information, and different machine learning
algorithms including conditional random fields (CRF),
support vector machines (SVM), maximum entropy (ME),
and structural SVM (SSVM) on the Chinese clinical NER
task. All classifiers were trained on the training dataset
and evaluated on the test set, and micro-averaged
precision, recall, and F-measure were reported.
Results Our evaluation on the independent test set
showed that most types of feature were beneficial to
Chinese NER systems, although the improvements were
limited. The system achieved the highest performance by
combining word segmentation and section information,
indicating that these two types of feature complement
each other. When the same types of optimized feature
were used, CRF and SSVM outperformed SVM and ME.
More specifically, SSVM achieved the highest
performance of the four algorithms, with F-measures of
93.51% and 90.01% for admission notes and discharge
summaries, respectively.

INTRODUCTION
Clinical documents are an important type of elec-
tronic health record (EHR) data and often contain
valuable and detailed patient information for many
clinical applications. Natural language processing
(NLP) in the medical domain has become an active
research area in biomedical informatics, and many
studies have successfully demonstrated its uses in
clinical practice and research.1 Named entity recog-
nition (NER) in clinical text, which is used to iden-
tify the boundary of clinically relevant entities such
as diseases and drugs, is one of the fundamental
tasks in clinical NLP research and has been exten-
sively studied, including rule-based approaches in
early years and machine learning (ML)-based
approaches in recent years.2

However, most previous studies on clinical NER
have primarily focused on clinical text written in
English. With the rapid growth of EHRs in China,
information extraction from Chinese clinical text
has also become an important task for biomedical
informatics researchers in China. In this study, our
goal was to assess the performance of ML-based
NER approaches that have been developed for
English clinical text on Chinese clinical documents.
Using manually annotated datasets of admission
notes and discharge summaries in Chinese, we eval-
uated the contributions of different types of feature
and ML algorithms for NER in Chinese clinical
text. To the best of our knowledge, this is one of
the earliest comprehensive studies on features and
ML algorithms for Chinese clinical NER.

BACKGROUND
NER is a fundamental task in NLP research and has
been extensively studied in both English and Chinese
text.3–5 In the medical domain, early clinical NLP
systems often recognize clinical entities using rule-
based approaches that rely on dictionary resources.6 7

More recently, ML-based NER approaches have been
studied for clinical text, largely because of the avail-
ability of annotated clinical corpora. For example,
i2b2 (the Center of Informatics for Integrating
Biology and the Bedside) at Partners Health Care
System has organized a few clinical NER challenges
and created annotated corpora for recognizing
various clinical entities including medications and sig-
nature (the 2009 challenge8) and medical problems,
treatments, and laboratory tests (the 2010 i2b2 chal-
lenge2). Many top-ranked systems in the 2009 and
2010 i2b2 NLP challenges were primarily based on
ML approaches.2 8–10 In ML-based NER approaches,
annotated data are typically represented in the BIO
format, in which each word is assigned to one of
three classes: B, beginning of an entity; I, inside an
entity; O, outside of an entity. Therefore, the NER
problem now becomes a classification problem to
assign one of the three class labels to each word.
Features and ML algorithms appear to be two of

the most important factors that affect the perform-
ance of ML-based NER systems. In previous clinical
NER studies,2 different types of feature, including
syntactic (eg, part-of-speech tags) and semantic
(eg, semantic classes in UMLS (Unified Medical
Language System)) information of context words,
as well as word representation information gener-
ated from unsupervised analysis,11 12 have been
investigated, and all of them conferred beneficial
improvement on NER performance. Different ML
algorithms have also been used for biomedical
NER tasks. Among them, conditional random fields
(CRF)13 and support vector machines (SVM)14 are
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two widely used algorithms. In theory, CRF is a representative
sequence-labeling algorithm, which is suitable for the NER
problem. SVM is a robust classification algorithm that is based
on large margin theory. To include information about neighbor
tokens in sequences, researchers have developed methods to
incorporate neighbor information into features for SVM-based
NER systems.15 16 Another emerging algorithm for NER is the
structural SVM (SSVM),17 18 which is an SVM-based discrim-
inative algorithm for structural prediction. Therefore, SSVM
combines the advantages of both CRF and SVM and is also suit-
able for sequence-labeling problems. In one of our recent
studies,11 12 we demonstrated that SSVM achieved a slightly
better performance on recognizing clinical entities in discharge
summaries from US hospitals.

However, most previous work on clinical NER tasks has
focused on text written in English. With the rapid growth of
EHRs in China, there is a huge need to extract information
from clinical notes written in Chinese. However, there is very
limited work on NER in Chinese clinical text. Wang et al19

applied CRF, SVM, and maximum entropy (ME) to recognize
symptoms and pathogenesis in ancient Chinese medical records
and showed that CRF achieved a better performance. Wang
et al20 conducted a preliminary study on symptom name recog-
nition in clinical notes of traditional Chinese medicine. A more
recent and related study by Xu et al21 proposed a joint model
that integrates segmentation and NER simultaneously to
improve the performance of both tasks in Chinese discharge
summaries.

Despite the important contributions of previous studies on
Chinese clinical NER, none has systematically evaluated the
effects of different features and different ML algorithms on
NER in Chinese clinical text. It is important to compare the dif-
ferences between Chinese and English clinical text and to inves-
tigate whether the NER methods that we have developed for
English clinical text are also effective with Chinese clinical text.
For example, one major difference between English and Chinese
is that segmentation of Chinese text is more difficult because
you cannot rely on white spaces to separate words. In this study,
we created large annotated datasets of Chinese admission notes
and discharge summaries, then systematically evaluated different
types of feature (eg, syntactic, semantic, and segmentation infor-
mation) and four ML algorithms, CRF, SVM, SSVM, and ME.
To the best of our knowledge, this is one of the earliest compre-
hensive studies in Chinese clinical NER research and we believe
it will provide valuable insights into NLP research in Chinese
clinical text.

METHODS
Datasets and annotation
One month (March 2011) of admission notes and discharge
summaries were collected from the EHR database of Peking
Union Medical College Hospital in China. After excluding very

short notes (incomplete notes), we randomly selected 400
admission notes and 400 discharge summaries for this study. All
patient identifiers were manually removed before annotation.
Two Chinese medical doctors (XL and KG) were recruited to
annotate four types of clinical entity—problems, tests, proce-
dures, and medications—by following annotation guidelines
developed in this study. The annotation guidelines were similar
to those used in the 2010 i2b2 NLP challenge (https://www.
i2b2.org/NLP/Relations/Documentation.php), but were trans-
lated into Chinese. One main difference is that we broke down
the ‘treatment’ category in the i2b2 challenge into two categor-
ies: ‘procedures’ and ‘medications’. Thus, we had four types of
entity in this study instead of three as in the i2b2 challenge. In
addition, we also specified some rules for determining entity
boundaries in Chinese text. To calculate the inter-rater agree-
ment for annotation, 40 notes were annotated by both annota-
tors. The remaining 360 notes were annotated by a single
annotator only.

ML-based NER
To convert the NER task into an ML-based classification
problem, we used the ‘BIO’ tags to represent the boundaries of
entities. As we have four types of entity in this study, we gener-
ated nine different tags in total: B-problem, B-procedure, B-test,
B-medication, I-problem, I-procedure, I-test, I-medication, and O.
Figure 1 shows examples of annotated entities labeled with BIO
tags.

Features
As shown in table 1, we used four types of feature: (1)
bag-of-characters; (2) bag-of-words (based on two segmentation
approaches); (3) part-of-speech (POS) tags (only available for
one segmentation approach); and (4) section information. One
major difference between Chinese and English text is that words
in Chinese are formed by continuous Chinese characters
without any space. For example, the word ‘cough’ is
formed by two Chinese characters: “ ” and “ ”. Figure 2
shows the output of a sentence after segmentation. The
bag-of-characters approach simply used individual Chinese
characters as features. If word segmentation is applied to
Chinese text, we can use identified word segments as features
(called ‘bag-of-words’ here). We implemented two word seg-
mentation methods in this study: (1) the Stanford Word
Segmenter (http://nlp.stanford.edu/software/segmenter.shtml),
which supports general Chinese text, but not clinical Chinese
text; and (2) a simple dictionary lookup approach, which uses
the forward maximum match algorithm to search the New
dictionary of medicine and drugs, a clinical dictionary contain-
ing 704 896 medical concepts in Chinese. When the Stanford
Word Segmenter was used, POS tags were generated by the
system as well, which were also used as features in this study.

Figure 1 Examples of Chinese medical named entity recognition (NER) representation.
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In addition, we manually reviewed some notes and defined 35
different section headers (eg, ‘history of illness’) as additional
features.

ML algorithms
NER problems can be considered as either a pure classification
problem or a sequence-labeling problem. In this study, we com-
pared four state-of-the-art ML algorithms: two for classification
problems (SVM14 and ME22) and two for sequence-labeling
problems (CRF13 and SSVM17 18). SVM and SSVM are discrim-
inative statistical algorithms based on large margin theory, while
ME and CRF are discriminative statistical algorithms based on
probability theory. All of them have been widely used in NLP.

Assume there is a sequence-labeling problem of inde-
pendent and identically distributed training samples
SL ¼ {(xk; yk)jk ¼ 1; . . . ;N}. We use lðxÞ to denote the sequence
length of input x, xki denotes the i-th subinput of x, yki denotes
the i-th sublabel of yk, and L denotes the sublabel set. This
problem can be treated as a classification problem of training
samples SC ¼ {(xki ; y

k
i )j(xk; yk) [ SL and i ¼ 0; . . . ; lðxkÞ} if we

assume all sublabels are independent of each other.
SVM uses a linear discriminative function to model

the score of an observation xki and a random variable yi
k:

s(xki ; y
k
i ) ¼ wf ðxki ; yki Þ, where f ðxki ; yki Þ are features. The total

loss function on the training samples SC can be written as:

loss(SC) ¼
XN

k¼1

Xl(xk)

i

lossðxki ; yki ; _yki Þ ð1Þ

where _yki ¼ argmaxysðxki ; yÞ; y [ L and loss(xi
k, yi

k, ẏi
k) =

maxfs(xki ; _yki )� s(xki ; y
k
i ); 0g. This problem can be transformed

into a quadratic programming problem as follows:

argmin
w

1
2
w2 ð2Þ

s:t: loss(xki ; �y
k
i ; y

k
i ) � 1 for (xki ; y

k
i ) [ SC

where; �yki ¼ argmax
y

sðxki ; yÞ; y [ L� fyki g

Many algorithms have been proposed to optimize equation (2),
such as sequential minimal optimization (SMO)23 and cutting
plane (CP).23–25 In our experiments, we used liblinear

(http://www.csie.ntu.edu.tw/~cjlin/liblinear/) as an imple-
mentation of SVM, which optimizes equation (2) by CP.

SSVM uses a similar method to model the sequence-labeling
problems. The discriminative function for a sequence-labeling
sample (xk; yk) can be represented by a first-order Markov chain
in the following form:

s(xk; yk) ¼
Xl

i¼1

ðwefe(yi; xi)þ wsfs(yi; yi�1; xiÞ) ð3Þ

where fe(yi; xi) are emission features, and fs(yi; yi�1; xi) are trans-
mission features. The sequence-labeling problem can be format-
ted as a quadratic programming problem as follows:

argmin
w

1
2
w2 ð4Þ

s:t: loss(xk; �yk; yk) � loss(�yk; yk)for (xk; yk) [ SL

where �yk ¼ argmax
y

s(xk; y); y [ Ll(xk) � {�yk};

loss(�yk; yk) is a loss function of �ykand yk:

There are several types of loss function, and the Hamming
window distance is usually used for sequence-labeling problems.

It can be written as loss(�yk; yk) ¼ PlðykÞ
i¼1

Iðyki ¼¼ �yki Þ, where Ið:Þ
means whether the condition in the parentheses is satisfied.
Equation (4) can also be solved by SMO and CP. In our experi-
ments, we used SVMhmm (http://www.cs.cornell.edu/people/tj/
svm_light/svm_hmm.html) as an implement of SSVM, which
solved equation (4) by CP.

ME uses an exponential distribution to model the conditional
distribution of a random variable yki on an observation

xki : p(yki jxki ) ¼
1

Zðxki ;wÞ
exp(wf (xki ; y

k
i )), where Z(xi

k,w)=Σy

exp(wf (xki ; y
k
i )). The maximum log-likelihood estimation func-

tion on the training samples SC can be written as:

LðSCÞ ¼ �log
YN

k¼1

YlðxkÞ

i¼1

pðyki jxki ;wÞ
0
@

1
A ð5Þ

which can be solved by Generalized Iterative Scaling (GIS),26

Broyden–Fletcher–Goldfarb–Shanno (BFGS),27 limited-memory
BFGS (L-BFGS),28 stochastic gradient (SG),29 and so on. In our
experiments, we used maxent (http://homepages.inf.ed.ac.uk/
lzhang10/maxent_toolkit.html) as an implement of ME, and set
L-BFGS as its training algorithm.

CRF uses an undirected graph to model the conditional distri-
bution of random variables Y conditioned on observations
X: p(Y|X). For example, given a sample of length l, (x,y), the
conditional probability p(y|x) can be represented by a first-order

Table 1 Features used for Chinese medical entity recognition

Feature type Explanation

Bag-of-characters Individual Chinese characters in a window
Bag-of-words Individual Chinese words in a window. Two methods were

used for word segmentation: the Stanford Word Segmenter
and a dictionary lookup program.

Part-of-speech
(POS)

POS tags, only available from the Stanford Word
Segmenter

Section information Section headers from a predefined list

Figure 2 An example of word segmentation in Chinese.
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Markov chain in the following form:

p(yjx) ¼ 1
Zðx;wÞ exp

Xl

i¼1

ðwefe(yi; xi)þ wsfs(yi; yi�1; xiÞ) ð6Þ

where Z(x;w) ¼ P
y
exp

Pl
i¼1

ðwefe(yi; xi)þ wsfs(yi; yi�1; xiÞ) is a

normalization factor. The maximum log-likelihood estimation
function on the training samples SL can be written as:

LðSLÞ ¼ �logð
YN

k¼1

pðykjxk;wÞÞ ð7Þ

Equation (7) can be solved by the same algorithms as used for
ME, such as GIS, BFGS, L-BFGS, SG, and so on. In our experi-
ments, we used CRF++ (http://crfpp.googlecode.com/svn/
trunk/doc/index.html) as an implementation of CRF, which
optimizes equation (7) by L-BFGS.

Experiments and evaluation
For either discharge summaries or admission notes, we divided
400 notes into two subsets: two-thirds (266 notes) for training
and one-third (134 notes) for testing. The parameters of clas-
sifiers were optimized using the training set via a 10-fold
cross-validation method. Then we evaluated and reported
the performance using the independent test set. As CRF is the
most widely used algorithm for NER, we first investigated the
effects of different types of feature based on the CRF classifier.
We started with the baseline system that used bag-of-character

features only, and then progressively added bag-of-word features
based on different segmentation methods, POS tags, and section
information. Once the optimized feature combination was iden-
tified on the basis of the CRF classifier, we evaluated the per-
formance of other ML algorithms (SVM, ME and SSVM) using
the same sets of features.

The performance of NER systems was measured by standard
micro-averaged precision, recall, and F-measure for all
entities.2 We developed an evaluation tool to calculate their
values based on the official evaluation program developed in
the 2010 i2b2 NLP challenge. The evaluation program pro-
vides two sets of measures—exact match and inexact match—
where exact match means that an entity is correctly predicted if,
and only if, the starting and ending offsets are exactly the same
as those in the gold standard; the inexact match means that an
entity is correctly predicted if it overlaps with any entity in the
gold standard.

RESULTS
Table 2 shows the statistics of the corpora of Chinese discharge
summaries and admission notes used in this study. There were
30 793 sentences and 38 973 entities in 400 admission notes,
and 22 838 sentences and 39 334 entities in 400 discharge sum-
maries. The proportion of each type of concept in 800 notes
(both admission and discharge summaries) was 56.95% for pro-
blems, 29.73% for tests, 8.54% for procedures and 4.78% for
medications. The problems and tests were almost equally distrib-
uted in admission and discharge summaries, while procedures
and medications were mainly in discharge summaries. Based on
the annotations on 40 notes, the inter-annotation agreements
using kappa statistics30 on admission and discharge summaries

Table 2 Summary statistics of annotated datasets of Chinese discharge summaries and admission notes

Dataset Notes Type Sentences Characters

NER tasks

Problems Procedures Tests Medications Total

Training 266 Admission 20 506 277 701 16 253 1500 7414 840 26 007
Discharge 15 140 243 069 13 308 2995 8093 1757 26 153
All 35 646 520 770 29 561 4495 15 507 2597 52 160

Test 134 Admission 10 287 139 885 8180 671 3754 361 12 966
Discharge 7698 125 335 6851 1522 4021 787 13 181
All 17 985 265 220 15 031 2193 7775 1148 26 147

Total 400 Admission 30 793 417 586 24 433 2171 11 168 1201 38 973
Discharge 22 838 368 404 20 159 4517 12 114 2544 39 334
All 53 631 785 990 44 592 6688 23 282 3745 78 307

NER, named entity recognition.

Table 3 Performance of the CRF-based NER systems on Chinese admission and discharge notes when different features were used

Feature

Admission notes Discharge summaries

Exact-match Inexact-match Exact-match Inexact-match F-measure (R/P)

BOC 93.18 (93.70/92.66) 94.32 (94.85/93.80) 88.89 (89.80/87.99) 90.75 (91.68/89.83)
BOC+BOW-STAN 93.19 (93.59/92.79) 94.40 (94.81/94.00) 89.01 (89.87/88.16) 90.95 (91.83/90.08)
BOC+BOW-STAN+POS 93.14 (93.46/92.81) 94.37 (94.70/94.04) 88.89 (89.59/88.21) 90.86 (91.57/90.16)
BOC+BOW-DICT 93.30 (93.66/92.94) 94.50 (94.87/94.13) 89.19 (90.16/88.24) 90.97 (91.96/90.00)
BOC+SECTION 93.28 (93.63/92.93) 94.40 (94.76/94.05) 88.95 (89.96/87.96) 90.71 (91.74/89.70)
BOC+BOW-STAN+SECTION 93.22 (93.61/92.83) 94.45 (94.85/94.06) 89.02 (89.95/88.12) 90.89 (91.83/89.96)
BOC+BOW-DICT+SECTION 93.52 (93.77/93.26) 94.69 (94.95/94.43) 89.23 (90.29/88.20) 91.00 (92.08/89.94)

Values are F-measure (recall/precision) (%).
BOC, bag-of-characters; BOW-DICT, bag-of-words from dictionary lookup; BOW-STAN, bag-of-words from the Stanford Word Segmenter; CRF, conditional random fields; NER, named
entity recognition; POS, part-of-speech information from Stanford Word Segmenter; SECTION, section information.
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were 0.957 and 0.924, respectively, which indicates that the
annotation was reliable.

Table 3 shows the performance of the CRF-based systems on
test sets when different features were used for admission and
discharge summaries, respectively. The numbers in columns 2–5
are F-measures followed by corresponding recall and precision
values in parentheses for all entities using the exact-matching or
inexact-matching criterion. Both word segmentation approaches
slightly improved the NER performance, and the dictionary
lookup method seemed to give a better performance. For
example, on discharge summaries, the Stanford Word
Segmenter improved the F-measure from 88.89% to 89.01%,
while the dictionary lookup approach improved the F-measure
from 88.89% to 89.19%. The POS tag information following
Stanford segmentation did not further improve the NER per-
formance. The section information also helped the NER system
slightly (F-measure 88.95% vs 88.89% at baseline on discharge
summaries). However, this improvement is minimal, as the 95%
CIs for the F-measure (%) of ‘BOC+SECTION’ were (88.46 to
89.42) (88.94±0.48) using the two-tailed t test based on boot-
strapping sampling, which randomly selected 5000 sentences
with replacement 200 times.

The best performance, F-measures of 89.23% and 93.52%
for discharge and admission notes, respectively, was achieved
when bag-of-characters and bag-of-words from the dictionary
lookup, and section information were combined. In addition,
we noticed that the NER systems always achieved a better per-
formance on admission notes than discharge summaries when
the same features were used. For example, when only the
bag-of-character features were used, the F-measure of the
CRF-based NER system was 93.18% on admission notes vs
88.89% on discharge summaries.

The detailed results of the best CRF-based NER system for
each entity type are shown in table 4. F-measures ranged from
82.89% to 95.06% for admission notes and 78.51% to 91.82%
for discharge summaries among four types of entity. Performance

was best for tests and worst for procedures. For each type of
entity, precision was always higher than recall.

Using the optimized feature sets (bag-of-characters, bag-of-
words from the dictionary lookup, and section information), we
compared the four ML algorithms on admission and discharge
notes. Results are reported in table 5. The sequence-labeling
algorithms (CRF and SSVM) were superior to the classification
algorithms (ME and SVM). For example, SSVM outperformed
SVM by 2.99% and 4.45% in F-measure for admission notes
and discharge summaries, respectively. The best performance
was achieved by SSVM, which was similar to CRF on admission
notes (93.53% vs 93.52%), but was better than CRF on dis-
charge summaries (90.01% vs 89.23%).

DISCUSSION
In this study, we investigated ML-based approaches for NER in
Chinese clinical text. We manually created annotated datasets of
400 admission notes and 400 discharge summaries in Chinese,
and systematically evaluated the contributions of different types
of features and ML algorithms for NER in Chinese clinical text.
Our results showed that word segmentation information based
on a Chinese medical dictionary and section information was
beneficial to NER tasks in Chinese clinical text. When the same
features were used, we also demonstrated that SSVM achieved
the best performance of the four different ML algorithms. This
was consistent with a previous study on NER in English clinical
text.11 12 These findings will all be useful for future Chinese
clinical NLP research.

In this study, the best performance of our NER system for
Chinese discharge summaries was an F-measure of 90.01%,
which is similar to the best F-measure (90.24%) reported in
another recent NER study on Chinese discharge summaries.21

These results are much better than the best result on the 2010
i2b2/VA NLP challenge on clinical entity recognition from
English discharge summaries (F-measure 85.23%).2 9 It is diffi-
cult to determine exactly why English clinical text is more

Table 4 Detailed results of the best CRF-based NER system on admission and discharge summaries for each entity type

Entity

Admission notes Discharge summaries

Exact-match Inexact-match Exact-match Inexact-match

Overall 93.52 (93.77/93.26) 94.69 (94.95/94.43) 89.23 (90.29/88.20) 91.00 (92.08/89.94)
Problems 93.96 (93.99/93.92) 95.35 (95.39/95.32) 90.19 (90.61/89.77) 92.20 (92.63/91.77)
Procedures 82.89 (85.44/80.48) 85.34 (87.97/82.86) 78.51 (82.80/74.64) 81.48 (85.93/77.46)
Tests 95.06 (95.22/94.91) 95.41 (95.56/95.26) 91.82 (92.22/91.42) 92.89 (93.30/92.49)
Medications 86.44 (88.18/84.76) 88.98 (90.78/87.26) 87.41 (90.82/84.24) 88.33 (91.78/85.13)

Values are F-measure (recall/precision) (%).
CRF, conditional random fields; NER, named entity recognition.

Table 5 Comparison of four state-of-the-art machine learning algorithms on Chinese admission and discharge summaries when optimized
features were used

Algorithm

Admission notes Discharge summaries

Exact-match Inexact-match Exact-match Inexact-match

SVM 90.54 (90.81/90.27) 93.70 (93.99/93.42) 85.56 (85.89/85.21) 89.87 (90.23/89.52)
ME 90.43 (91.07/89.80) 93.49 (94.15/92.84) 85.15 (86.01/84.30) 89.70 (90.61/88.80)
CRF 93.52 (93.77/93.26) 94.69 (94.95/94.43) 89.23 (90.29/88.20) 91.00 (92.08/89.94)
SSVM 93.53 (92.93/94.15) 95.35 (94.72/95.97) 90.01 (89.19/90.84) 92.65 (91.91/93.51)

Values are F-measure (recall/precision) (%).
CRF, conditional random fields; ME, maximum entropy; SVM, support vector machines; SSVM, structural support vector machines.
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difficult for NER tasks. We conducted an analysis of entity fre-
quency in both English (the i2b2 corpus) and Chinese discharge
summaries. It seems that entities in English clinical text are
sparser than those in Chinese clinical text. In Chinese discharge
summaries, 53.18% of entities occurred once, whereas in
English clinical text 76.02% of entities occurred once.
Therefore, the higher percentage of low-frequency entities may
be one reason for the performance difference between English
and Chinese clinical text. Moreover, the difference between
exact-matching and inexact-matching F-measures of our best
NER system on Chinese discharge summaries (2.64%) is much
smaller than the best result on the i2b2/VA NLP challenge on
clinical entity recognition in English discharge summaries
(8.39%),2 9 indicating that the boundaries of entities in Chinese
clinical text are easier to determine than in English clinical text.
This may be another reason for the performance difference
between English and Chinese clinical entity recognition.

Word segmentation is one of the major differences between
English and Chinese text processing. However, when we used
the Stanford Word Segmenter—a state-of-the-art Chinese seg-
menter in the general domain—the performance of the NER
system did not improve much. More improvement was observed
when a Chinese medical dictionary was used for word segmen-
tation. This finding suggests that domain knowledge is import-
ant for word segmentation in Chinese clinical text. In future, we
plan to use domain-specific word segmentation approaches for
Chinese clinical text by combining medical knowledge bases
with statistical word segmentation methods, to further improve
NER performance. It is not surprising that the sequence-labeling
algorithms were superior to the classification algorithms for
NER in Chinese clinic notes, as sequence-labeling algorithms
take the relationships between neighboring labels into consider-
ation. However, it was important to verify that SSVM, a rela-
tively new sequential labeling algorithm, could achieve a slightly
better performance than CRF on NER in Chinese clinical text.
This finding, together with our previous results,11 12 demon-
strated that SSVM could be a competitive alternative to CRF on
NER tasks in both English and Chinese clinical texts.

Furthermore, we analysed the errors in our best system. We
found that most errors occurred in long entities with combined
structures. For example, in a long problem entity “ (liver)
(function) (abnormal) (acute) (exacerbation)” (acute
exacerbation of abnormal liver function), only part of it—“

(liver) (function) ” (abnormal)—was predicted to be a
problem. Information about syntactic structures of Chinese sen-
tences could potentially help in this scenario. However, there is
very limited work on syntactic parsing of clinical text in
Chinese, which requires extensive resources and effort (eg,
building a Treebank), but is probably worth investigating.
Another type of error was caused by unseen samples in the
training set. For example, a procedure “ (discontinue)
(ventilator)” (discontinue ventilator) was not detected because
there were no similar medical concepts in the training dataset.
Increasing the sample size may solve this problem.

CONCLUSIONS
In this study, we systematically investigated features and ML
algorithms for the NER task in Chinese clinical text using a
manually annotated corpus of 400 admission notes and 400 dis-
charge summaries. Our results show that both word segmenta-
tion and section information improved NER in Chinese clinical
text, and SSVM, a recent sequential labeling algorithm, outper-
formed CRF and other classification algorithms. Our best
system achieved F-measures of 90.01% and 93.52% on Chinese

discharge summaries and admission notes, respectively, indicat-
ing a promising start for Chinese NLP research.
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