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Abstract

Nonalcoholic fatty liver disease is the most prevalent chronic liver disease in Western societies.

MRI can quantify liver fat, the hallmark feature of nonalcoholic fatty liver disease, so long as

multiple confounding factors including  decay are addressed. Recently developed MRI methods

that correct for  to improve the accuracy of fat quantification either assume a common 

(single- ) for better stability and noise performance or independently estimate the  for water

and fat (dual- ) for reduced bias, but with noise performance penalty. In this study, the tradeoff

between bias and variance for different  correction methods is analyzed using the Cramér-Rao

bound analysis for biased estimators and is validated using Monte Carlo experiments. A noise

performance metric for estimation of fat fraction is proposed. Cramér-Rao bound analysis for

biased estimators was used to compute the metric at different echo combinations. Optimization

was performed for six echoes and typical  values. This analysis showed that all methods have

better noise performance with very short first echo times and echo spacing of ∼π/2 for single- 

correction, and ∼2π/3 for dual-  correction. Interestingly, when an echo spacing and first echo

shift of ∼π/2 are used, methods without  correction have less than 5% bias in the estimates of

fat fraction.
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Nonalcoholic fatty liver disease is the most common chronic liver disease in United States,

affecting up to 30% of adults (1,2) and 10% of children (3–5). It is closely associated with

obesity, insulin resistance, and metabolic syndrome, afflicting 60–75% of obese persons (6).

Intracellular accumulation of triglycerides (hepatic steatosis) is the hallmark feature of

nonalcoholic fatty liver disease. Histological analysis of steatosis based on liver biopsy is

the current reference standard for assessment of hepatic fat content. However, biopsy is

inherently subjective and limited, due to sampling variability, high cost, and risk of

complications. For these reasons, biopsy is also poorly suited for longitudinal studies.

Recent work by multiple groups has demonstrated that MRI can accurately quantify hepatic

fat content in the form of the proton density fat fraction (7–14). Accurate measurement of fat

fraction requires the following confounding factors to be addressed: B0 inhomogeneities

(15,16), spectral complexity of fat (9,17), noise bias (18), T1 bias (9,18), eddy currents (19),

and  decay (9,17,20,21).

Most MRI methods that correct for  decay to improve the accuracy of fat quantification

assume a common  (single- ) for water and fat (9,17,20). At relatively low (high) fat

fractions, the  of water (fat) dominates, and single-  correction provide accurate

measurement of fat content. However, water and fat signals have independent  in general,

which may impact estimation of fat content, particularly at high fat fractions and short 

(21).

To account for independent  of water and fat, O'Regan et al. (22) described a “magnitude-

based” independent  correction method. Unfortunately, this approach did not account for

the spectral complexity of fat, which is necessary for accurate fat quantification to avoid

large errors that may be clinically significant (12,23).

Chebrolu et al. (21) recently reported a “complex-based” algorithm that uses both magnitude

and phase information. They included spectral modeling in combination with independent

 correction (dual- ) of water and fat. High accuracy in fat quantification with the dual-

 model was demonstrated in a fat–water super-paramagnetic iron oxide phantom.

However, the dual-  method (21) becomes ill-conditioned at fat fractions close to 0% or

100%, because it is not possible to estimate the  of a species accurately in the presence of

noise, if that species is present in low concentrations. This instability requires constrained

reconstruction methods that increase the complexity of the estimation algorithm. In addition,

the dual-  model introduces additional degrees of freedom that may degrade noise

performance in estimates of fat fraction.

Previous works (20,24) used the Cramér-Rao bound (CRB) analysis of unbiased estimators

for characterizing the noise performance of chemical shift-based water–fat separation

methods. Hernando et al. (25–27) recently compared the performance of fat quantification

methods using CRB analysis of unbiased estimators. However, bias may result when no 

correction or single-  correction is used. In such scenarios, the CRB analysis of biased

estimators (28) may be more appropriate. One possible reason for the differences between
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theory and Monte Carlo simulations seen in the previous work (25–27) may have resulted

from the use of CRB analysis of unbiased estimators.

Therefore, the major purpose of this work is to compare the bias and the noise performance

of single-  and dual-  correction methods using CRB analysis of biased estimators for

better understanding of the tradeoffs needed to improve the accuracy of fat quantification,

i.e., is the reduction in bias using a dual-  model outweighed by its reduced noise

performance, increased complexity and instability?

In previous noise analyses of chemical shift-based water–fat separation methods, noise

performance was characterized for water-only and/or fat-only images (15,20,24). However,

fat fraction is the most commonly used metric for quantifying fat content because it is

independent of B1 coil sensitivity (10–12,22,29,30). Therefore, a secondary purpose of this

work was to construct a noise performance metric (NPM) for fat fraction. This metric and

CRB analysis for biased estimators (CRBBE) were used to investigate the noise

performance of the  correction methods. The bias and noise performance of methods

without  correction were also computed for comparison.

The performance of the  correction methods analyzed for a wide range of echo

combinations and the echo shifts that achieve better performance for fat fraction estimation

are reported. To our knowledge, this is the first study that presents CRBBE for chemical

shift-based water–fat separation methods.

Theory

Signal Equations

The signal, s(t), from a volume element containing water and fat with independent  decay

can be written as:

[1]

where ρW and ϕW are the magnitude and phase of water signal, ρF and ϕF are the magnitude

and phase of fat signal. As expected from the Bloch equations and from experiments by Yu

et al. (17), fat peaks have a common initial phase (ϕF) at t = 0. ψ is the shift (Hz) caused by

local B0 field inhomogeneities. Δfp is the chemical shift of the pth fat peak relative to water

and rp is the relative proportion of the pth fat peak, such that . At clinical field

strengths, the triglyceride spectrum shows at least six (P = 6) distinct spectral peaks (31). In

this work the values of Δfp and rp are assumed to be known a priori, according to those

reported by Hamilton et al. (31).

All the protons on a single triglyceride molecule will experience very similar magnetic field

inhomogeneities (21). This is true for both microscopic and macroscopic magnetic field

inhomogeneities, both of which accelerate  signal decay through enhanced dephasing of
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spins within an isochromat. The effects of J-coupling, which affects the apparent  decay in

sequences that use refocusing pulses (e.g., fast spin-echo, point resolved spectrocopy

(PRESS)), should be minimal, because our acquisition uses a low flip angle spoiled gradient

echo acquisition (see below), which are unaffected by J-coupling (32,33). For all of these

reasons, it should be reasonable to assume the same  for all the fat peaks, i.e., 

[2]

Equation 2 will be used as the dual-  signal model. Recently reported experiments in a

fat–water–iron phantom demonstrate that the signal model in Eq. 2 accurately models the

underlying physics of the water and fat signals in this phantom (21). Further, a recent report

in 55 patients comparing single  correction to no  correction demonstrated excellent

agreement between MRI and MR spectroscopy (MRS) (34). These data indicate that single

 correction accurately modeled the physics of water and fat signal from the liver and adds

indirect evidence that the  of all fat peaks are similar to each other. It is important to note,

however, that in this particular group of patients, there were none who had both iron

overload and severe hepatic steatosis. Dual-  modeling may still be necessary in patients

with both high iron and high fat concentrations.

For N echoes measured at specific echo times tn (n = 1,2, …, N) in the presence of Gaussian

noise (35), Eq. 2 can be written in matrix form,

[3]

where

[4]

and S = [sr(t1) si(t1) … sr(tN) si(tN)]T, , and γ = [ρw ρF]T · sr (tn) si (tn)

and  are the real and imaginary parts of the signal and noise at the nth echo,

respectively.
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One challenge in the estimation of water and fat using Eq. 3 is that it becomes ill-

conditioned when a voxel contains predominately water or fat (21). To avoid this instability,

it can be assumed that the  of water and fat are equal (i.e., ), leading to

the single-  signal model first described by Yu et al. (17) and Bydder at al. (9), i.e.,

[5]

For the purposes of calculating bias, we will assume the dual-  signal model in Eq. 2 to be

“truth.” The bias and noise performance of single versus dual-  correction will then be

investigated. The bias and noise performance of methods without  correction will also be

computed for comparison.

Expectation and Variance of Fat Fraction

The performance of the  correction methods is analyzed by comparing the bias and the

variance in estimates of fat fraction. Fat fraction is defined as the ratio of the density of

mobile fat protons (ρF) divided by the cumulative density of mobile water and fat protons

(ρW + ρF). In general, there are no simple exact formulas for the expectation and variance of

a quotient ( ) of two random variables (ρF, ρW + ρF). However, Mood et al. (36)

derived approximate formulae for expectation and variance of the quotient of two random

variables that have nonzero covariance. Using these formulae, the expectation value (Eη)

and variance  of the fat fraction becomes

[6]

[7]

where the expectation of ρW and ρF are EρW and EρF, the variance of ρW and ρF are  and

 and the covariance between ρW and ρF is C.

For simplicity of notation, let . Note that μ does not equal Eη in general,

except when there is no bias and the variance and covariance of ρW and ρF is small, as can

be seen from Eq. 6. Using the expression for μ, Eq. 7 can be further simplified such that the

expression for the variance of fat fraction becomes
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[8]

Equation 8 provides the expression for the variance of fat fraction given the expectation,

variance and covariance of both water and fat.

Metric for Analyzing the Noise Performance of Estimation of Fat Fraction—The

noise performance of fat–water decomposition has been previously analyzed using the

effective number of signal averages, or NSA (15,24,37) as a metric. NSA of water (fat) is

the ratio of the variance of the signal (s(tn)) divided by the variance of the estimate water

(fat) signal. Analogous to the NSA, we define a NPM for fat fraction as,

[9]

This metric for noise performance of the fat fraction provides normalization of the variance

of the source signal (σ2). The NPM is the square of the ratio of the normalized measures of

dispersion of probability distributions for the source signal (σ/(EρW + EρF)) and fat fraction

(σ/1). The normalization of dispersion of probability distribution was performed with the

maximum possible values for the source signal (EρW + EρF) and fat fraction (1.0). If the NSA

of water and fat magnitude signals are NSAρW and NSAρF then using Eq. 8, the NPMη

becomes

[10]

The NPMη provides a useful way to combine the NSA of water and fat, the covariance C

between water and fat, and the variance of the signal. When C is negligible or when μ. is

close to 0 or 1, the term Cμ(1 − μ) in Eq. 10 can be neglected and NPMη become

independent of SNR (σ2). Interestingly, if μ = 0 then NPMη = NSAρF, i.e., when there is

only water signal, the noise performance of fat fraction depends only on the NSA of fat. The

opposite is true when μ = 100%. Intuitively, when the fat fraction approaches 0, the

numerator in the expression for fat fraction (ρF) has low SNR, while the denominator (ρW +

ρF) has much higher SNR and can be viewed as approximately constant. Thus, η ≈ ρF/(EρW
+ EρF) is nearly a scaled version of ρF and has similar noise performance as ρF.

Analogously, when the fat fraction approaches 1, η ≈ 1 − ρW/(EρW + EρF) is nearly a scaled

version of ρF is nearly a scaled and shifted version of ρW.

Expressions for the expectation, variance, and covariance of ρW and ρF are needed for

theoretical characterization of the variance in fat fraction. The theoretical expressions for

minimum possible variance in the estimates of ρW and ρF are typically calculated using CRB

analysis for unbiased estimators. Pineda et al. and Reeder et al. (15,24) theoretically derived

and experimentally validated the variance in the estimates of ρW and ρF for three-point

chemical shift-based water–fat separation methods that correct for B0 field inhomogeneities.
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Yu et al,. (20) analyzed the noise performance of six-point fat–water estimation method that

uses single-  correction.

Cramér-Rao Bound Analysis for Biased Estimators

Methods that assume a single-  model (Eq. 5) will, in general, have bias in the estimates

of ρW and ρF. Similarly, parameter estimates of methods without  correction will, in

general, be biased. Previous works (20,24,27) theoretically characterized the noise

performance of ρW and ρF by assuming the parameters to be unbiased. However, CRBBE

should be used in situations where estimators may be biased. Please see Appendix A for

details of the CRBBE for fat quantification when using  correction methods.

Bias in the Estimates of ρW and ρF for Methods with No or Single-  Correction

Methods with no or single-  correction use a signal model different from that the “true”

signal model, and hence in general E(x̂) ≠ x, for these methods. CRB of un biased estimators

assume E(x̂) to be equal to x for all parameters. We relax this assumption and compute the

bias in the estimates of ρW and ρF The estimates of the parameters ϕW, ϕF, and ψ are

assumed to be unbiased and an approximate expression for the bias in  is derived below.

Accurate theoretical expressions for the bias in the estimates of the nonlinear parameters

ϕW, ϕF, and ψ and  is beyond the scope of this study, and, as we validate through Monte

Carlo simulations, is not necessary. Please see Appendix B for details on bias calculations

when using no or single  correction methods.

Materials and Methods

Estimation of Fat Fraction and  In Vivo

The tradeoff between bias and variance in the estimation of fat fraction was analyzed using

three representative sets of  values to encompass a wide range of values that may be

encountered physiologically.

The first set of values  were based on those measured by Schwenzer et al. (38) in 129

subjects where the average , and we assume that  of water and fat are equal.

 values for water and fat for the second and third cases were measured using the dual- 

method (21) in two patients with severe steatosis. The second patient also has suspected

hepatic iron overload from transfusional hemosiderosis. These in vivo exams were

performed with institutional review board approval and informed consent and were acquired

in a HIPAA compliant manner. Both the patients were scanned at 1.5 T (Signa HDx

TwinSpeed, GE Healthcare, Waukesha, WI) with an eight-channel cardiac coil (GE

Healthcare). Imaging parameters for the first patient included: 256 × 160, 35 × 35 cm field-

of-view, 10 mm slice, 5° flip angle, ±125 kHz bandwidth, six echoes/repetition time, 13.7

ms repetition time, 1.2 ms first echo and 2.0 ms echo spacing. Imaging parameters for the

second patient included: 160 × 128, 34 × 27 cm field-of-view, 8 mm slice, 12° flip angle,

±111 kHz bandwidth, six echoes/repetition time, 13.9 ms repetition time, 0.9 ms first echo,

and 1.5 ms echo spacing. Two-dimensional parallel imaging with effective acceleration of
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2.5 and 2.1 for the two acquisitions, respectively, was performed with autocalibrating

reconstruction for Cartesian sampling (39). Both acquisitions acquired 32 slices within a 21

s breath-hold. Fat fraction and  estimates of the two methods were computed in a

representative central slice from set of slices, by manually segmenting the liver tissue over

the entire slice, while carefully avoiding large vessels, bile ducts and other nonhepatic

tissue. The average and standard deviation were computed from the resulting histogram of

 values measured from the segmented liver tissue. The identical region was used to

measure  values for the single and dual  reconstructions for each patient.

Validation of Theory Using Monte Carlo Simulations

Theoretical expressions for bias and noise performance of fat fraction and the assumptions

made in these calculations were validated using Monte Carlo simulations. While performing

Monte Carlo validation, all the parameters were estimated independently without any

assumptions regarding the bias of ρW, ρF, ϕW, ϕF, , and ψ.

The complex MRI signal data were simulated using Eq. 2 as the true signal for fat fractions

range from 0% to 100% fat. The three representative sets of  values were used. Water and

fat signal magnitudes were chosen such that the value of (ρW + ρF) was always 100, and

Gaussian noise with unit standard deviation was added to real and imaginary parts of the

complex data, such that the SNR of the total water and fat signal was 100. Using the

simulated noisy complex signals, estimates of ρW, ρF, ϕW, ϕF, and ψ were calculated

without  correction (15). In addition, estimates of ρW, ρF, ϕW, ϕF,  and ψ were

calculated using single-  correction (17,20), and finally estimates of ρW, ρF, ϕW, ϕF,

, and ψ were calculated using dual-  correction (21). In the Monte Carlo

simulations, no field map smoothing (40) was used. Parameter estimation was repeated for

5000 independent Gaussian noise realizations for every fat fraction, and the variance of the

fat fraction estimated by the three methods was computed to compare with theoretical

predictions derived from CRBBE.

Echo Combination Optimization for Estimation of Fat Fraction

The CRB analysis can be performed to optimize the noise performance at different echo

times in the acquisition. As the noise performance depends on fat fraction, it is important to

choose a relevant range of fat fractions for this optimization. Previous studies in 110

subjects have demonstrated a range of fat fractions from 0–30% (12). Although fat fractions

greater than 30% do occur, as shown by the two extreme examples in this study, they are

uncommon. A vast majority of cases that we encountered at our institution have fat fractions

below 30% (34). Based on these data, we performed echo time optimization for fat fraction

range of 0–30%.

The impact of echo timing on bias and noise performance was computed in the following

manner: the minimum NPMη and maximum bias over the 0—30% fat fraction range was

determined for a large set of echo combinations (echo time, TEmin = 0–2 π, ΔTE = 0–2π,

and step size for both TEmin and ΔTE was 0.03π). From these calculations, echo
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combinations that maximize noise performance and minimize bias have been selected as the

optimal echo combinations.

Results

Figure 1 shows the estimates of fat fraction calculated using the single and dual-  methods

in the two patients, both with severe steatosis. Figure 2 shows the  values in the same

patients estimated by the two methods. For the first patient, the hepatic fat fraction (%)

estimated by the single and dual-  methods were 49.5 ± 4.8 and 46.5 ± 5.8, respectively.

For the second patient, the hepatic fat fraction (%) was 35.6 ± 7.3 (single-  method) and

32.8 ± 7.2 (dual-  method).

The  estimated by the single-  method in the first patient was 32.3 ± 8.0ms and the

corresponding  of water and fat estimated by the dual-  method were 26.4 ± 25.3 and

62.4 ± 104.4 ms, respectively. The  values estimated by the single-  method in the

second patient were 11.9 ± 15.7ms and the corresponding  of water and fat estimated by

the dual-  method were 12.4 ± 28.2 and 18.9 ± 27.4 ms, respectively. Note that the mean

 estimates were determined from the mean of the inverse of  and not the inverse of the

mean of , which will be different in general.

The standard deviations in the estimated values of  in these patients using single and dual-

 correction methods likely reflects a combination of the normal variability of  across

the liver, variations related to shortening of  from external susceptibility, and from noise

in the estimated  maps. Noise in the estimated  maps will depend on the  correction

method used (single vs. dual), which may explain the increased variability using the dual- 

correction method. Finally, it should be noted that as the region of interest used to measure

the average  values is very large, the standard error on these average values is very small.

Based on the work of Schwenzer et al. (38), and measurements in these two patients, we

chose  values for the three representative scenarios used in subsequent CRBBE

calculations as:

1.

2.

3.

Figures 3–5 plot the bias and NPMη for methods with no, single and dual-  correction for

two representative set of echo times and the three sets of  values. Six echoes with typical

echo times were used with the first echo time of 1.2 ms and an echo spacing of 1.6 ms and

also spacing of 2 ms. The computations were assuming chemical shift and appropriate echo

times for generating a phase shift of ∼2π/ 3 and ∼π between the water peak and the main

methylene peak of fat at 1.3 ppm. It is important to note that the use of phase shifts (e.g.,

2π/3, π, etc.) to describe echo shifts is only valid when the two species each have a single

resonance frequency, which is not the case with fat, which has at least six distinct spectral
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peaks. However, the use of phase shifts to describe echo times is commonly used in the

literature and provides a useful intuitive basis to understand the underlying signal behavior.

Monte Carlo simulations were also performed to validate the theoretical predictions by

CRBBE in Figs. 3–5. Excellent agreement between theory and Monte Carlo simulations was

observed, demonstrating that assumptions made in the calculation of bias and noise

performance with the CRBBE are valid. As expected, bias and noise performance are highly

dependent on fat fraction,  values, and the choice of echo combinations.

From Figs. 3–5, it can be observed for all the three methods, that the minimum NPMη

(maximum variance) occurs at fat fractions close to 0%. Interestingly, when no 

correction is used, the fat fraction where the minimum and maximum bias occur is highly

dependent on the choice of echo combination.

Figures 6–8 show the theoretical minimum NPMη and maximum bias for the three methods

at different echo combinations. Computations were performed for fat fractions between 0%

and 30% and for the three sets of  values. Interestingly, an echo spacing of ∼π/2 provides

the best noise performance with single-  correction. An echo spacing of ∼2π/3 provides

the best noise performance for the methods with no or dual-  correction. The echo

spacings of ∼π and ∼4π/3 are the next best choices for optimal noise performance for

methods without or with dual-  correction. All the three methods demonstrate tremendous

improvement in noise performance with very short first echo times. Also note the difference

between the noise performance at optimal echo combinations and the noise performance at a

typical echo combination (shown with *) used in subjects (34).

The troughs in the two-dimensional plots for maximum bias (Figs. 6–8) identify optimal

echo times for reducing bias when no  correction is used. Without  correction the echo

combination with first echo time and echo spacing of (∼π/2, ∼π/2) provides less than 5%

worst-case bias. The other optimal choices of first echo time and echo spacing that provide

relatively smaller maximum bias (<7.5%) for methods without  correction are (∼0.75π,

∼0.80π), (∼ π, ∼0.88π), and (∼0.88π, ∼1.11π). These echo combinations are optimal for

reducing bias in the estimates for fat fractions between 0% and 30%. The performance of the

three  correction methods at the optimal echo combinations is compared for the complete

range of fat fractions in Figs. 9 and 10.

Figure 9 plots the bias and NPMη with the first echo time of 1.2 ms and an echo spacing of

1.1 ms. These echo times were used to generate echo combinations optimal for reducing bias

for methods without  correction (Figs. 6–8). The three sets of  values were used.

Results show that when a first echo time and echo spacing of (∼ π/2, ∼ π/2) are used, the

estimates of fat fraction without  correction are approximately equal to the fat fractions

estimated by single-  correction. Importantly, methods without  correction have less

than 5% bias while providing much better noise performance than single and dual- 

correction methods. Although the echo spacing of ∼π/2 is difficult to achieve for single-shot

methods (all echoes in one repetition time), it is possible to achieve this spacing if

interleaved echo trains are used.

Reeder et al. Page 10

Magn Reson Med. Author manuscript; available in PMC 2014 September 02.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 10 compares the bias for methods with no, single-, and dual-  correction when

using the echo combinations with first echo time and echo spacing corresponding to

(∼0.75π, ∼0.80π), (∼ π, ∼∼0.88π), and (∼0.88π, ∼1.11π). The worst-case bias in the

estimates of fat fraction without  correction for these echo combinations is less than 5%

for fat fraction between 0% and 20% and less than 7.5% for fat fractions between 0% and

30%. Interestingly, methods without  correction have smaller bias in the estimates of fat

fraction than the single-  correction methods for fat fractions between 10% and 20%.

Discussion

In this study, the tradeoff between bias and variance in the estimation of fat fraction was

analyzed for different  correction methods, using CRBBE. Theoretical noise performance

was compared with Monte Carlo simulations, demonstrating excellent agreement, validating

the analytical expressions for CRB of biased estimators. In addition, we formulated NPMη

for the fat fraction, rather than that for water or fat signals.

We have developed an efficient framework to analyze and optimize the tradeoffs for bias

and noise performance of different  correction methods. Calculations were performed

using six echoes, three sets of  values encountered clinically, and over a relevant range of

fat fractions. We found that using the shortest possible first TE lead to large improvements

in noise performance. An echo shift of ∼π/2 provides significantly better noise performance

for single-  correction, particularly when  values are short. For methods with no or

dual-  correction echo shifts of ∼2π/3 provide the best noise performance, although there

is a relatively broad range of echo spacings over which noise performance is similar.

In general, adding additional degrees of freedom to provide more accurate estimates of fat

fraction through  correction leads to reduced bias, but at the cost of worse noise

performance. The optimal choice of correction method will depend on the specific clinical

scenario. For example, an application that acquires high SNR fat-fraction images or uses

extensive signal averaging may be willing to trade SNR performance for improved accuracy

through the use of dual-  correction. However, for most liver fat quantification

applications, the SNR is generally low because rapid breathhold imaging, often with parallel

imaging, is used, in combination with low flip angles (to minimize T1-related bias).

Therefore, the large SNR penalty that occurs with dual-  correction may be outweighed by

the reduction in bias. This is particularly true for detection of early steatosis, when

concentrations of fat near 5–6% are needed to classify a patient as having abnormal levels of

fat (23). For this reason, it is probably most important to have an accurate estimate of fat at

low fat fractions. At low fat fractions, the bias from single-  correction methods is low and

the use of dual-  may be more detrimental through large decreases in SNR performance to

achieve small improvements in bias.

The bias for single-  correction, was generally small, being zero at low (∼0%) and high

(∼100%) fat fractions with a maximum bias near 50%. Very interestingly, however, was the

observation of “troughs” of very low maximum bias at discrete echo spacings (e.g., 0.5π,

0.88π, ∼1.11π) when no  correction was used. When very specific echo combinations

Reeder et al. Page 11

Magn Reson Med. Author manuscript; available in PMC 2014 September 02.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



were used, the bias without  correction was approximately the same as single- 

correction. Importantly, the noise performance without  correction was markedly higher

than single-  correction. A detailed analytical explanation for this observation is beyond

the scope of this manuscript, but warrants further research to understand the basis of this

observation.

In past work on the noise analysis of three-point chemical shift-based water–fat separation

methods (24,37), it has been shown that a maximum effective NSA of three could be

achieved for both water and fat signals, so long as the optimal choice of echo times was used

(15,24). This was an intuitive result—this noise performance was equivalent to the same

SNR performance by simply averaging the source images together, although without water–

fat separation. Unfortunately, this analysis did not include the effects of spectral modeling of

fat or the effects of  decay. Chebrolu et al. (41) recently demonstrated that inclusion of

spectral modeling of fat has minimal impact on the noise performance of water signal but

degrades the noise performance of the fat signal estimation. Further, Yu et al. showed that

including the effects of  also reduces the noise performance in a manner that is dependent

on the  value itself (17,20). For these reasons, the NPM used in this work may not have

the same intuitive maximum achievable value as that for past NSA calculations. One

exception is the case with 100% fat and no  correction. From Eq. 10, it can be seen that

when the sample is 100% fat, the NPM only depends on the noise performance of water, and

therefore, the effects of spectral modeling will not impact the NPM. In this situation, the

NPM is approximately six (red curves in Figs. 3–5), which is an intuitive result that would

be achieved with six well-spaced echoes, where the effects of  decay and spectral

modeling are absent. Further, for the no  correction case and when the fat fraction is

approximately 50%, from Eq. 10 it can be seen that NPM ≈ 2NPMρw = 2NPMρf ignoring

the covariance term, explaining how NPM values greater than six can occur.

One important limitation of this work is that we analyzed the bias and variance in the

estimates of fat fraction, separately. In some scenarios combining bias and variance as a

total mean square error might be a better metric for analyzing the performance of an

estimation method. However, in clinical practice, estimates of fat fraction are often analyzed

by choosing a region of interest in the fat-fraction image. In such cases of clinical practice,

when the mean and variance in a region of interest are computed, separating the bias and

variance, as done in this study, is more useful.

A second limitation is that three assumptions were made in deriving theoretical expressions

for the CRBBE. First, the expectation and variance of fat fraction are derived using the

approximate formulae provided by Mood et al. (36). Second, ϕW, ϕF, and ψ were assumed

to be accurately estimated without bias by the three  correction methods. Third, we used

an approximate expression for bias in . The later two assumptions were made to avoid

recursive theoretical equations for the bias in the estimates of fat fraction. However, close

agreement between Monte Carlo simulations and theoretical noise performance

demonstrates that these assumptions were valid for analyzing the estimation of fat fraction

over the range of parameters tested.
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An additional limitation of this study is that the dual-  signal model (Eq. 2) assumes that

the  of all fat peaks are equal, and that the spectral model of fat is known. The

assumptions regarding uniform  of the fat peaks is probably reasonable, based on the fact

that all protons on a triglyceride molecule experience the same B0 field inhomogeneity and

that J-coupling effects are negligible when using low flip angle spoiled gradient echo

imaging (32,33). In addition, Hamilton et al. (31) recently characterized the relative

frequencies and amplitudes of liver triglycerides in 121 patients with liver disease. In this

study, they characterized the triglyceride spectrum and also demonstrated minimal

variability of the spectral model of fat between patients (i.e., all subjects had very similar

triglyceride spectra). Perhaps most importantly, however, recently reported data in a fat–

water–iron phantom demonstrate that dual-  correction with spectral modeling of fat

accurately models the underlying physics of the water and fat signals from this phantom

(21). Further, recently reported data in 55 patients (none of whom had both iron overload

and high fat concentration) demonstrate excellent agreement between MRS and MRI with

spectral modeling and single-  correction, providing indirect evidence that the  of all

triglyceride peaks are very similar (34). However, it is important to stress that the major

purpose of this work was not to investigate the validity of the single and dual-  signal

models but rather investigate the relative tradeoffs in noise performance between the two

signal models.

Finally, the analysis was limited to six echo acquisitions, although analysis of other echo

train lengths is warranted. However, additional optimization and validation is beyond the

scope of this work.

In conclusion, we have presented a rigorous framework for analyzing the bias and noise

performance of fat quantification using complex chemical shift-based water–fat separation

methods. As part of this framework, we formulated a NPM for estimation of fat fraction as

the parameter of interest and validated the use of CRB for biased estimators to determine the

minimum variance of the estimates of fat fraction. Using this framework, we compared three

 correction methods to examine the tradeoffs among bias, noise performance, and

instability of algorithms. We found that for typical acquisition parameters over a wide range

of fat fractions, significantly better tradeoff between bias and variance is achieved with the

single-  correction method. In addition, we demonstrated that at very discrete echo

spacings, methods without  correction achieve similar bias to that of single-  correction

methods but with greatly improved noise performance. Future work will use the dual- 

correction method to measure differences in  between water and fat to help determine the

role and need for dual-  correction for in vivo fat quantification in larger populations. In

addition, detailed analysis of the discrete echo spacings that provide small bias with no 

correction will also be pursued.
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Appendix A

Cramér-Rao Bound Analysis for Biased Estimators

Let x = [ρW ρF ϕW ϕF  ψ]T be the vector representation of the parameters to be

estimated. If x̂ is the estimate of x, then the bias b in x̂ is E(x̂) − x and the covariance C of x̂

is E{[x̂ − Ex̂][x̂ − E(x̂)]T}. If E(x̂) = x, then the estimator is unbiased. This assumption is

appropriate when the signal model used by the estimation method and the truesignal model

are the same. In this study, we assume the dual-  signal model to be truth. Hence, for dual-

 correction we perform the CRB analysis of unbiased estimators and the minimum

variance on each parameter is given by the diagonal elements of the inverse of the Fisher

information matrix F (24,42), whose (k, l)th element is given by the equations:

[A1]

[A2]

[A3]

where σ2 is the variance of the noise in a source image (s(t)). xk and xl are the kth and lth

vector elements of x. If the parameter estimation method uses a signal model different than

true signal model, then generally E(x̂) ≠ x. In this case, the estimator is biased. The

theoretical expressions for the minimum possible variance in the biased estimates of the

parameters are computed using CRBBE, i.e.,

[A4]

where  is the partial derivative of the bias with respect to the parameters (x). To simplify

notation below, we define . The theoretical minimum value for the variance in the

biased estimates of the parameters is given by the diagonal elements of C, the covariance

matrix. The theoretical minimum variance of the parameters estimated by the CRBBE using

Eq. 12 becomes equal to the minimum variance estimated by the CRB theory of unbiased

estimators, when D is zero, or in other words, when the estimator is unbiased.
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Fat fraction is the metric of interest, therefore, c11 , c12 (C), and c22  are the only

elements of C (Eq. 14) that need to be derived. The only elements of D that must be

computed are the partial derivatives of the bias in ρW and ρF with respect toρW, ρF, ϕW, ϕF,

 and ψ. All elements of F are required

Appendix B

Bias for Methods with No or Single-  Correction

Expressions for the minimum variance in estimates of ρW and ρF depend on their bias. To

calculate the partial derivatives in Eq. 14, analytical expressions for the bias in ρW and ρF

are required. Let Γ̂
n and Γŝ be the vector representation of the biased estimates of water and

fat signal magnitudes by methods without  correction and with single-  correction,

respectively. Then Γ̂
n and Γ̂s are given by the equations

[B1]

[B2]

An is obtained from Ad in Eq. 4 by substituting  and  with zero. Similarly, As is

obtained from Ad by substituting  and  with . Equations 15 and 16 provide

expressions for bias in ρW and ρF. These equations were used for deriving theoretical bounds

for the minimum possible variance in the parameter estimates.

Approximate Expression for 

An analytical expression for the bias in the  estimated by the single-  model is needed

to calculate the partial derivative on the bias in Eq. 14. The  estimated by the single- 

model will have zero bias at 0 and 100% fat fractions because there is only one component

(water or fat). However, bias will be nonzero between these extremes. A linear

approximation that satisfies the above condition for the  is . A more

accurate, nonlinear approximation for  can be derived by equating Eqs. 2 and 5, and

assuming that ϕW, ϕF, and ψ have already been demodulated, i.e.,

[B3]

where  for simplicity. If we define ρ̂
W,s and ρ̂

F,s to be the biased

estimates of the water and fat signal magnitudes of the single-  correction method, then

using ρ̂
W,s + ρ̂

F,s|Cf| in the denominator would provide a more accurate expression for .

Equation 17 provides an approximate analytical expression for the  decay term to conduct

partial differentiation of the bias, b.
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Fig. 1.

In vivo quantification of fat fraction (%) using the single (a, b) and dual (c, d)  correction

methods in two patients with severe steatosis. The hepatic fat fractions were manually

segmented to avoid large vessels and biliary structures. Histogram plots (bin size = 1%) of

the hepatic fat fractions estimated by the two methods are shown in (e) and (f). Data for the

second patient were provided by Dr. Shreyas S. Vasana-wala.
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Fig. 2.

Estimates of  in the same patients, shown in Fig. 1, using the single (a, b) and dual (c-f)

 correction methods. Histogram plots (bin size = 1 s−1) of the  estimates by the two

methods in the liver, manually segmented avoiding large vessels and biliary structures, are

shown in (g, h). The dual  method is unstable when one species dominants the voxel as

seen by the estimates of the  of water in subcutaneous fat (solid arrows) and the  of fat

estimated in the spleen (dashed arrow). The higher  values in the second patient are

consistent with known concomitant iron overload in addition to steatosis. Data for the

second patient were provided by Dr. Shreyas S. Vasanawala.
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Fig. 3.
Bias (a, c) and noise performance (b, d) in estimation of fat fraction using six echoes

without  correction, single and dual  correction, when the water and fat signals have the

same  (28 ms). Two sets of representative echo times were used: a first echo time of 1.2

ms and an echo spacing of 2 ms were used in (a, b) and a first echo time of 1.2 ms and an

echo spacing of 1.6 ms were used in (c, d). Close agreement between theoretical calculations

(lines) and Monte Carlo simulations (□, ○, and ▽) is seen. The bias is zero for only dual 

methods because the  is the same for water and fat (28 ms). A large decrease in SNR

performance occurs due to the additional degrees of freedom for dual  correction method.
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Fig. 4.
Bias (a, c) and noise performance (b, d) in fat-fraction estimation using six echoes without

 correction, single, and dual  correction, when the  of water is 28 ms and  of fat is

65 ms. Two sets of representative echo times were used: a first echo time of 1.2 ms and an

echo spacing of 2 ms were used in (a, b) and a first echo time of 1.2 ms and an echo spacing

of 1.6 ms were used in (c, d). Close agreement between theoretical calculations (lines) and

Monte Carlo simulations (□, ○ and ▽) is seen. Also note that the bias for methods without

 correction depends heavily on the choice of echo timing. The bias is zero only for dual

 correction. A large decrease in SNR performance occurs when adding additional degrees

of freedom for the dual  correction method in an attempt to reduce bias.
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Fig. 5.
Bias (a, c) and noise performance (b, d) in fat fraction estimation using six echoes without

 correction, single, and dual  correction, when the  of water is 10 ms and  of fat is

20 ms. Two sets of representative echo times were used: a first echo time of 1.2 ms and an

echo spacing of 2 ms were used in (a, b) and a first echo time of 1.2 ms and an echo spacing

of 1.6 ms were used in (c, d). Close agreement between theoretical calculations (lines) and

Monte Carlo simulations (□, ○ and ▽) is seen. The bias is zero for only dual  correction.

Note that the bias for methods without  from iron overload. A large decrease in SNR

performance occurs when adding additional degrees of freedom for single and dual 

correction methods in an attempt to reduce bias.
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Fig. 6.
Worst-case noise performance (a-c) and bias (d) in the estimation of fat fraction using six

echoes for fat fractions between 0% and 30% for methods without  correction (a, d),

single  correction (b), and dual  correction (c) when the water and fat signals have the

same  (28 ms). First echo time and the echo spacing are represented using the phase

difference (multiples of π) between water and the main fat peak at 1.3 ppm. Note that the

color bar scales for worst-case NPM for methods with  correction range from 0 to 3 and

for methods without  correction range from 0 to 5. A typical echo combination used in

subjects is shown with an asterisk (*). The optimal echo spacing for best noise performance

for methods with no or dual  correction is ∼2π/3. An echo spacing of ∼π/2 provides the

best noise performance for single  correction. Single and dual  correction methods have

no bias in this case because the  of water and fat are equal (28 ms). The regions with small

worst-case bias for methods without  correction are shown by arrows.
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Fig. 7.
Worst-case noise performance (a-c) and bias (d, e) in the estimation of fat fraction using six

echoes for fat fractions between 0% and 30% for methods without  correction (a, d),

single, (b) and dual  correction (c) when  of water is 28 ms and  of fat is 65 ms. First

echo time and the echo spacing are represented using the phase difference (multiples of π)

between water and the main fat peak at 1.3 ppm. Note that the color bar scales for worst-

case NPM for methods with  correction range from 0 to 3 and for methods without 

correction range from 0 to 5. A typical echo combination used in subjects is shown with an

asterisk (*). The optimal echo spacing for best noise performance for methods with no or

dual  correction is ∼2π/3. An echo spacing of ∼ π/2 provides the best noise performance

for single  correction. Only dual  correction methods have no bias in this case. The

regions with small worst-case bias for methods without  correction are shown by arrows.
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Fig. 8.
Worst-case noise performance (a-c) and bias (d, e) in the estimation of fat fraction using six

echoes for fat fractions between 0% and 30% for methods without  correction (a, d),

single, (b) and dual  correction (c) when  of water is 10 ms and  of fat is 20 ms. First

echo time and the echo spacing are represented using the phase difference (multiples of π)

between water and the main fat peak at 1.3 ppm. Note that the color bar scales for worst-

case NPM for methods with  correction range from 0 to 3 and for methods without 

correction range from 0 to 5. A typical echo combination used in subjects is shown with an

asterisk (*). The optimal echo spacing for best noise performance for methods with no or

dual  correction is ∼2π/3. An echo spacing of ∼π/2 provides the best noise performance

for single  correction. Only dual  correction methods have no bias in this case. The

regions with small worst-case bias for methods without  correction are shown by arrows.

Among the regions pointed to by the arrows, the region close to the first echo time and echo

spacing of ∼π/2 represents the optimum choice of echo times for reducing bias without 

correction because it has lowest value for maximum bias (<4% error).
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Fig. 9.
Bias (a, c, e) and noise performance (b, d, f) in estimation of fat fraction with the first echo

time and echo spacing of (∼ π/2, ∼ π/2) for 0–100% fat fractions. Results from Figs. 6 to 8

show that these echo combinations have less than 4% worst-case bias for methods without

 correction for fat fractions between 0% and 30%. A first echo time of 1.2 ms, an echo

spacing of 1.1 ms, and six echoes were used. The performance of methods without 

correction, single, and dual  correction for three sets of  are shown. The following

combinations of  values were used:  of 28 ms for both water and fat (a, b),  of 28 ms

for water and 65 ms for fat (c, d), and  of 10 ms for water, and 20 ms for fat (e, f). Close

agreement between theoretical calculations (lines) and Monte Carlo simulations (□,○ and

▽]) is seen. Interestingly, the bias for methods with single and no  correction is

approximately the same for this echo combination. In addition, methods without 

correction have significantly better noise performance. This specific echo combination may

provide a combination of low bias and excellent noise performance if no  correction is

used.
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Fig. 10.
Bias in the estimates of fat fraction with the first echo time and echo spacing of (∼0.75π,

∼0.80π), (∼ π, ∼0.88π), and (∼0.88π, ∼ 1.11 π) for 0–100% fat fractions. Results from

Figs. 6 to 8 show that these echo combinations have small worst-case bias without 

correction for fat fractions between 0% and 30%. These echo combinations use echo spacing

longer than π/2. Six echoes were used, as well as three representatives sets of  for water

and fat:  of 28 ms for water and fat (the bias without  correction was less than 2% for

all the three optimum echo combinations and is not shown);  of 28 ms for water and 65

ms for fat (a, c, e);  of 10 ms for water and 20 ms for fat (b, d, f). Close agreement

between theoretical calculations (lines) and Monte Carlo simulations (□, ○ and ▽) is seen.

Note that methods without  correction provide less than 5% worst-case bias for fat

fractions between 0% and 20% and have smaller bias than methods with single  correction

for fat fractions between 10% and 20%.
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