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Abstract

Missing data are common in studies that rely on multiple informant data to evaluate relationships

among variables for distinguishable individuals clustered within groups. Estimation of structural

equation models using raw data allows for incomplete data, and so all groups may be retained

even if only one member of a group contributes data. Statistical inference is based on the

assumption that data are missing completely at random or missing at random. Importantly,

whether or not data are missing is assumed to be independent of the missing data. A saturated

correlates model that incorporates correlates of the missingness or the missing data into an

analysis and multiple imputation that may also use such correlates offer advantages over the

standard implementation of SEM when data are not missing at random because these approaches

may result in a data analysis problem for which the missingness is ignorable. This paper considers

these approaches in an analysis of family data to assess the sensitivity of parameter estimates to

assumptions about missing data, a strategy that may be easily implemented using SEM software.

Missing data in a multiple informant analysis are commonplace. The measurement battery

for any single individual may be incomplete, for instance, when an individual does not

respond to all assessment tools or their subcomponents, such as subscales or scale items.

This is often the case in longitudinal studies, for example, in which missing data arise when

participants drop from a study or miss planned assessments but return for subsequent

interviews. The reasons for non-response can vary, from an individual’s refusal to
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participate at the onset of a study to an inability on the part of the researcher to arrange an

interview. Other reasons for missing data include problems in the data collection process,

such as data entry errors. Although these sources of missing data are common to behavioral

studies in general, studies that rely on multiple informants to provide information about a

target individual or context potentially have the added challenge of dealing with missing

data for one or more informants. Family studies that rely on reports from the mother, father,

and child, for instance, often report difficulties in obtaining data from all individuals (Kazak,

Segal-Andrews, & Johnson, 1995; Phares, 1992).

Obtaining data from multiple informants is important in many behavioral studies.

Information about a target individual, such as a child, is often obtained through interviews

with key individuals, such as parents and teachers, to provide a rich assessment of the

environment of the targeted child. Data from multiple informants may also serve as proxies

for information that cannot be obtained directly from the targeted individual, such as a child

who is too young to provide responses to survey questions. Data from multiple individuals

are often considered necessary to give a full accounting of an environment and related

experiences. Thus, loss of data from key individuals can be a source of concern for

researchers.

Structural equation models estimated by full information maximum likelihood (FIML) are

often applied in the analysis of multiple informant data when some data are missing (e.g.,

Cui, Durtschi, Donnellan, Lorenz, & Conger, 2010). Multivariate analysis using FIML

allows a group to be included even if data are partially complete for the group. Data are

assumed to be missing completely at random (MCAR) such that the missingness (i.e.,

whether or not data are missing) is independent of the observed and the missing data or to be

missing at random (MAR) such that the missingness is independent of the missing data. For

MAR, the missingness may depend on the observed data (Little & Rubin, 2002). The

estimation of models using FIML is a tremendous improvement over complete-case

approaches that require that data are MCAR, an assumption that is more difficult to satisfy

in practice. The assumption of MAR is not, however, routinely evaluated in practice. If data

are not missing at random (NMAR), such that the missingness is dependent on the missing

data, and this relationship is ignored in an analysis, the resulting parameter estimates may be

biased (Little & Rubin, 2002). When data are NMAR, the source of the missing data is

considered non-ignorable and should be addressed in an analysis to avoid possible biases in

parameter estimates and statistical inferences (Little & Rubin, 2002).

This paper considers missing data methods for multiple informant studies when data may be

NMAR. Although data from such studies are often analyzed using methods that provide

valid statistical inference if data are MCAR or MAR, the assumptions are not often

evaluated. In fact, it is not possible to empirically test assumptions about missingness

(unless, for example, data are simulated from a known distribution). It may be possible,

however, to study the sensitivity of parameter estimates and statistical inferences to

assumptions about the missing data (Little & Rubin, 2002). Indeed, sensitivity analysis is a

widely recommended procedure for evaluating assumptions about missing data. Extending

an analysis of data on the adoption process from an adoption study (Ge et al., 2008) in which

data are missing primarily for the birth father, multiple approaches to the data analysis are
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taken to conduct a sensitivity analysis of the parameter estimates and statistical inferences to

assumptions about the missing data and to potentially provide information about the

parameters of a model if data are NMAR.

The remainder of this paper is organized as follows: First, three type of data are reviewed.

These descriptions of data types are necessary because statistical methods can differ in their

assumptions about the relationship between the missingness and the data. Major missing

data methods are briefly reviewed, including complete-case techniques and methods based

on advanced statistical theory. The adoption study is described and a model based on data

from multiple family members is presented as an example of how missing data methods may

be applied. Applications of different methods to the sample data highlight benefits and

shortcomings of each method, providing insight into the planning of multiple informant

studies where missing data may be anticipated.

Types of Data When Some Data Are Missing

Little and Rubin (2002) classify data according to three types with each type involving an

assumption about missingness. The data refer collectively to the observed and the missing

values. Missingness is represented by an indicator variable, such as one that denotes whether

or not an individual completed a study. First, data are MCAR if the missingness is

independent of the observed and the missing data. In a family study in which data for fathers

are missing, data are MCAR if the missingness is independent of the fathers’ missing data

and all observed data, such as when missing data are planned by design (Graham, Taylor,

Olchowski, & Cumsille, 2006). Second, data are MAR if the missingness is independent of

the missing data but is dependent on the observed data. In a study of father reports of marital

satisfaction, for instance, where some satisfaction scores are missing, data are MAR if

fathers with low levels of self-esteem are less likely to report their marital satisfaction. Here,

the missingness depends on self-esteem level and not the missing satisfaction data. Lastly,

data are NMAR when the missingness is related to the missing data even after accounting

for dependencies of the missingness on the observed data. In the example presented in the

current study that uses birth father reports of openness in the adoption process, data are

NMAR if birth fathers with low levels of openness during the adoption process are less

likely to report their level of openness. In this case, the missingness depends on the missing

openness data.

Data Analysis with Missing Data

Applications of statistical procedures such as regression analysis generally require complete

data and so are considered valid when data are MCAR. In a study that defines a family unit

by a mother, father and target child or considers specific dyads (e.g., mother and child), for

instance, missing data on any one variable for any one family member will result in an

exclusion of the entire family from analysis when only complete data are considered (see,

e.g., Kenny & Ledermann, 2010). Longitudinal studies in which only individuals with

complete data for all measurement waves are considered in an analysis will also result in an

exclusion of some individuals from an analysis (see, e.g., Rhoades, Stanley, & Markman,

2010). If data are MCAR, parameter estimates will not be biased as a result of the excluded
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cases. A complete-case analysis will, however, reduce the effective sample size, and thus,

reduce statistical power.

Problems may arise when data are not MCAR and only complete cases are studied. If

multiple models based on different variables are to be estimated, for example, a complete-

case approach may result in different, albeit possibly overlapping, samples (e.g., Helms,

Walls, Crouter, & McHale, 2010). This can make comparisons among different models

difficult and statistical inference complicated if data are not MCAR. More generally,

analyses based on only complete cases are not likely to generalize well to the targeted

population if data are not MCAR.

Strategies have been proposed for dealing with missing data in family studies so that

statistical procedures requiring complete data may be used. One approach is to conduct

analyses separately for individual reporters or specific dyads, such as mother and child (e.g.,

Baumann, Kuhlberg, & Zayas, 2010). Research questions are then limited to relationships

among measures for specific family members (e.g., mother and child), potentially neglecting

important relationships between measures for key family members (e.g., mother, father and

child).

Various methods have been proposed to deal with missing data in multivariate analyses.

Single imputation methods, such as mean substitution in which missing values are replaced

by the mean of the observed scores (e.g., Hughes & Gullone, 2010) and regression

substitution in which scores predicted by the observed data replace missing values were

once routinely employed. Research has shown that such methods can result in biased

estimates and errors in statistical inference. Readers are referred to Schafer (1997) and

Schafer and Graham (2002) for comprehensive reviews of these and similar procedures and

the problems associated with them.

It is well known that advances in statistical methodology and computer software have

provided alternative methods for dealing with missing data in multivariate data analysis.

Multivariate analysis using FIML and multiple imputation (MI) methods that generate

complete data are available through major software programs, such as SAS, and software

programs for SEM, such as LISREL (Jöreskog & Sörbom, 2006) and Mplus (Muthén &

Muthén, 1998-2010). FIML and MI are generally superior to single imputation methods

because they provide a more appropriate representation of the data (see Little & Rubin,

2002). These methods rely on information across multiple variables in a dataset, and so they

do not suffer from the limitations of ad hoc methods.

A multivariate analysis using incomplete data is commonly handled with methods that rely

on FIML, a method of estimation in which a likelihood function for a model is defined by

the raw data as opposed to sufficient statistics, such as the means, variances and covariances

of the data. A benefit of SEM is that data need not be complete for all variables in a model if

FIML is used for estimation. Using FIML in an analysis of family data, each family

contributes data as available. A family may be included in an analysis, for instance, although

data may be missing for one or more members (e.g., Fulkerson, Pasch, Stigler, Farbakhsh,

Perry, & Komro, 2010).
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MI, although not as commonly implemented in practice as FIML, is an alternative procedure

for dealing with missing data. Relative to an analysis that relies on FIML, an analysis based

on MI can be computationally intensive. Unlike FIML in which a single analysis is

performed directly on the observed data, MI results in multiple complete data sets with the

analysis carried out on each imputed data set. MI proceeds in three steps (see Allison, 2001).

First, based on a set of data that includes missing values, multiple imputed data sets are

generated in which missing values are replaced by random draws of scores from assumed

distributions. Second, a data model is fitted separately to each imputed data set. Finally, a

single set of parameter estimates is obtained by averaging estimates across the multiple sets,

and standard errors are produced that take into account that the missing values were

imputed. Assuming a sufficient number of imputed data sets have been generated,

comparable results between MI and FIML procedures have been reported (Schafer, 1997).

Oftentimes, 10 to 20 imputed datasets yield satisfactory results (see Schafer & Graham,

2002). Problems involving a high rate of missing information may, however, require

additional imputations. Graham, Olchowski, and Gilreath (2007), for instance, recommend a

minimum of 40 imputed datasets for problems involving data with 50% missing

information.

A key advantage to using MI over the standard implementation of FIML is that MI can

make use of auxiliary variables in the imputation process. Auxiliary variables, distinct from

the variables that define a data model, are variables that may be correlated with variables of

the data model. Auxiliary variables may help to provide needed information about the

missingness or the missing data so that the missingness is then ignorable (Rubin, 1996).

Daniels and Hogan (2008, Definition 5.11) refer to this as auxiliary variable MAR (or A-

MAR). Using an SEM framework, Graham (2003) and Graham, Hofer, Donaldson,

MacKinnon, and Schafer (1997) proposed a model in which auxiliary variables are included

in a model with estimation carried out using FIML. The relationships between the auxiliary

variables and those of the data model are specified so that the added variables do not impact

parameters estimates of the data model other than to potentially provide information about

the missingness or the relationships between variables that may have missing data, an

approach that is comparable to MI. Relative to the computational burden imposed by MI

methods, computing time is reduced because the method does not require the generation and

subsequent analysis of multiple data sets.

While relatively more complex, models that assume that the missing data process is not

ignorable may be used to incorporate into the data model a separate model for the missing

data process (Little & Rubin, 2002). The two models, the data model and the missing data

model, are estimated simultaneously. Modeling frameworks that assume data are NMAR

and include an explicit missing data model include selection models and pattern-mixture

models. In a selection model for longitudinal data, for instance, the missingness may depend

on the observed or missing data up to and at the time of dropout. In a pattern-mixture model,

the data depend on indicators of missing data patterns. A pattern-mixture random-effects

model, for example, is a model for longitudinal data that allows for differences in

longitudinal responses according to patterns of missing data (Little, 1995; see, e.g., Atkins,

2005).Many variations of a selection model and pattern-mixture model have been proposed.
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Despite the availability of methods that allow for different types of missing data, challenges

arise in evaluating assumptions about missing data. Although a given analysis may be

appropriate when data are MAR, for instance, the assumption of MAR and its impact on

parameter estimates is rarely evaluated in practice. Each of the three types of data makes a

specific assumption about the relationship between the missingness and the missing data. As

the missing data in an empirical study are not available, it is not ever possible to test an

assumption about their relationship (Little & Rubin, 2002). Importantly, examination of the

relationships between indicators of missing data and the observed study variables does not

provide the evidence necessary to evaluate the relationship between the missingness and the

missing data, although this approach has nevertheless been applied with conclusive remarks

about the source of the missing data (see, e.g., Leung, Stewart, Wong, Ho, Fong, & Lam,

2009, p. 639). As statistical inference of a model depends in part on the assumption about

the relationship between the missingness and the missing data, this presents an analytic

challenge for researchers.

Sensitivity Analysis

A strategy for the problem of evaluating missing data assumptions comes from a general

procedure known as sensitivity analysis. Although used for various purposes, the primary

function of sensitivity analysis is to study how changes in data or a model lead to changes in

a parameter estimate or statistical inference. In the context of missing data, sensitivity

analysis can used to study how different assumptions about missing data may impact

parameter estimates and statistical inferences (Little & Rubin, 2002). Here, sensitivity

analysis is considered when fitting a model to data from an adoption study that involves

missing data, where most missing data are due to missing responses for the birth father. The

model is studied under different assumptions about the missing data process to see how

treatments of the missing data impact the parameter estimates and statistical inferences of

the specified model. It is important to note that the sensitivity analysis involves only those

variables of the data model and different conclusions about sensitivity may be reached given

a different model or set of variables.

The Early Growth and Development Study (EGDS)

The EGDS is a prospective adoption study designed to examine mechanisms of

geneenvironment interplay in child development. A more detailed description of the study

aims is provided in Leve et al. (2007). For this study, a large proportion of the families

(nearly 2/3 of the sample) had missing data for the birth father. Given that birth fathers help

to bring a more complete picture of a family linked through adoption, it is important to

develop strategies to deal with problems relating to their missing data.

Recruitment procedure and sample

All procedures were approved by the Institutional Review Board of the institutions involved

in the data collection. The recruitment procedures are detailed in Leve et al. (2007) and so

are not repeated here. This study uses data collected when children were between 3-9

months old. The sample consisted of 361 families linked through adoption. Each family unit

included the adopted child (207 males, 154 females), the adoptive parent(s), and the birth
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parent(s). At the time of this report, 34% of eligible birth fathers were participating. The

mean age of children at adoption placement was 7 days (SD = 13 days). The mean ages of

the birth mothers and fathers and the adoptive mothers and fathers at the birth of the child

were 25.45 (SD = 7.20), 24.12 (SD = 5.89), 37.75 (SD= 5.46), and 38.39 (SD = 5.82),

respectively. The median annual household income was more than $100,000 for adoptive

parents and below $20,000 for the birth parents. The majority of adoptive parents (90% for

adoptive fathers and 91% for adoptive mothers) were Caucasian. The birth parent sample

was more ethnically diverse, with 73% and 71% Caucasian for birth fathers and mothers,

respectively.

A model of openness

Based on data from a published report using this sample, a model of openness in the

adoption process and post-adoption psychosocial adjustment and satisfaction for birth

mothers and fathers were simultaneously studied. Similar relationships were studied in Ge et

al. (2008), but the birth mother and birth father variables were tested separately. As in Ge et

al., indicators of a latent measure of openness, Openness, were the measured responses by

the birth mother, adoptive mother, and adoptive father, denoted by BMOpen, AMOpen and

AFOpen, respectively. Birth father’s measure of openness, BFOpen, was treated as a

separate predictor as it had relatively poor correlations with the other three openness

measures. Birth mother and birth father adjustment and satisfaction measures were regressed

on openness measures. A path diagram of the hypothesized relationships is given in Figure

1.

Missing data

A total of n = 359 of the 361 yoked families had observed data for at least one of the eight

variables of the model. Of these families, 93 had complete data on all eight measures, with

most of the missing data due to missing reports from the birth father. There are two possible

sources for the missing responses from the birth father. First, data would be missing for

those birth fathers who did not participate in the study but did participate in the adoption

process. In this case, data would be MAR if, for example, birth father participation was

related to the observed data considered in the model, such as observed measures provided by

the birth mother and adoptive parents, but independent of the missing values, such as

missing measures of birth father openness, satisfaction or adjustment. Data would be NMAR

if the missingness depended on the missing data, such as if birth fathers with low openness

levels, low satisfaction levels, or relatively poor adjustment levels tended not to participate

in the study. In this case, the missingness would depend on the missing data. Second, data

would be missing for those birth fathers who did not participate in the adoption process,

such as fathers who did not know about the pregnancy and so did not participate in the

study. These data are not actually missing because the survey questions were not applicable

to fathers who did not participate in the adoption. Although it was not known with certainty

as to which of either was the source of missing data for the birth fathers, this study makes

use of variables that may be related to the birth father’s participation in the adoption process,

as well as the birth father variables studied in the model. These particular variables are

described later.
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Data analysis

The model of openness was first fitted to the data of the 93 families with complete data.

Inference from this analysis may be valid if data are MCAR. While limiting an analysis to

only those participants with complete data is decreasing in its application in the analysis of

family data, some studies continue to rely on this approach (e.g., Meltzer & McNulty, 2010).

In a second approach, the model was estimated using FIML with all 359 families

contributing to the analysis assuming the data were multivariate normal and MAR. This is

the standard approach taken in many multiple informant studies. A comparison of results

obtained from the complete-data approach and those from FIML may provide insight into

how a limited sample size may influence the parameter estimates and statistical inference or

how a difference in the treatment of the source of the missing data as either MCAR or MAR

may impact results.

A third approach relied on MI to generate multiple imputed data sets for analysis using the

eight variables of the data model and assuming the data to be multivariate normal and MAR.

Results from analyses using FIML and MI tend to provide comparable results (Allison,

2001; Schafer, 1997). Thus, estimates from this analysis were expected to agree generally

with those using FIML, although some differences are to be expected given that MI is based

on random draws from assumed distributions (see Allison, 2001). In a fourth approach, MI

was employed using the variables of the data model in addition to a set of auxiliary

variables. After generating the imputed data using the auxiliary variables, the model of

openness was estimated using the imputed data. Based on recommendations in Graham,

Olchowski, and Gilreath (2007), analyses using MI were based on 40 imputed data sets.

Auxiliary Variables

As the missing data problem primarily involved reports by the birth father, auxiliary

variables were chosen if they had relatively little missing data and moderate to high

correlations with the birth father’s observed data (specifically for the birth father variables

specified in the model) or conceptually were thought to correlate with the birth fathers’

missing data or participation in the adoption process. Using these criteria, variables based

primarily on reports from the birth mother, the adoptive parents, and the interviewer were

selected, although a few birth father variables were also included as they had moderately

strong correlations with the observed birth father variables of the data model. Variables were

included to account for possible dependencies of the birth father’s participation in the

adoption process on study variables, such as measures of the extent to which the adoptive

parents had contact with the birth father and the birth mother’s report of how well she knew

the birth father. Table 1 provides the zero-order correlations based on the observed data

between the birth father variables of the data model and the selected correlates.

In a fifth approach, the data model shown in Figure 1 was extended to include the auxiliary

variables listed in Table 1 to form a saturated correlates model (see Graham, 2003). In a

saturated correlates model, auxiliary variables are allowed to correlate with all fully

exogenous variables, the residuals of all manifest variables that are dependent variables in a

model (including the residuals of indicators of latent variables) and with each other. For the

model of openness, a saturated correlates model is depicted in Figure 2. As shown, BFOpen
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and the residuals that correspond to the three indicators of openness (BMOpen, AMOpen and

AFOpen) and those that correspond to the four outcome measures of birth mother and father

satisfaction and adjustment were allowed to correlate with each auxiliary variable, as

denoted by the two-headed arrows between these variables. Additionally, the double-headed

arrow on the auxiliary variables denotes that these variables may be correlated with each

other.

Statistical Software and Estimation

Maximum likelihood (ML) estimates of a structural equation model may be obtained using

sufficient statistics, such as a set of sample means and a covariance matrix generated from

complete data. FIML may be implemented to obtain ML estimates by supplying raw data.

SAS PROC MI may be used to implement MI and then SAS or another program may be

used to fit a model to the imputed data sets. PROC MIANALYZE may be used to generate a

summary of results based on an analysis of the imputed data. Beginning with LISREL

version 8.5 and Mplus version 6, MI may be performed, a model fitted to the imputed data,

and a single set of parameter estimates with adjusted standard errors obtained across the

multiple sets of results. Here, SAS PROC MI was used to generate the imputed data sets,

and Mplus was used to fit the model to the imputed data and obtain parameter estimates.

Results

ML estimates with robust standard errors and 95% confidence intervals (CI) are provided in

Table 2. Overall, the estimates, standard errors and statistical inferences drawn from the

interval estimates were comparable within missing data methods, such as those results

produced by MI and FIML when auxiliary variables were not included in the analysis and by

MI and FIML when these variables were not included in the analysis. These findings are

consistent with other reports (Schafer, 1997; Graham, 2003).

A sensitivity analysis was conducted by comparing the estimates and their standard errors,

as well as the statistical inferences that may be drawn from each model using a significance

level of .05. A comparison of estimates relating to the measurement model for Openness

showed the greatest differences between the results based on data for families with complete

data and the remaining four sets of results regardless of whether auxiliary variables were

included in the analysis or not. The estimated loadings and their standard errors were

slightly larger when only the complete data were considered. These differences may reflect

the impact of the reduced sample size when using only complete cases. These differences

may also suggest a sensitivity of estimates to the treatment of the data as MCAR versus

MAR but not MAR versus NMAR given that the estimates and standard errors, as well as

the statistical inferences were comparable across the four models that relax the assumption

of MCAR but differed slightly from the results produced by the complete-case analysis that

assumes MCAR.

A comparison of estimates for the regression of birth mother’s satisfaction and adjustment,

BMSatisf and BMAdjust, respectively, on Openness and BFOpen suggested differences

between the analysis based on complete data only, the analyses that excluded auxiliary

variables, and the analyses that included auxiliary variables. Relative to the results produced
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by the methods that made use of all available data, the effect of Openness on BMSatis was

opposite in sign, and the effect of Openness on BMAdjust was nearly double in size, as were

the standard errors of both of these effects. Neither effect from the complete data analysis

was statistically significant. Differences were also notable between results based on methods

that involved auxiliary variables and those that did not. In particular, the 95% confidence

intervals (CI) for the effect of Openness on BMSatis included zero when the data were

assumed to be MAR and auxiliary variables were excluded from the analysis and did not

include zero when the data were assumed to be NMAR and auxiliary variables were

included (albeit the lower bound value of the intervals based on the models that included

auxiliary variables were close to zero). These results may suggest a sensitivity of statistical

inference involving these effects to these particular assumptions made about the missing

data. The estimated effects and standard errors for the regressions of BMSatis and BMAdjust

on BFOpen were relatively more comparable across methods and none were statistically

significant. Thus, these results do not seem to suggest a sensitivity of statistical inference for

these effects to these particular assumptions made about the missing data.

Across all methods, the estimated confidence intervals did not suggest a relationship

between Open and the two birth father outcomes, BFSatis and BFAdjust, suggesting that

statistical inference of these effects was not sensitive to the assumptions made about the

missing data. The estimated effect of BFOpen on BFSatis was not statistically significant

when only the complete data were analyzed but was statistically significant under all other

data treatments, possibly suggesting an effect of the reduced sample size or a sensitivity of

statistical inference to the assumptions made about the missing data. Also concerning the

estimated effect of BFOpen on BFSatis, the estimated effect was somewhat larger when the

auxiliary variables were included in the analysis relative to when the auxiliary variables

were excluded, suggesting a sensitivity of the estimated effect to the assumption that data

were MAR versus NMAR. The estimated effect of BFOpen on BFAdjust was also somewhat

larger when the auxiliary variables were included in the analysis relative to when the

auxiliary variables were excluded, suggesting a sensitivity of the estimated effect to the

assumption that data were MAR versus NMAR.

Discussion

A major source of missing data in multiple informant studies is that due to individual

members who do not participate in a study, such as a father in a family study. Many of the

approaches still in use to deal with the loss of data, however, can result in a loss of

information from particular individuals or a loss in the total sample size, such as in a family

study that relies on only complete data and excludes all families with missing data. Ad hoc

methods developed to circumvent these problems, such as mean substitution, can result in

biased parameter estimates and standard errors.

Multivariate statistical procedures developed to handle missing data are superior to ad hoc

methods and are available through many commercial statistical software programs and

specialized programs for estimation of structural equation models. Among the methods now

often considered in the estimation of multivariate models are those based on SEM using

FIML. The advantage of using SEM with FIML is that data need not be complete for each
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unit of analysis (e.g., family). Not as widely used are MI procedures in which missing values

are imputed through a process that generates multiple imputed data sets. In either approach,

data are required to be MCAR or MAR for valid statistical inference.

When data are NMAR, information about the missing data process should be incorporated

into an analysis to avoid biased parameter estimates (Little & Rubin, 2002). Strategies for

dealing with data that are NMAR may rely on known analytic procedures, including mean

and covariance structure analysis, but may also include a model for the missingness. Major

frameworks in this area include selection models and pattern-mixture models (Demirtas &

Schafer, 2003; Kenward, 1998; Little, 1995; Xu & Blozis, 2010). A major complication in

the estimation of NMAR models concerns the identification of parameters that

correspondence to the dependence of the missingness on the missing data (Little & Rubin,

2002).These models also require that a model for the missing data process be explicitly

defined, an added challenge as the process that generated the missing data in a given

problem is not likely to be known.

One approach developed to address these challenges is one in which variables that are

correlated with the missingness or the missing data are included in an analysis (Ibrahim,

Lipsitz, & Horton, 2001). Specifically, a model is specified that allows for associations

between variables of a data model and correlates of the missingness or missing data. When

these correlates are included in an analysis, the data are A-MAR (Daniels & Hogan, 2008,

Definition 5.11). Under A-MAR, the data are MAR under the condition that the missingness

is no longer dependent on the missing data after accounting for dependencies of the

missingness on the observed data, any covariates, and the auxiliary variables. In this way,

the source of the missing data may be ignorable (Ibrahim, Lipsitz, & Horton, 2001).

Essentially, auxiliary variables help by providing important information about the

relationships among variables that have missing data. In the case of multiple informant data,

information provided by informants with complete data may also help, similar to auxiliary

variables, in providing the needed information for about the data that are missing for other

informants. In any case, the specific reasons for the missing data need not be known and the

auxiliary variables need not correlate with the missingness (Collins, Schafer, & Kam, 2001).

An important aspect of using auxiliary variables is that variables that are correlated with the

missingness or missing data may provide the needed information so that an explicit model

for the missing data process need not be incorporated into the data model (Ibrahim, Lipsitz,

& Horton, 2001). Auxiliary variables may be used in MI procedures and in SEM in what are

called added-variables models (Graham, 2003; Graham, Hofer, Donaldson, MacKinnon, &

Schafer, 1997). Under a saturated correlates model, for instance, the relationships between

auxiliary variables and the variables of the data model are specified such that the data model

retains its hypothesized structure. Thus, a saturated correlates model is a viable alternative to

MI methods because it does not require the creation of multiple data sets but does take

advantage of the added information that may be provided by auxiliary variables.

Given that assumptions of missing data that explicitly involve the missing data cannot be

empirically tested, a sensitivity analysis of parameter estimates and statistical inference to

missing data assumptions is a recommended strategy for understanding a missing data
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process. Here, a model of openness in an adoption process was studied under different

assumptions about the missing data. This analysis extends previous consideration of these

data (see Ge et al., 2008) to address a major problem of missing data for the birth father. For

the adoption data, some of the parameter estimates and statistical conclusions drawn from

the results were sensitive to the assumptions made about the missing data, suggesting that

for some of the effects, it may not be reasonable to assume the data were MAR. Although it

is not possible to know which set of results best represents the true parameter values, the

sensitivity analysis did suggest that the results were in some cases dependent on the

assumptions made about the missing data and that the missingness may need to be taken into

account in drawing inferences from the data. Finally, although the auxiliary variables used in

the current analysis were thoughtfully selected, the findings reported here may be sensitive

to the particular auxiliary variables used and a different set may have produced different

results.

Advances in missing data methods make it possible to plan for missing data. In planning

studies, it may be helpful to identify in advance variables that may be correlated with

variables that may be anticipated to have missing data or to be related to the likeliness that

an individual will participate in a study. In this way, correlates of the missingness or missing

data may be used in a statistical analysis as a means of addressing data that may be NMAR.

It is not essential to know the causes of the missing data. Rather, it may be sufficient to

identify correlates of the missingness or missing data and include them in a data analysis

(Collins et al, 2001). A sensitivity analysis may then be conducted using FIML or MI with

and without auxiliary variables. Differences in estimates or statistical conclusions across

methods might suggest data are sensitivity to assumptions about missing data and that

auxiliary variables may be needed to make valid statistical inference. Such analyses may

also help researchers to better understand the possible sources and mechanisms underlying

missing data.
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Figure 1.
Prediction of birth parent’s adoption satisfaction and post-adoption adjustment excluding

auxiliary variables.
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Figure 2.
Prediction of birth parent’s adoption satisfaction and post-adoption adjustment including

auxiliary variables.
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