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The replication of eukaryotic genomes follows a temporally staged program, in which late origin firing often
occurs within domains of altered chromatin structure(s) and silenced genes. Histone deacetylation functions
in gene silencing in some late-replicating regions, prompting an investigation of the role of histone deacety-
lation in replication timing control in Saccharomyces cerevisiae. Deletion of the histone deacetylase Rpd3 or its
interacting partner Sin3 caused early activation of late origins at internal chromosomal loci but did not alter
the initiation timing of early origins or a late-firing, telomere-proximal origin. By delaying initiation relative
to the earliest origins, Rpd3 enables regulation of late origins by the intra-S replication checkpoint. RPD3
deletion suppresses the slow S phase of clb5� cells by enabling late origins to fire earlier, suggesting that Rpd3
modulates the initiation timing of many origins throughout the genome. Examination of factors such as Ume6
that function together with Rpd3 in transcriptional repression indicates that Rpd3 regulates origin initiation
timing independently of its role in transcriptional repression. This supports growing evidence that for much
of the S. cerevisiae genome transcription and replication timing are not linked.

Duplication of eukaryotic chromosomes is a temporally reg-
ulated process that involves accurate replication of DNA
sequences coupled with assembly of chromatin. In general,
transcriptionally active euchromatin replicates before the
structurally condensed and transcriptionally silent heterochro-
matin. The significance of this epigenetic phenomenon re-
mains to be determined; however, the temporal dynamics of
chromosomal replication are thought to be mechanistically
linked to the establishment and inheritance of gene expression
programs encoded in the chromatin structure. Altered repli-
cation timing is associated not only with changes in gene ex-
pression, but also with chromosome instabilities and human
cancers, suggesting that temporal staging of replication may
contribute to the fidelity of genome duplication (reviewed in
reference 21).

DNA replication initiates at specific sites distributed along
each chromosome that are termed origins of replication (re-
viewed in references 4 and 20). Individual origins exhibit char-
acteristic activities defined by their timing of activation in S
phase and their likelihood of activation in each S phase (origin
efficiency). The activation characteristics of individual origins,
their relative chromosomal locations, and normal impediments
to replication fork progression determine the overall dynamics
of genome replication. Recent genome-wide studies of origin
locations and replication timing have revealed much about the
replication dynamics and organization of the Saccharomyces
cerevisiae genome (36, 54). Nevertheless, differential origin
efficiency and activation timing depends upon a largely unde-
fined relationship between chromatin structure and replication
initiation mechanisms.

In S. cerevisiae, origin relocation experiments have demon-
strated that certain chromosomal regions impose delayed ac-
tivation and/or reduced efficiency on origins (17). For example,
replication origins near telomeres and the silent mating type
loci are generally late replicating and/or inefficient (14, 28, 36).
These chromosomal regions contain cis-acting sequences that
recruit the SIR chromatin proteins, including the Sir2 histone
deacetylase (reviewed in reference 39). Histone deacetylation
by Sir2 enables the assembly of a higher-order chromatin struc-
ture that represses the transcription of genes within the region.
Similarly, this heterochromatic structure can delay or block
origin activation. Disruption of SIR chromatin in a sir3 mutant
results in earlier initiation of a replication origin within a Y�
subtelomeric element but does not affect the initiation of
more-internally located late origins (44). Also, mutation of
SIR2 increases origin efficiency within the ribosomal DNA
repeats, further suggesting a link between histone modification
and origin function (31). Non-SIR-dependent chromatin also
influences initiation timing through the action of undefined
cis-acting sequences that flank internal chromosomal origins;
however, the factors involved in this regulation remain un-
known (18).

We are interested in the role of histone acetylation in the
regulation of origin initiation timing, particularly of late-firing
origins that are not located within SIR chromatin. The Rpd3
histone deacetylase is conserved among eukaryotes and has
been characterized largely with respect to its function as a
gene-specific transcriptional repressor (reviewed in reference
45). In S. cerevisiae, Rpd3 exists in a large protein complex that
contains the Sin3 corepressor. This complex is recruited to
certain promoters where it deacetylates the adjacent histone(s)
to repress transcription of the target gene. However, genome-
wide analysis of histone acetylation levels in RPD3 mutant cells
indicates that deletion of RPD3 results in hyperacetylation of
histones in many regions of the yeast genome, but not in SIR
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chromatin regions (37). Thus, Rpd3 has been proposed to act
in an untargeted manner to deacetylate histones throughout
much of the genome while using specific targeting factors to
mediate gene-specific transcriptional repression. The wide-
spread function of Rpd3 in histone deacetylation suggests that
it could regulate initiation timing of replication origins. In this
study we examined the role of Rpd3-Sin3 in regulating repli-
cation initiation of individual origins. Rpd3 delays initiation of
many late-replicating origins and, thus, plays an important role
in determining the overall replication dynamics of the yeast
genome.

MATERIALS AND METHODS

Strains and plasmids. Most gene deletions were constructed using the HIS5 or
KANMX selectable markers as described previously (51). Correct chromosomal
constructs were confirmed by PCR. All strains used in this study were in a W303
background. The following strains were derived from OAy470 (3). JAy22
(rpd3�::HIS5) and JAy30 (clb5�::KANMX) were derived directly from OAy470.
JAy24 (clb5�::KANMX) was derived from JAy22. Rad53-HA3 was introduced
into OAy470 with plasmid p404-RAD53-HA, yielding strain FHy20. DGy140
(rpd3�::KANMX) was derived from FHy20. OAy618 contains Polε-HA3 and has
been described elsewhere (3). OAy781 (rpd3�::HIS5), JAy43 (ume6�::HIS5),
and JAy44 (sin3�::HIS5) were derived from OAy618. DGy189 (clb5�::URA3)
was derived from JAy22 by deleting CLB5 using plasmid ESD262 (42). DGy197
(cdc45�::CDC45-HA) and DGy198 (cdc45�::CDC45-HA) were derived from
JAy30 and DGy189, respectively, using p404-CDC45-HA to introduce Cdc45-
HA3. JAy71 (sml�::HIS3 rad53�::KANMX rpd3�::HIS5 cdc45�::CDC45-HA)
was derived from a cross of DGy312 (sml�::HIS3 rad53�::KANMX pMEC2::
URA3) and DGy227 (rpd3�::HIS5 cdc45�::CDC45-HA). The following strains
were not derived from OAy470 but rather the listed strain. DGy159 is a
bar1�::LEU2 derivative of 122172 (mec1�::TRP1 sml�::HIS3; from R. Roth-
stein); DGy170 (rpd3�::KANMX) is derived from DGy159. DGy164 (bar1�::
LEU2 rad53�::KANMX cdc45�::CDC45-HA), DGy166 (bar1�::LEU2 cdc45�::
CDC45-HA), and JAy72 (bar1�::LEU2 rad53�::KANMX cdc45�::CDC45-HA)
are derivatives of 232178 (sml�::HIS3 in a W303 background; from R. Roth-
stein).

Yeast methods. Cells were cultured and synchronized as described previously,
except that phthalic acid was omitted and �-factor (Sigma) was used at 5 nM (3).
DNA content analysis was performed as described previously, except that cells
were stained with 1 �M SYTOX Green (Molecular Probes) with a Becton-
Dickinson fluorescence-activated cell scanner (FACScan) (2).

ChIP. Chromatin immunoprecipitation (ChIP) for hemagglutinin (HA)-
tagged proteins was performed as described previously, except immunoprecipi-
tated DNA was purified using a QiaQuick PCR purification kit (Qiagen) (1).
16B12 (Covance-Babco) and/or 12CA5 (Roche) HA antibodies were used. Anal-
ysis of histone acetylation utilized anti-acetyl H4 K5 and anti-acetyl H2A K7
antibodies (Upstate) and a modified lysis buffer (46). For all amplifications, 22 to
25 cycles of PCR were performed using 1/50 of the immunoprecipitated DNA
and 1/50,000 of the total input DNA. Primer DNA sequences are available upon
request. DNA was analyzed by 6% polyacrylamide gel electrophoresis (PAGE)
or 2.3% Tris-borate-EDTA agarose electrophoresis stained with SYBR Green
(Molecular Probes) and quantified with a fluorimager (Molecular Dynamics,
Storm 860, or Bio-Rad FX Scanner) and ImageQuant or QuantityOne software.
The percent bound is the ratio of immunoprecipitated to total DNA based on the
quantification of the respective PCR products and the dilution factor.

Analysis of replication structures. Two-dimensional (2-D) gel electrophoresis
was performed as described at the website http://fangman-brewer.genetics
.washington.edu. Nascent DNA strand analysis was as described elsewhere (41).
AlkPhos Direct (Amersham Pharmacia) was used for probe labeling and detec-
tion for the experiments shown below in Fig. 2 and 7 (ARS305, ARS603, and
ARS1413). All other probes were radioactively labeled using a MegaPrime DNA
labeling kit (Amersham Pharmacia) and detected on a phosphorimager (Molec-
ular Dynamics, Storm 860, or Bio-Rad FX scanner). For 2-D gels, the following
DNA fragments were analyzed at each origin: ARS1, 4.7-kb NcoI(/BamHI);
ARS305, 5.8-kb EcoRI; ARS319, 3.2-kb XbaI; ARS603, 3.6-kb NcoI/BamHI;
ARS1413, 5.3-kb EcoRI; ARS716, 4.9-kb EcoRI/XbaI; ARS1007, 5.3-kb XbaI(/
EcoRI); and ARS1212, 5.8-kb EcoRI(/XbaI). Analysis of different origins di-
gested with the same enzyme(s) was accomplished by stripping and reprobing the
blot(s). ImageQuant was used to quantify the “bubble” arc signal and the 1N spot
to determine relative origin efficiency [(bubble arc)/(1N spot)].

RESULTS

Rpd3-Sin3 histone deacetylase complex delays activation of
internal late origins. The critical role of histone acetylation
and deacetylation as a mechanism for regulating chromatin
structure and the function of Rpd3 in deacetylation of histones
prompted us to analyze the effects of RPD3 and SIN3 deletion
on origin initiation dynamics in S. cerevisiae. We used ChIP to
monitor the temporal association of DNA polymerase ε (Polε)
with representative early and late replication origins, which
reflects the initiation time of these origins (2). G1 cells were
released synchronously into S phase at 18°C, allowing clear
distinction between initiation events at early versus late origins
(Fig. 1). In wild-type cells, Polε associations with the early
origins ARS607 and ARS1 were maximal at 48 min, whereas
Polε associations with the late origins ARS603, ARS1413, and
ARS501 peaked at 60 to 72 min (Fig. 1A and B). This pattern
was consistently reproducible, including slightly earlier Polε
association with ARS607 than with ARS1 and slightly later
Polε association with ARS603 than with ARS501 and
ARS1413. In rpd3� and sin3� cells, timing of Polε association
with early origins was indistinguishable from that of the wild-
type cells. However, in the rpd3� and sin3� cells, Polε associ-
ation with ARS603, ARS1413, and ARS501 was well advanced,
each reaching its maximum about 48 min following G1 release.
The timing of peak Polε association with these late origins was
similar to that with the early origins, indicating that these
normally late-firing origins were being activated significantly
earlier in the rpd3� and sin3� cells. The earlier association of
Polε with ARS603 was lost upon mutational inactivation of
ARS603, indicating that this association resulted from replica-
tion initiation and confirming that its timing was advanced in
the rpd3� and sin3� cells (data not shown). Because wild-type,
rpd3�, and sin3� cells exhibited very similar cell cycle progres-
sion (Fig. 1C and D) and early origin activation timing, our
results indicate that the Rpd3-Sin3 deacetylase complex differ-
entially regulates the initiation timing of these late-firing ori-
gins.

We also examined the timing of origin activation using 2-D
agarose gel electrophoresis (2-D gel) to observe initiation
(bubble) structures in time courses comparable to those for the
Polε ChIP analyses. In wild-type cells, replication bubble arcs
for the early origins ARS305 and ARS1 were most prominent
at 48 min and were observed at 60 and 72 min for the late
origin ARS1413 and predominantly at 72 min for ARS603
(Fig. 2A). In rpd3� cells, bubble arcs were observed at the early
origins predominantly at 48 min, as in the wild-type cells.
However, initiation structures at the late origins ARS603 and
ARS1413 were observed significantly earlier in rpd3� than in
the wild-type cells, almost simultaneously with the early ori-
gins; the majority of initiation events at ARS603 and ARS1413
occurred at about 48 min. Introduction into the rpd3� cells of
a plasmid expressing wild-type RPD3 restored late-initiation
timing to ARS603, ARS1413, and ARS501, whereas expres-
sion of RPD3 with a point mutation in its catalytic deacetylase
domain did not (data not shown). Together, these results in-
dicate that Rpd3-Sin3 deacetylase activity modulates the exe-
cution time of a critical step in the replication initiation process
at a subset of chromosomal replication origins.

ARS603 and ARS1413 are internal chromosomal origins,
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and ARS501 is internal to a subtelomeric Y� element (about 20
kb from the telomere). Initiation timing of ARS1413 and
ARS501 (ARS603 was not tested) is not affected directly by
SIR3, which regulates origins within subtelomeric X and Y
elements (9, 44). To determine whether Rpd3 regulates initi-
ation of a subtelomeric origin and an origin within SIR chro-
matin, we analyzed the replication timing of ARS319 (an effi-
cient, late-firing origin within the X element adjacent to the
right telomere of chromosome III) and HML (which contains
four inactive, late-replicating ARS elements). The proximity of
ARS319 to the chromosome end precludes analysis of bubble
structures (because they very rapidly convert into Y structures
as one replication fork completes replication of the telomere);
therefore, the appearance of replication fork Y structures in-
stead of bubbles was analyzed as an indicator of replication
initiation timing (Y arcs) (Fig. 2A). Replication timing of
ARS319 and HML was not altered in rpd3� cells (Fig. 2A; data
not shown for HML). Thus, Rpd3-Sin3 appears to regulate
initiation timing of internal, late origins that are not under SIR
regulation. Moreover, the specificity of this regulation argues
against global effects on cell cycle progression or replication
initiation due to changes in gene transcription as a result of
RPD3 deletion.

Deletion of RPD3 results in alterations of chromatin struc-
ture that likely are responsible for the advanced initiation
timing of the late origins analyzed in this study. Deacetylation
of origin-proximal histones could also potentially influence the

efficiency of origin activation. We analyzed replication effi-
ciency of the origins analyzed above using 2-D gel analysis of
unsynchronized, logarithmically growing cells to compare the
ratio of bubble to fork structures. We were unable to discern a
difference in the initiation frequency of the efficient origins
analyzed above in rpd3� cells (data not shown). Nor did we
observe differences in firing of inefficient origins, including
ARS304, ARS308, and the four HML origins (data not shown).

Late origins elude the intra-S replication checkpoint in
rpd3� cells. When cells enter S phase in the presence of the
replication inhibitor hydroxyurea (HU) or the DNA-damaging
agent methyl methanesulfonate (MMS), early origins fire, but
firing of late origins is inhibited in a checkpoint-dependent
manner (32, 41, 43, 49). These studies support a model in
which replication forks emanating from early-activated origins
stall due to nucleotide depletion (HU) or DNA lesions (MMS)
and generate a checkpoint signal that inhibits subsequent ori-
gin initiation. It follows that earlier timing of normally late
origins relative to the earliest origins should permit their ini-
tiation before an intra-S checkpoint is activated. We therefore
tested whether the advanced initiation timing of late origins in
rpd3� cells allowed these origins to bypass this checkpoint.

Wild-type and rpd3� cells synchronized in G1 were released
into medium containing HU, and origin initiation was analyzed
with ChIP of Polε, nascent DNA strand detection, and 2-D
gels. In wild-type cells, Polε associated with the early origins at
36 min but was blocked from loading onto the late origins (Fig.

FIG. 1. Rpd3 and Sin3 delay activation of late-firing replication origins. Wild-type (OAy618), rpd3� (OAy781), and sin3� (JAy44) cells were
synchronized in late G1 with �-factor at 23°C and released into S phase at 18°C. At the indicated intervals, cells were fixed for analysis. (A) DNA
Polε association with early (ARS607 and ARS1) and late (ARS603, ARS1413, and ARS501) replication origins was analyzed by ChIP. Origin-
specific PCR analysis of immunoprecipitated (Precipitates) and total (Input) DNA is shown. (B) Quantification of the data shown in panel A
plotted as the percent bound. (C) DNA content of cells was analyzed by FACScan. (D) The percentage of budded cells was determined by
microscopic analysis of at least 100 cells at each time point.
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3A and B). In the rpd3� cells, Polε associated with the early
origins and internal, late origins concurrently at 36 min, indi-
cating that these normally late origins initiated early and es-
caped checkpoint inhibition. Association of Polε with the sub-
telomeric origin ARS319 was not detectable. These results
suggest that the internal, late origins initiated replication, es-
caping checkpoint inhibition, while ARS319, which was not
advanced in initiation, did not escape checkpoint control.

Analysis of nascent DNA strands using denaturing agarose
gel electrophoresis supported the results of the ChIP analysis.
As expected, newly synthesized DNA was detected at the early
origin ARS305 in wild-type, rpd3�, and mec1� cells (Fig. 3C).
When the blots were reprobed to analyze ARS603 and
ARS1413, nascent strands were not detected at these origins in
wild-type cells but were detected in the mec1� mutant cells due
to loss of the checkpoint (data not shown for ARS1413) (41).
In rpd3� cells, nascent strands were detected at the late ori-
gins, indicating escape from the checkpoint (Fig. 3C). Analysis
of replication structures with 2-D gels also confirmed that late
origins escaped checkpoint inhibition in rpd3� cells. Bubble
arcs at the late origin ARS603 were significantly more abun-
dant in rpd3� cells than in wild-type cells (Fig. 3D). Together,
these data demonstrate that late origins escape checkpoint
inhibition in response to HU and support the notion that the
RPD3-mediated delay of origin initiation is necessary for ef-
fective origin regulation by the intra-S checkpoint pathway.

The intra-S checkpoint pathway is intact in rpd3� cells.
Escape from checkpoint inhibition might reflect a loss of
checkpoint function rather than an alteration of initiation tim-
ing in rpd3� cells. To address this we determined whether the
intra-S checkpoint signaling pathway was intact by examining

two consequences of its activation: Rad53 phosphorylation and
a reduced rate of genome replication (32, 40, 47). In the pres-
ence of HU, rpd3� cells displayed normal Rad53 phosphory-
lation, based on the mobility shift of Rad53 as analyzed by
sodium dodecyl sulfate-PAGE (Fig. 4A). Next, we analyzed
the replication rate of cells in the presence of MMS. Replica-
tion was similarly slowed in the wild-type and rpd3� cells,
whereas mec1� cells, which are defective in the checkpoint,
exhibited much less inhibition of the overall rate and extent of
replication (Fig. 4B). Thus, the intra-S checkpoint pathway is
intact in rpd3� cells.

The more-rapid genome replication in mec1 cells treated
with MMS has been ascribed to precocious activation of nor-
mally inefficient origins and/or loss of late origin inhibition in
the presence of MMS (32, 41, 43, 48). Because late origins
were not efficiently inhibited by HU in rpd3� cells, we antici-
pated that late origins would escape inhibition by MMS treat-
ment also. However, the low rate of genome duplication in
MMS-treated rpd3� cells suggested either that late origins
were inhibited by MMS or that the more-rapid replication in
the mec1� cells was due primarily to activation of normally
inefficient origins rather than loss of late origin regulation. To
distinguish between these possibilities, we analyzed late origin
firing in cells released into S phase in the presence of MMS.
Samples from five time points spanning S phase were collected
and pooled, allowing a composite analysis of all initiation
events during this period. In addition to the early origin ARS1
and the late origin ARS603, we analyzed two additional, non-
telomeric late origins, ARS1007 and ARS1212, which are re-
cently characterized late origins that conveniently could be
analyzed using the same DNA digest for 2-D gel analysis (36,

FIG. 2. Rpd3 regulates internal late-firing origins. Wild-type (OAy618) and rpd3� (OAy781) cells were synchronized in late G1 at 23°C with
�-factor and released into S phase at 18°C. At the indicated intervals, cells were fixed for analysis. (A) 2-D agarose gel electrophoresis analysis of
ARS305, ARS1, ARS603, ARS1413, and ARS319. An open arrow indicates a bubble arc, and a Y arc is marked with a filled arrow. (B) DNA
content was analyzed by FACScan. (C) The percentage of budded cells was determined by microscopic analysis of at least 100 cells at each time
point.
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54). As expected, early origin ARS1 fired in each of the ana-
lyzed strains (Fig. 4C). Also, mec1� cells exhibited robust firing
of late origins ARS603, ARS1007, and ARS1212, whereas fir-
ing of these origins was inhibited in wild-type cells. Consistent
with the low replication rate in MMS, late origin firing of rpd3�
cells was inhibited as in wild-type cells. Analysis of individual

time points (rather than the pooled time course) yielded sim-
ilar results (data not shown). Thus, deletion of RPD3 permits
late origins to escape checkpoint inhibition triggered by nucle-
otide depletion with HU, but not that triggered by DNA dam-
age with MMS.

This unexpected difference in late origin firing prompted us
to test the kinetics of checkpoint activation in response to
replication inhibition by HU versus DNA damage by MMS.
We analyzed the kinetics of Rad53 phosphorylation by moni-
toring the mobility shift of Rad53 with sodium dodecyl sulfate-
PAGE in wild-type and rpd3� cells released synchronously into
S phase at 18°C in the presence of HU or MMS. In wild-type
and rpd3� cells, phosphorylation of Rad53 increased about 5
min sooner in the presence of MMS compared to that in HU
(Fig. 4D). Although the difference in onset of Rad53 phos-
phorylation was relatively minor, the increase in Rad53 phos-
phorylation coincided closely with the timing of late origin
activation in rpd3� cells. For example, ARS603 initiates at
about 48 min in rpd3� cells released from G1 into S phase at
18°C (Fig. 1 and 2), at which time phosphorylation of Rad53 is
just beginning in HU-treated cells (Fig. 4D, 50 min). In con-
trast, Rad53 phosphorylation has already begun to increase by
45 min and reaches about 50% of the maximal level by 50 min
in MMS-treated rpd3� cells (Fig. 4D). In similar experiments
conducted at 23 and 30°C, the onset of Rad53 phosphorylation
was also detected earlier in MMS than in HU cultures (data
not shown). Thus, checkpoint activation was slightly more
rapid in the presence of MMS than with HU in both wild-type
and rpd3� cells, and this difference likely accounts for the
ability of MMS but not HU to inhibit late origin firing in rpd3�
cells.

We also note that rpd3� cells exhibit a slight but reproduc-
ible delay in onset of Rad53 phosphorylation in both HU and
MMS compared to that in wild-type cells (Fig. 4D). This could
be due to slightly delayed cell cycle onset in rpd3� cells; how-
ever, we detected no delay in the onset of replication (by DNA
content analysis) or budding (data not shown). This delay in
Rad53 phosphorylation could contribute to the escape of late
origins from HU-induced checkpoint inhibition in rpd3� cells;
however, advanced initiation timing is critical. By 72 min, when
ARS603 fires in wild-type cells (Fig. 1), Rad53 is predomi-
nantly in its activated, phosphorylated form in rpd3� cells (Fig.
4D).

Histone deacetylation by Rpd3 appears to be independent of
Rad53 and Mec1 function. In addition to the RPD3 mutant, a
RAD53 mutant strain exhibits deregulated origin firing time
(41, 43), raising the possibility that checkpoint proteins medi-
ate the function of Rpd3 in histone deacetylation at origins. To
address this we analyzed Rpd3-dependent histone deacetyla-
tion by examining acetylation levels of histones H2A and H4
using ChIP (46). We compared H2A K7 and H4 K5 acetylation
in wild-type, rpd3�, rad53�, and rpd3� rad53� cells at early
and late origins and at sequences known to be (INO1) or not
be (SPS2) deacetylated by Rpd3 (38). This analysis detected
acetylation of one to two histones flanking each side of these
sequences. In rpd3� cells, acetylation levels of H2A K7 and H4
K5 at INO1, ARS305, ARS603, and ARS1413 increased rela-
tive to that in wild-type cells, while little or no increase was
observed at SPS2 and ARS607 (Fig. 5A). Similar results were
seen when an average H4 K5 acetylation from three experi-

FIG. 3. Late origins escape checkpoint inhibition in rpd3� cells
treated with HU. Wild-type (OAy618) and rpd3� (OAy781) cells (A
and B) or wild-type (OAy470), rpd3� (JAy22), and mec1� (DGy159)
cells (C and D) were synchronized in late G1 with �-factor at 23°C and
released into S phase in the presence of 200 mM HU at 23°C. Samples
were collected at the indicated intervals. DNA Polε association with
origins was analyzed by ChIP (A) and quantified (B) as described in
the Fig. 1 legend. (C) Nascent DNA strand analysis of ARS305 and
ARS603. (D) Replication structures detected by 2-D gel analysis.
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ments was calculated for each locus relative to that at SPS2
(Fig. 5B). Thus, it appears that Rpd3 deacetylates histones
flanking origins ARS305, ARS603, and ARS1413. Deletion of
RAD53 had little to no effect on acetylation of H2A K7 and H4
K5 (Fig. 5). Similar results were obtained in mec1� cells (data
not shown). In cells lacking RAD53, deacetylation surrounding
these origins was still dependent on Rpd3, as acetylation levels
of these sequences increased upon deletion of RPD3 (Fig. 5).
Thus, Rpd3-mediated deacetylation of histones H2A K7 and
H4 K5 surrounding replication origins appears to be indepen-
dent of Rad53 and Mec1 function.

Rpd3 regulates many origins. Late replicating origins ap-
pear to contribute significantly to the timely duplication of the
genome, as clb5� mutant cells, which are deficient in activation
of late origins, exhibit a prolonged period of DNA replication
(13, 16, 25, 42). In cells lacking the S phase cyclin Clb5, acti-

vation of early origins occurs efficiently and is dependent on
Clb6, which effectively activates early but not late origins, sug-
gesting its activity is most abundant early in S phase (13). If
Rpd3 determines the activation timing of a significant propor-
tion of the late origins in the cell, deletion of RPD3 might
increase the replication rate in clb5� cells if earlier initiation of
late origins facilitated their activation when Clb6 is thought to
be more abundant. Indeed, clb5� rpd3� cells replicated their
DNA with approximately wild-type kinetics, significantly faster
than clb5� cells (Fig. 6A). Wild-type and clb5� rpd3� cells
were about half finished replicating the genome at 72 min and
fully duplicated at about 120 min, whereas the clb5� cells were
about half replicated at about 96 min and did not complete
replication in this time course. These data are consistent with
the idea that earlier firing of late origins enables their activa-

FIG. 4. The checkpoint pathway is intact in rpd3� cells. (A) Wild-type (FHy20) and rpd3� (DGy140) cells were grown for 1 h at 30°C in the
presence or absence of 200 mM HU. Protein extracts prepared by trichloroacetic acid precipitation were analyzed by Western blotting using
anti-HA antibody (16B12) to detect Rad53-HA (33). (B) Wild-type (OAy470), rpd3� (JAy22), mec1� (DGy159), and mec1� rpd3� (DGy170) cells
were synchronized in late G1 with �-factor at 23°C and released into S phase at 30°C in yeast extract-peptone-dextrose containing 0.033% MMS.
At the indicated intervals, cells were fixed for DNA content analysis. (C) Cells were treated as for panel B and fixed for analysis at 25, 32, 39, 46,
and 53 min after release from �-factor. Cells from all time points were pooled to prepare S-phase DNA for 2-D gel analysis. (D) Wild-type (FHy20)
and rpd3� (DGy140) cells synchronized at 23°C with �-factor were released into S phase at 18°C, and samples were collected at the indicated times.
Rad53 phosphorylation was analyzed by Western blotting as for panel A and was quantified (percent Rad53-P) by direct analysis of the
chemiluminescent signal using a Bio-Rad ChemiDoc system and QuantityOne software. Percent phosphorylation was calculated as (Rad53-P)/
(Rad53-P � Rad53), where Rad53-P includes all slower-migrating forms of Rad53.
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tion by Clb6 and that initiation timing of many such origins is
determined by Rpd3.

In clb5� cells, firing of most late origins is decreased but not
eliminated (J. Aparicio, D. Gibson, and O. Aparicio, unpub-
lished data). Therefore, the increased rate of genome replica-
tion in the clb5� rpd3� cells could be due to earlier and/or
more efficient activation of a significant proportion of late
origins. To determine the effect of RPD3 deletion on late
origin firing in clb5� cells, we analyzed origin firing with ChIP
of Cdc45, which associates with origins at the time of initiation.
Wild-type, clb5�, and clb5� rpd3� cells were synchronized in
G1 and released into S phase at 18°C. In wild-type cells, Cdc45
bound to early origin ARS607 at 36 min and to late origins
ARS603, ARS716, ARS1007, and ARS1212 at 60 to 84 min
(Fig. 6B; ARS716 is another recently characterized late origin
that conveniently could be analyzed on the same blot [Fig.
6C]). In clb5� and clb5� rpd3� cells, Cdc45 bound to early
origin ARS607 with timing similar to that in wild-type cells,
although peak association occurred at 60 min in the clb5�
rpd3� cells. Significantly decreased association of Cdc45 with
all of the late origins reflected their deficient activation in
clb5� cells. However, in clb5� rpd3� cells, association of
Cdc45 with each late origin was restored and occurred earlier
than in wild-type cells, despite the lack of CLB5 function.
These data suggest that deletion of RPD3 advances the timing
and increases the efficiency of many late origins in clb5� cells.

We confirmed that late origins were activated earlier in
clb5� cells lacking RPD3 by using 2-D gel analysis of cells
synchronized in G1 with �-factor and released into HU for 60
min (Fig. 6C; similar results were obtained 45 min after release
[data not shown]). Firing of early origin ARS1 was observed in
wild-type, clb5�, and clb5� rpd3� cells, while firing of the late
origins was inefficient in wild-type and clb5� cells due to check-
point inhibition as well as lack of Clb5 function in the clb5�
cells. Initiation at ARS603, ARS716, ARS1007, and ARS1212
was readily observed in clb5� rpd3� cells (Fig. 6C). Initiation
of these normally late origins is consistent with the assumption
of an early firing program, which facilitates their activation by
Clb6 while also eluding checkpoint control.

The earlier activation of late origins in clb5� rpd3� cells is
likely sufficient to restore the wild-type rate of overall genome
replication. In addition, earlier firing of these origins might be
expected to increase their efficiency by reducing the likelihood
of their being replicated (without initiation) by replication
forks from proximal early origins. To determine if origin effi-
ciency was increased in clb5� rpd3� cells, origin firing was
examined in unsynchronized cells. Because the efficiency of
ARS603 was more severely affected by deletion of CLB5 than
other origins we have analyzed, we chose ARS603 for this
analysis. Initiation of ARS603 was severely compromised in
the absence of CLB5, and deletion of RPD3 increased ARS603
efficiency about 2.2- � 0.1-fold (n � 2), based on measurement

FIG. 5. Histone deacetylation by Rpd3 functions independently of Rad53. (A) ChIP analysis of histone acetylation in asynchronous cultures of
wild-type (DGy166), rad53� (DGy164), rpd3� (JAy72), and rad53� rpd3� (JAy71) cells. (B) Average H4 K5 acetylation from three experiments
as in panel A was calculated for each locus relative to that of SPS2. SPS2 serves as an internal control, as its acetylation is not affected by Rpd3
and enables comparison between different experiments in which the absolute levels of chromatin immunoprecipitated can vary significantly.
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of the bubble arc intensity relative to the 1N spot (Fig. 6D).
The incomplete suppression of the clb5� initiation defect by
deletion of RPD3 may reflect a competition among early and
normally late origins for a limiting amount of Clb6 or another
replication factor(s) (Fig. 6C; note the reduced ARS1 firing in
clb5� rpd3� cells in the presence of HU). The combined ef-
fects of earlier activation and increased efficiency of internal,
late origins should lead to a substantial increase in the number
of replication forks synthesizing DNA early in S phase. Thus,
these data strongly suggest that initiation timing of late origins
can have a significant impact on genome replication kinetics

and that a considerable proportion of all late origins through-
out the genome are under Rpd3 control.

Regulation of initiation timing by Rpd3-Sin3 does not re-
quire proteins important for transcriptional repression. The
regulation of origin timing by Rpd3 could share mechanisms
with or otherwise arise from targeted, local deacetylation in-
tegral to transcriptional repression by Rpd3-Sin3. This is plau-
sible because, in S. cerevisiae, replication origins generally are
located within intergenic regions that frequently also contain
gene promoters (30, 54). To address this we tested whether
proteins involved in transcriptional regulation by Rpd3 influ-

FIG. 6. Advanced timing of late origin activation upon deletion of RPD3 restores normal S-phase kinetics in clb5� cells. Wild-type (OAy617),
clb5� (DGy197), and rpd3� clb5� (DGy198) cells were synchronized in late G1 at 23°C with �-factor and released into S phase at 18°C. (A) At
the indicated intervals, cells were fixed for DNA content analysis. (B) Association of Cdc45-HA with origin DNA was monitored by ChIP at the
indicated times. (C) Wild-type (OAy470), clb5� (JAy30), and rpd3� clb5� (JAy24) cells were synchronized in late G1 at 23°C with �-factor and
released at 23°C into medium containing 200 mM HU for 60 min. Replication structures were analyzed by 2-D agarose gel electrophoresis.
(D) Replication structures from asynchronous cultures (30°C) of wild-type (OAy470), clb5� (JAy30), and rpd3� clb5� (DGy189) cells were
analyzed by 2-D agarose gel electrophoresis.
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ence origin timing. Ume6 and Ume1 are required for repres-
sion of meiotic genes by the Rpd3-Sin3 complex (24, 27, 34).
Ume6, a DNA binding protein, interacts with Sin3 to target
Rpd3 to promoters containing a URS1 sequence. Sequence
scanning identified a potential URS1 element(s) (based on the
consensus defined in reference 5) near each of four late-firing
origins (ARS501, ARS603, ARS1413, and ARS1412), whereas
no URS1 was identified near three of four early origins
(ARS305, ARS1, and ARS307). This was consistent with the
possibility that URS1-bound Ume6 recruits Rpd3-Sin3 to reg-
ulate origin initiation timing. To test this we analyzed origin
initiation timing in ume6� cells. Deletion of UME6 did not
alter initiation timing of the origins analyzed in this study (Fig.
7). Furthermore, deletion of a URS1 site in the DMC1 gene
promoter did not alter timing of the proximal ARS501 (data
not shown). These results indicate that Ume6 is not required

for the recruitment of Rpd3 to chromatin for its role in regu-
lation of initiation timing.

The precise mechanism by which Ume1 contributes to
Rpd3-dependent transcriptional repression is not clearly un-
derstood; however, Ume1 interacts with Sin3 and Rpd3, likely
serving to stabilize the DNA-associated complex. Also, Ume1
colocalizes with Rpd3 more extensively than does Ume6 in
genome-wide chromatin binding analyses (26, 27). As with
UME6, deletion of UME1 had no effect on initiation timing
(data not shown). Likewise, we examined Tup1. The Tup1-
Ssn6 repressor complex is targeted to promoters by a number
of different DNA binding proteins, where it serves to mediate
gene repression in a mechanism involving interactions with
histone deacetylases, including Rpd3 (10, 52). However, we
observed no alterations in origin timing in tup1� cells (data not
shown). Thus, proteins that collaborate with Rpd3 to regulate
gene expression are not individually responsible for the role of
Rpd3 in origin timing regulation.

DISCUSSION

Rpd3-Sin3 regulates chromosomal replication timing. We
have identified the Rpd3-Sin3 histone deacetylase complex as
a crucial factor that establishes the replication dynamics of the
S. cerevisiae genome. This finding opens new avenues for in-
vestigating how chromatin structure influences chromosomal
replication dynamics, which remains poorly understood. Rpd3-
Sin3 delays replication initiation of most nontelomeric, late-
firing origins that we have analyzed. In the absence of RPD3 or
SIN3, normally late-firing origins initiated replication early in S
phase, while the activation time of early origins, a telomeric
origin, and origins located within a SIR chromatin domain
(HML) remained unchanged (Fig. 1 and 2; data not shown for
HML). Because the effect of RPD3 deletion is specific to a
subset of origins, it is unlikely that these results are due to
indirect effects on transcription of cell cycle or replication
genes, which might universally alter origin function. Other
factors may also delay initiation of the late origins we have
analyzed, because in the absence of RPD3 the late origins still
are slightly delayed relative to the earliest firing origins.

The specificity of Rpd3’s timing regulation to internal, late
origins reported here contrasts with a previous report that
found advanced replication timing of early and late origins in
rpd3� cells (50). There appear to be two components to this
difference. First, the rpd3� cells in the Vogelauer et al. study
exhibited somewhat advanced cell cycle entry, as both S-phase
entry and budding occurred earlier than in wild-type cells fol-
lowing release from �-factor arrest (50). Compared to the
rpd3� cells, which entered the cell cycle synchronously, the
wild-type cells were delayed in cell cycle entry and were much
less synchronous, complicating interpretation of the data. We
consistently observed no difference in the onset or length of S
phase between rpd3� and wild-type cells released from �-fac-
tor at 18, 23, or 30°C, nor did we observe differences in budding
kinetics (Fig. 1 and 2 and data not shown). Vogelauer et al.
attributed much of the advancement in early origin firing to
this advanced cell cycle entry and, after accounting for this
difference, they concluded that Rpd3 exerted more influence
on late than on early origins. Nevertheless, their conclusion
that both early and late origin initiations were advanced rela-

FIG. 7. Ume6 is not required for regulation of origin initiation
timing. Wild-type (OAy618) and ume6� (JAy43) cells were analyzed
for replication structures at ARS305 and ARS603 (A) or by DNA
content analysis (B) as described in the legend for Fig. 2.
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tive to cell cycle entry differs from our findings. Our conclusion
that Rpd3 functions differentially at early and late origins is
supported by characterization of Rpd3’s impact on checkpoint
regulation. The firing of late origins in rpd3� cells treated with
HU, which normally inhibits late origin firing, argues that late
origins are being significantly advanced in their timing relative
to the earliest firing origins, which generate the inhibitory
signal (Fig. 3).

Mechanism of Rpd3 interaction with replication origins.
Our studies do not exclude that RPD3 can affect timing of early
origins, origins near telomeres, or those within SIR chromatin,
but they argue that its action predominates at certain chromo-
somal sequences or regions. Potential effects of Rpd3 on ori-
gins within SIR chromatin, for instance, may be masked by a
dominant effect of SIR chromatin within these regions. The
number of chromosomal origins affected by Rpd3 appears to
be extensive, because RPD3 deletion advanced initiation tim-
ing of most late-firing, nontelomeric origins we have analyzed
(eight of nine) (Fig. 1, 2, and 5 and data not shown) and
substantially increased the rate of genome replication in clb5�
cells, which are deficient in late origin activation. These find-
ings are consistent with results of genome-wide binding anal-
ysis of Rpd3 that found it associates with many internal loci but
is largely excluded from telomeric regions (26).

To gain insights into the mechanism of Rpd3 function, we
examined proteins involved in Rpd3 transcriptional control of
individual genes and found no evidence that deletion of these
genes altered origin firing time. For example, deletion of
UME6 derepresses DMC1 transcription about 20-fold but does
not alter replication timing of the proximal ARS501 (data not
shown) (53). Moreover, analysis of changes in gene expression
resulting from RPD3 deletion of genes proximal to replication
origins showed no greater effect (on average) for early versus
late origins (data not shown and reference 5). Thus, advanced
replication initiation in rpd3� cells is not due to local dere-
pression of transcription, consistent with the conclusion of a
recent study that no correlation exists between transcription
levels and replication timing in S. cerevisiae (36). Our findings
suggest that a distinct mechanism determines the interaction of
Rpd3 with chromatin at promoters versus replication origins.
There may be an origin-specific factor or, instead, origin reg-
ulation may derive, directly or indirectly, from the combined
action of multiple factors that individually recruit Rpd3 to
distinct, but perhaps origin-proximal, sites.

Whereas the recruiting mechanism appears to be distinct
from that utilized in transcriptional control, the critical bio-
chemical effect of Rpd3 that regulates origin timing is likely the
same, deacetylation of histones. Direct examination of histone
acetylation near origins showed increases in histone acetyla-
tion (H2A K7, H4 K5, and H4 K12) upon deletion of Rpd3
(Fig. 5) (50). Although no strict correlation between the ob-
served effect of Rpd3 on origin timing and absolute levels of
local histone acetylation has emerged, greater increases in
acetylation are generally observed near late versus early origins
upon Rpd3 deletion (Fig. 5) (50). At this stage, it is not clear
whether any of the differences in acetylation levels that have
been observed near origins are functionally related to initiation
timing. Nor is it clear whether histone modifications must be
proximal to an origin or can act over some distance. That local
acetylation can modulate origin timing has been demonstrated

through artificial targeting of the histone acetyltransferase,
Gcn5, to a normally late-firing origin, resulting in higher local
levels of histone acetylation and advanced initiation timing
(50). These data suggest that, in general, histone deacetylation
delays origin initiation. However, the overall patterns of his-
tone acetylation may obscure a highly specific acetylation-
deacetylation event, or series of events, which could be cell
cycle specific and much less obvious. Indeed, establishment of
late replication timing appears to occur within the M-to-G1

period of the cell cycle (12, 35). Alternatively, it remains pos-
sible that Rpd3 directly regulates the activity of a replication
protein through deacetylation. Cdc45 is an intriguing candi-
date, because its association with replication origins is tempo-
rally regulated (2) and Rpd3 and Sin3 copurify with Cdc45,
suggesting these coexist in a complex in vivo (19).

How might histone deacetylation regulate origin timing?
Histone deacetylation by Sir2 promotes the assembly of a higher-
order chromatin structure that silences transcription of the
underlying genes and blocks or delays origin firing (39). Tar-
geting of SIR chromatin to an early origin delays its firing but
also silences local transcription (55). Rpd3 appears to function
quite differently, as no correlation is observed between its
effect on gene expression and origin timing, and Rpd3 interacts
with chromatin much more extensively throughout the ge-
nome. Hence, histone deacetylation by Rpd3 may alter the
interaction of origins with initiation factors without forming a
heterochromatic structure. The cell cycle establishment of or-
igin timing coincides closely with assembly of the prereplicative
complex (pre-RC) at origins in early G1 (11, 12, 35). Although
pre-RC assembly (defined as MCM association) occurs simul-
taneously at early- and late-programmed origins (2), critical
targets of activation in the pre-RC could be occluded at late
origins, prohibiting their activation upon S-phase entry. How-
ever, a limited accessibility must be temporary, because later in
S phase origin activation occurs. Thus, temporal regulation of
origins might involve, first, the establishment of an inhibitory
state likely dependent on histone deacetylation, followed by a
reversal or modification to overcome the inhibition in mid-S
phase. Histone acetylation or acetylation of replication factors
is an intriguing possibility, as MYST-family histone acetyl-
transferases have been implicated in origin function (7, 15, 23).

A different, but not exclusive, hypothesis is that histone
acetylation-deacetylation influences the subnuclear localiza-
tion of chromatin. Late replicating origins associate with the
nuclear periphery in early G1, roughly coincident with the
stable establishment of the late-replicating state (12, 22, 35).
Perhaps more highly acetylated chromatin is better poised for
immediate assembly into a limiting or regulated number of
replication “factories” (8). Hence, some origins fire late be-
cause they have to wait for a replication factory to become
available as early replicons complete DNA synthesis. Check-
point proteins may participate in a mechanism that regulates
the number of concurrently active replication forks, as deletion
of RAD53 allows normally inactive origins to fire and late
origins to fire earlier. The same signaling pathway that inhibits
late origin firing in response to replication inhibition or DNA
damage may function in unperturbed cells to delay late origin
firing while replication forks from early origins are active. As
some active forks terminate, the inhibitory signal (possibly
single-stranded DNA at an active replication fork) also dimin-
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ishes, permitting the next staging of origins to commence at a
recently recycled replication factory. Moreover, the replication
process itself, or perhaps histone acetylation, may relocalize
unfired origins, enabling their activation. Thus, chromatin
structure may establish a spatial hierarchy of origins relative to
replication sites within the nucleus, determining their relative
firing order, and the checkpoint pathway modulates the exe-
cution of this sequence during S phase.

The idea that the number of simultaneously active replica-
tion forks is limited may explain why deletion of RPD3 in-
creases the replication rate of clb5� cells but not of wild-type
cells. In wild-type cells, efficient activation of early origins
would rapidly meet the replication fork limit and, thus, the
earlier firing of a late origin in rpd3� cells would serve only to
replace the activation of another potential origin. However, in
clb5� cells where fewer total origins are activated because of
diminished Clb activity, earlier firing of late origins by RPD3
deletion would enable more total origin activation (until the
fork limit is reached) and faster genome duplication.

Relationship between Rpd3 and checkpoint regulation of
late origins. The finding that late origins escaped checkpoint
inhibition by HU in rpd3� cells was consistent with a mecha-
nistic dependence of checkpoint inhibition on RPD3 function.
However, we have shown that the intra-S checkpoint pathway
is intact in the absence of RPD3, because Rad53 activation by
HU occurs normally and late origins are effectively blocked
when MMS is used to elicit the checkpoint. Therefore, we
conclude that the loss of late origin inhibition in HU-treated
rpd3� cells occurs because late origins initiate before the HU-
generated inhibitory signal can act. However, the late origins
did not initiate before inhibition by MMS took place. The
susceptibility of late origins to inhibition in MMS-treated
rpd3� cells indicates that these origins are still somewhat de-
layed relative to the earliest origins and that histone deacety-
lation by Rpd3 is not inherently required for checkpoint inhi-
bition.

The more effective inhibition by MMS was unexpected and
implies that MMS generates a more urgent inhibitory signal.
This is plausible, as some degree of replication is likely re-
quired before the effect of HU (nucleotide depletion) is elic-
ited, whereas replication forks should immediately encounter
the alkylated DNA template generated by MMS treatment. In
addition, different factors mediate Rad53 activation in re-
sponse to MMS and HU; Mrc1 primarily mediates Rad53
activation in HU, whereas Rad9 primarily mediates Rad53
activation in MMS (reviewed in reference 29). Once activated
by either pathway, Rad53 is thought to block late origin firing
by inhibiting Cdc7-Dbf4, which is required for origin activa-
tion. We directly tested the kinetics of Rad53 activation by
monitoring its phosphorylation and found that Rad53 activa-
tion occurred about 5 min earlier in response to MMS treat-
ment than with HU treatment in wild-type and rpd3� cells
(Fig. 4D). Although onset of Rad53 activation in rpd3� cells
treated with HU was slightly delayed relative to that in wild-
type cells, the similar kinetics of response suggested there is no
defect in this signaling pathway that would explain the lack of
inhibition in response to HU. Because the timing of Rad53
activation in MMS precedes late origin firing, whereas Rad53
activation in HU is approximately concurrent with late origin
firing in rpd3� cells, the differential effects of MMS and HU

likely derive from these differences in Rad53 activation kinet-
ics.

What is the significance of temporal control of initiation by
Rpd3? Ultimately, by temporally distributing initiation events
throughout S phase, Rpd3 may serve to ensure consistent and
efficient activation of selected origins by delaying the activation
of potential competing origins. Thus, the normal temporal
pattern of replication timing may help to maintain a highly
accurate and reproducible spatial pattern of genome and chro-
matin replication, which may be crucial to proper program-
ming and inheritance of gene expression patterns. Delayed
activation of some origins also enhances the cell’s ability to
regulate origin usage under conditions of replicative stress.
Histone deacetylase inhibitors alter replication timing in mam-
malian cells, suggesting that origin regulation by histone
deacetylation is conserved among eukaryotes (6). In further
defining the role of Rpd3, it will be important to determine its
cell cycle execution point, its critical biochemical target(s) in
chromatin, how deacetylation alters initiation kinetics, and
whether it functions similarly in higher eukaryotes.
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