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Abstract

The ability to make advantageous decisions under circumstances in which there is a risk of 

adverse consequences is an important component of adaptive behavior; however, extremes in risk 

taking (either high or low) can be maladaptive and are characteristic of a number of 

neuropsychiatric disorders. To better understand the contributions of various affective and 

cognitive factors to risky decision making, cohorts of male Long-Evans rats were trained in a 

“Risky Decision making Task” (RDT), in which they made discrete trial choices between a small, 

“safe” food reward and a large, “risky” food reward accompanied by varying probabilities of 

footshock. Experiment 1 evaluated the relative contributions of the affective stimuli (i.e., 

punishment vs. reward) to RDT performance by parametrically varying the magnitudes of the 

footshock and large reward. Varying the shock magnitude had a significant impact on choice of 

the large, “risky” reward, such that greater magnitudes were associated with reduced choice of the 

large reward. In contrast, varying the large, “risky” reward magnitude had minimal influence on 

reward choice. Experiment 2 compared individual variability in RDT performance with 

performance in an attentional set shifting task (assessing cognitive flexibility), a delayed response 

task (assessing working memory), and a delay discounting task (assessing impulsive choice). Rats 

characterized as risk averse in the RDT made more perseverative errors on the set shifting task 

than did their risk taking counterparts, whereas RDT performance was not related to working 

memory abilities or impulsive choice. In addition, rats that showed greater delay discounting 

(greater impulsive choice) showed corresponding poorer performance in the working memory 

task. Together, these results suggest that reward-related decision making under risk of punishment 

is more strongly influenced by the punishment than by the reward, and that risky and impulsive 

decision making are associated with distinct components of executive function.

© 2014 Elsevier Inc. All rights reserved.

Address correspondence to: Dr. Barry Setlow, Dept. of Psychiatry, McKnight Brain Institute, University of Florida College of 
Medicine, Gainesville, FL 32610-0256, Office: 352-294-5203, Fax: 352-392-9887, setlow@ufl.edu. 

Publisher's Disclaimer: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our 
customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of 
the resulting proof before it is published in its final citable form. Please note that during the production process errors may be 
discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.

NIH Public Access
Author Manuscript
Neurobiol Learn Mem. Author manuscript; available in PMC 2016 January 01.

Published in final edited form as:
Neurobiol Learn Mem. 2015 January ; 117: 60–70. doi:10.1016/j.nlm.2014.03.002.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



1. Introduction

Decisions among options that vary in both their payoffs and their potential for adverse 

consequences are a consistent feature of everyday life. When faced with such choices, most 

individuals can weigh the relative risks and rewards associated with the competing options 

and decide adaptively; however, such choice behavior (henceforth referred to as “risky 

decision making”) may be altered in several neuropsychiatric conditions, such that choices 

are strongly biased toward or away from “risky” options. For example, high levels of risk 

taking are present in ADHD and addiction, where they may contribute to some of the 

adverse outcomes associated with these conditions (Bechara et al., 2001; Drechsler, Rizzo, 

& Steinhausen, 2008; Ernst et al., 2003; Kagan, 1987). In contrast, abnormally low levels of 

risk taking (risk aversion) are found in anorexia nervosa and social anxiety ((Butler & 

Mathews, 1987; Kaye, Wierenga, Bailer, Simmons, & Bischoff-Grethe, 2013; Stanley, 

2002) although see (Reynolds et al., 2013)). Hence, a better understanding of the 

neurobehavioral mechanisms underlying risky decision making may yield benefits across 

the clinical spectrum.

The current study employed a rat model of risky decision making in which rats make 

discrete trial choices between a small, “safe” food reward and a large “risky” food reward 

accompanied by varying probabilities of mild footshock (the “Risky Decision making 

Task”, or RDT). Previous work has shown that male Long-Evans rats display marked 

individual variability in their preference for the large, risky reward in this task. Some rats 

show a strong preference for the large reward even with a high probability of shock (i.e., 

“risk takers”), whereas other rats show a strong preference for the small reward even when 

there is a low probability of shock (i.e., “risk averse”) (Simon et al., 2011). These 

differences in performance are not associated with variability in reward motivation, anxiety, 

or shock reactivity (Simon, Gilbert, Mayse, Bizon, & Setlow, 2009; Simon, et al., 2011). 

However, rats with a high preference for risk taking acquire cocaine self-administration 

more rapidly and have lower striatal dopamine D2 receptor mRNA expression than rats with 

a low preference for risk taking (Mitchell et al., 2014); Simon et al., 2011). Notably, 

elevated risk taking in humans is associated with both addiction and reduced striatal D2 

receptor availability (Bechara, et al., 2001; Goldstein et al., 2009; Rogers et al., 1999; 

Volkow, Fowler, Wang, & Swanson, 2004), supporting the validity of the RDT as a model 

of human risk taking behavior. The aim of the current study was to assess affective and 

cognitive mechanisms that may mediate RDT performance, by manipulating the affective 

value of the RDT task parameters, and by determining associations between risk taking and 

several measures of executive function. A first cohort of rats was exposed to varying 

magnitudes of footshock to determine the effects of punishment magnitude on RDT 

performance. A second cohort was presented with variable numbers of food pellets upon 

choice of the “risky” option, to determine the effects of reward magnitude on RDT 

performance. Finally, a third cohort of rats was trained on a set shifting task, a working 

memory task, the RDT, and a delay discounting task to determine relationships among these 

different aspects of cognition and decision making.
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2. Materials and Methods

2.1 Experiment 1: Effects of varying shock or reward magnitude on risky decision making 
task performance

2.1.1 Subjects—Two cohorts of male Long-Evans rats (n=16 for Experiment 1A, and n=8 

for Experiment 1B, 275–300 g on arrival, Charles River Laboratories, Raleigh, NC) were 

individually housed and kept on a 12 h light/dark cycle (lights on at 0800 hours) with free 

access to food and water except as noted. Prior to the start of behavioral testing, rats were 

reduced to 85% of their free feeding weights over the course of five days, and maintained at 

this weight for the duration of the experiment, with allowances for growth. Animal 

procedures were conducted from 0800 to 1700, and were approved by the University of 

Florida Institutional Animal Care and Use Committee and followed NIH guidelines.

2.1.2 Apparatus—Testing was conducted in standard behavioral test chambers 

(Coulbourn Instruments, Whitehall, PA) housed within sound-attenuating isolation cubicles. 

Each chamber was equipped with a recessed food pellet delivery trough fitted with a 

photobeam to detect head entries and a 1.12 W lamp to illuminate the food trough, which 

was located 2 cm above the floor in the center of the front wall. Forty-five mg grain-based 

food pellets (PJAI, Test Diet, Richmond, IN) could be delivered into the food trough. Two 

retractable levers were located to the left and right of the food trough, 11 cm above the floor. 

A 1.12 W house light was mounted on the rear wall of the isolation cubicle. The floor of the 

test chamber was composed of steel rods connected to a shock generator that delivered 

scrambled footshocks. Locomotor activity could be assessed throughout each session with 

an infrared activity monitor mounted on the ceiling of the test chamber. This monitor 

consisted of an array of infrared detectors focused over the entire test chamber. Movement 

in the test chamber (in x, y, or z planes) was defined as a relative change in the infrared 

energy falling on the different detectors in the array. Test chambers were interfaced with a 

computer running Graphic State 3 software (Coulbourn Instruments), which controlled task 

event delivery and data collection.

2.1.3 Behavioral Procedures

2.1.3.1 Shaping: On the day prior to shaping, each rat was given five 45 mg food pellets in 

its home cage to reduce neophobia to the food reward used in the task. Shaping procedures 

followed those used previously (Cardinal, Robbins, & Everitt, 2000; Simon, et al., 2009; 

Simon, Mendez, & Setlow, 2007). Following magazine training, rats were trained to press a 

single lever (either the left or the right, balanced across rats; the other lever was retracted 

during this phase of training) to receive a single food pellet. After reaching a criterion of 50 

lever presses in 30 min, rats were then trained on the opposite lever under the same criterion. 

This was followed by further shaping sessions in which both levers were retracted and rats 

were shaped to nose poke into the food trough during simultaneous illumination of the 

trough and house lights. When a nose poke occurred, a single lever was extended (left or 

right), and a lever press resulted in immediate delivery of a single food pellet. Immediately 

following the lever press, the trough light was extinguished and the lever was retracted. Rats 

were trained to a criterion of 30 presses on each lever within 60 min.
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2.1.3.2 Risky Decision Making Task: In the RDT, rats made discrete trial choices between 

two response levers, one which delivered a small reward, and the other which delivered a 

large reward accompanied by varying risks of footshock. Testing procedures were identical 

to Simon et al. (2009) and Mitchell et al. (2011). In brief, sessions were 60 min in duration 

and consisted of 5 blocks of trials. Each 40 s trial began with a 10 s illumination of the food 

trough and house lights. A nose poke into the food trough extinguished the trough light and 

triggered extension of either a single lever (forced choice trials) or both levers 

simultaneously (free choice trials). If rats failed to nose poke within the 10 s time window, 

the lights were extinguished and the trial was scored as an omission. A press on one of the 

levers (either left or right, balanced across rats) resulted in one food pellet (the small safe 

reward) delivered immediately following the lever press. A press on the other lever resulted 

in immediate delivery of 3 food pellets (the large reward). Selection of this lever was also 

accompanied by a possible 1 s footshock (0.30 mA).

Risk of footshock was contingent on a preset probability specific to each trial block. The 

“risky” reward was delivered following every choice of this reward lever, regardless of 

whether or not the footshock occurred. The probability of footshock accompanying the large 

reward was set at 0% during the first block of trials. In subsequent blocks of trials, the 

probability of footshock increased to 25, 50, 75, and 100%. Each trial block began with 8 

forced choice trials (4 for each lever, used to establish the punishment contingencies in 

effect for that block) followed by 10 free choice trials. Once either lever was pressed, both 

levers were immediately retracted. Food delivery was accompanied by re-illumination of 

both the food trough and house lights, which were extinguished upon entry to the food 

trough to collect the food or after 10 s, whichever occurred sooner. On the forced choice 

trials (in which only one lever was present) the probability of shock following a press on the 

large reward lever was dependent across the four trials in each block. For example, in the 

25% risk block, one and only one of the four large reward forced choice trials (randomly 

selected) always resulted in shock, and in the 75% risk block, three and only three of the 

four large reward forced choice trials always resulted in shock. In contrast, the probability of 

shock on the free choice trials (in which both levers were present) was independent, such 

that the probability of shock on each trial was the same, irrespective of shock delivery on 

previous trials in that block.

Raw data files were exported from Graphic State software and compiled using a custom 

macro written for Microsoft Excel (Dr. Jonathan Lifshitz, University of Kentucky). 

Statistical analyses were conducted in SPSS 21. The primary measure of interest was the 

percentage of choice trials in each block on which rats chose the large, risky reward. To 

assess stability of RDT performance, repeated measures ANOVAs (session X trial block) 

were conducted on group data averaged across 5 consecutive sessions. Stable performance 

was defined by the absence of a main effect of session, the absence of an interaction 

between session and trial block, and the presence of a main effect of trial block. Baseline 

locomotor activity was measured by averaging activity across all inter-trial interval (ITI) 

segments (in which no lights or levers were present). Shock reactivity was measured by 

averaging locomotor activity during the 1 s shock delivery periods. In all cases, p values less 

than 0.05 were considered significant.

Shimp et al. Page 4

Neurobiol Learn Mem. Author manuscript; available in PMC 2016 January 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



2.1.4 Experiment 1A. Effects of varying shock magnitude on risky decision-
making task performance—Upon reaching stable performance in the RDT as described 

in section 2.1.3.2 (following 25 sessions), the effects of different shock magnitudes on 

choice performance were assessed using a counterbalanced, within-subjects design, such 

that each rat was tested for a single session with each magnitude (0.2, 0.25, 0.35, and 0.4 

mA) in a randomized order, with 1 session of testing under baseline shock conditions (0.3 

mA) interposed between each shock magnitude test session.

Data Analyses: Choice data were analyzed using a repeated measures ANOVA (shock 

magnitude X trial block). In addition, as a measure of incentive motivation to obtain the two 

rewards (small, safe vs. large, risky), rats’ latencies to press the levers (time between lever 

extension and lever press) associated with each of these rewards were assessed on forced 

choice trials. Forced choice were used to assess response latency because of insufficient data 

from free choice trials in some rats (i.e., some rats chose one lever exclusively on some 

blocks of free choice trials). In addition, the forced choice trials provided a measure of 

incentive motivation for the two rewards that was relatively uncontaminated by comparative 

reward values or decision processes. Response latency data were analyzed using a repeated 

measures ANOVA (shock magnitude X trial block X lever identity).

2.1.5 Experiment 1B. Effects of varying reward magnitude on risky decision-
making task performance—Upon reaching stable performance in the RDT as described 

in section 2.1.3.2 (following 20 sessions), the task was modified such that the number of 

pellets delivered upon choice of the “risky” lever varied from 1, 2, 4 and 5 pellets during 

separate sessions in order to assess the effect of reward magnitude on choice behavior. Each 

rat was subjected to each of the 4 conditions (i.e. 1 pellet vs. 1 pellet, 1 pellet vs. 2 pellets, 

etc.) in a randomized and counterbalanced fashion. Pilot experiments suggested that a single 

test session with modified large reward magnitudes was insufficient to shift choice 

preference. Hence, each condition was repeated daily for 5 consecutive days, with 2 days off 

between reward magnitude shifts.

2.1.5.1 Data Analyses: Choice data were analyzed using a repeated measures ANOVA 

(reward magnitude X trial block) on performance averaged across the final 2 days of testing 

with each reward magnitude condition. Lever press response latency data were analyzed in 

the same way as in Experiment 1A (repeated measures ANOVA, reward magnitude X trial 

block X lever identity).

2.2 Experiment 2: Relationships between risky decision making, executive function, and 
impulsive decision making

2.2.1 Subjects—Male Long-Evans rats (n=16, 275–300 g on arrival, Charles River 

Laboratories, Raleigh, NC) were housed as in Experiment 1. Behavioral testing took place in 

test chambers identical to those used in Experiment 1, with the addition of 1.12 W cue lamps 

above each lever for the set shifting task. The behavioral tasks are described below in the 

order in which they were conducted.
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2.2.2 Set shifting task procedures—The ability to adapt behavior in response to 

changing environmental contingencies (i.e., cognitive flexibility) can take several forms 

which depend on different but overlapping neural circuitry (Brown & Bowman, 2002; Dias, 

Robbins, & Roberts, 1996). Experiment 2 focused on one form of cognitive flexibility – set-

shifting – which involves the same prefrontal cortical-striatal circuitry implicated in risky 

decision making (Floresco, Magyar, Ghods-Sharifi, Vexelman, & Tse, 2006; Mitchell, et al., 

2014; Ragozzino, Ragozzino, Mizumori, & Kesner, 2002; Simon, et al., 2011; Stefani, 

Groth, & Moghaddam, 2003) and is impaired in the same neuropsychiatric conditions in 

which alterations in risky decision making are prominent (Danner et al., 2012; Ernst, et al., 

2003; Floresco, et al., 2006; Shott et al., 2012).

2.2.2.1 Shaping: The design of the set shifting task was based on that used by Floresco et al. 

(2008). Prior to the start of behavioral testing, rats were reduced to 85% of their free feeding 

weight over the course of five days and maintained at this weight for the duration of the 

experiment, with allowances for growth. Rats progressed through four stages of shaping 

prior to the start of the set shifting task, with new stages beginning on the day immediately 

following completion of the previous stage. On the day prior to Shaping Stage 1, each rat 

was given five 45 mg food pellets in its home cage to reduce neophobia to the food reward 

used in the task. Shaping Stage 1 consisted of a 64 min session of magazine training, 

involving 38 deliveries of a single food pellet with an inter-trial interval (ITI) of 100 ± 40 s. 

Shaping Stage 2 consisted of lever press training, in which a single lever (left or right, 

balanced across rats) was extended and a press resulted in delivery of a single food pellet. 

After reaching a criterion of 50 lever presses in 30 min, rats were then trained on the 

opposite lever using the same procedures.

Shaping Stage 3 was designed to train rats to press the levers after their insertion into the test 

chamber. Each session had 90 trials, and each 20 s trial began with illumination of the house 

light and insertion of a single lever (either left or right, randomly selected within each pair of 

trials) into the test chamber, where it remained for a maximum of 10 s. A response on the 

lever within this time window resulted in retraction of the lever, delivery of a single food 

pellet, and continued illumination of the house light for an additional 4 s. If a rat failed to 

respond on the lever within 10 s, the lever was retracted and the house light turned off, and 

the trial was scored as an omission. Rats received at least 4 daily sessions in this stage, and 

were trained until reaching criterion performance of fewer than 10 omissions out of the 90 

trials.

Shaping Stage 4 was designed to determine each rat’s side bias (i.e., preference for one lever 

over the other). Each trial in this stage consisted of multiple phases. In the first phase of a 

trial, the house light was illuminated and both levers were inserted into the test chamber. A 

response on either lever resulted in retraction of both levers and delivery of a single food 

pellet. In the second phase of a trial, both levers were again inserted, but only a response on 

the lever opposite to the one chosen in the first phase resulted in food delivery. A response 

on the same lever chosen in the first phase (i.e., “incorrect”) resulted in the levers being 

retracted and the houselight being extinguished. After a “correct” response on this second 

phase of a trial, a new trial was initiated, whereas after an “incorrect” response, the second 

phase of the trial was repeated. The second phase was repeated until rats made a “correct” 
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response. In cases in which 5 or more of the initial 7 first phase choices were confined to a 

single side, that side was considered the rat’s biased side. However, in cases in which 

neither side was initially chosen a disproportionate number of times (<5), the side associated 

with the greatest number of total responses across this stage of testing was considered the 

rat’s biased side.

2.2.2.2 Visual Cue Discrimination: Following the side bias determination session, rats 

were trained to press the lever associated with a visual cue (light). In this discrimination, 

illumination of a cue light over a lever signaled the correct response, irrespective of the 

location (left or right) of the cue. Each 20 s trial began with illumination of one of the cue 

lights (left or right, randomly selected in each pair of trials). After 3 s, the house light was 

illuminated and both levers were inserted into the chamber (the cue light remained 

illuminated while the levers were extended). A response on the lever corresponding to the 

cue light (a correct response) resulted in the house light remaining on for 4 s, during which 

time the levers were retracted, the cue light was extinguished, and a single food pellet was 

delivered. A response on the opposite lever (an incorrect response) or failure to respond 

within 10 s (omission) resulted in retraction of both levers and all lights being extinguished. 

Rats were considered to have acquired the task upon reaching criterion performance of 8 

consecutive correct trials (and at least 30 total trials, excluding omissions), with the 

maximum number of trials per session set at 120. If rats failed to acquire the task within a 

single session, they received additional sessions on subsequent days.

2.2.2.3 Left/Right Discrimination (Set Shift): After reaching criterion performance on the 

visual discrimination, rats were tested the next day in the set shift condition, in which the 

task contingencies were altered. On the set shift, rats were required to ignore the light cue 

and instead to consistently choose the left or right lever (whichever was not their biased side 

as determined in Shaping Stage 4). Hence, accurate performance required rats to “shift” their 

attention away from the visual cue and toward the left/right position of the lever. Beyond the 

shift in reward contingencies, trials were identical in presentation to those in the visual cue 

discrimination (i.e., on each trial, both levers were presented, with the cue light illuminated 

over one lever). As in the visual cue discrimination, the location of the illuminated cue light 

was randomized (left or right) in each pair of trials. Rats were considered to have acquired 

the task upon reaching criterion performance of 8 consecutive correct trials, excluding 

omissions. The maximum number of trials per session was set at 120 and if rats failed to 

acquire the task within a single session, they received additional sessions on subsequent 

days.

2.2.2.4 Set Shifting Data Analyses: The total numbers of trials and errors required to 

achieve criterion on the visual discrimination and on the set shift were used as the indices of 

performance. Given that the task design involved explicit presentation of the same set of 

stimuli during both the initial discrimination learning and the set shift, the types of errors 

were also examined. Specifically, analyses were performed separately for errors that 

involved responses corresponding to previously reinforced choices (the cue light was 

incongruent with the correct lever location and the rat chose based on the previous visual 

discrimination rule) and for errors that had never been reinforced (the cue light and spatial 
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location were congruent and the rat’s choice was not correct according to the rule in either 

type of discrimination (Floresco, Block, & Tse, 2008; Ragozzino, et al., 2002). For each 

measure, comparisons between risk subgroups as defined by RDT performance (see below) 

were conducted using unpaired t-tests.

2.2.3 Delayed response working memory task procedures—Following the set 

shifting task, rats immediately began testing on a delayed response working memory task in 

the same testing chambers. Because the rats were already familiar with pressing the 

retractable levers to earn food rewards, they did not require additional shaping procedures. 

The design of the task was based on Sloan et al. (2006). Each session was 40 min in 

duration, and the house light was illuminated throughout the entire session except during 

timeout periods (see below). Each trial began with insertion of a single lever (the “sample” 

lever) into the chamber. The left/right position of this lever was randomly selected within 

each pair of trials, and a lever press caused it to retract and started the delay period timer. 

During the delay, rats were required to nosepoke into the food trough, and the first nosepoke 

emitted after the delay timer expired initiated the “choice” phase of the trial. During the 

choice phase, both levers were extended, and a response on the same lever pressed during 

the sample phase (a correct response) resulted in both levers being retracted and delivery of 

a single food pellet. Entry into the food trough to collect the food pellet initiated a 5 s inter-

trial interval, after which the next trial was initiated. A response on the opposite lever from 

that chosen during the sample phase (an incorrect response) resulted in both levers being 

retracted and initiation of a 5 s “timeout” period during which the house light was 

extinguished, followed immediately by the start of the next trial.

During initial sessions in this task, there were no delays between the sample and choice 

phases, and a correction procedure was employed such that the sample lever was repeated on 

the same side following an incorrect response to prevent development of side biases. Once 

rats reached a criterion of 80% correct choices across a session for two consecutive sessions, 

this correction procedure was discontinued and a set of seven delays was introduced. The 

presentation of delay durations was randomized within each block of seven trials, such that 

each delay was presented once. Upon establishing greater than 80% correct performance 

across two consecutive sessions, delays were systematically increased (Set 1: 0, 1, 2, 3, 4, 5, 

6 s; Set 2: 0, 2, 4, 8, 12, 16 s; Set 3: 0, 2, 4, 8, 12, 18, and 24 s). Rats were tested for 10 

consecutive sessions on the delays in Set 3.

2.2.3.1 Delayed Response Data Analyses: Performance (percentage of correct choices) was 

averaged across the 10 sessions of Set 3 delays to provide a measure of mean accuracy at 

each delay. Group comparisons in the working memory task were conducted using a two-

factor (risk subgroup X delay) repeated measures ANOVA. Comparisons of individual 

performance across the set-shifting (trials and errors to criterion) and working memory tasks 

(mean % accuracy at each delay) were conducted using bivariate correlations.

2.2.4 Risky Decision-Making Task—The RDT was performed identically to 

Experiment 1, in test chambers identical to those used for set-shifting and working memory 

but without the cue lamps.
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2.2.5 Delay Discounting Task—This task was conducted in the same test chambers used 

for the RDT. No additional shaping was needed prior to testing in the delay-discounting 

task, as it was similar in design to the RDT. A detailed description of this task is provided in 

Mendez et al. (2012). Each 60 min session consisted of 5 blocks of 12 trials each. Each 60 s 

trial began with a 10 s illumination of the food trough and house lights. A nosepoke into the 

food trough during this time extinguished the food trough light and triggered extension of 

either a single lever (forced choice trials) or of both levers simultaneously (free choice 

trials). Trials on which rats failed to nosepoke during this 10 s window were scored as 

omissions. Each block consisted of 2 forced choice trials followed by 10 free choice trials. A 

press on one lever (either left or right, balanced across subjects) resulted in one food pellet 

(the small reward) delivered immediately. A press on the other lever resulted in 3 food 

pellets (the large reward) delivered after a variable delay. Failure to press either lever within 

10 s of their extension resulted in the levers being retracted and lights extinguished, and the 

trial was scored as an omission. Once either lever was pressed, both levers were retracted for 

the remainder of the trial. The delay duration increased between each block of trials (0, 4, 8, 

16, 32 s), but remained constant within each block (Cardinal, et al., 2000; Evenden & Ryan, 

1996; Simon, Mendez, et al., 2007; Winstanley, Dalley, Theobald, & Robbins, 2003).

2.2.5.1 Delay Discounting Data Analyses: Stability in the delay discounting task was 

assessed as described for the RDT in Experiment 1. Group comparisons in the delay 

discounting task were conducted using a two-factor (risk subgroup X delay) repeated 

measures ANOVA. Comparisons between delay discounting and other task performance 

were conducted using bivariate correlations.

3. Results

3.1 Experiment 1A

To determine the contribution of the shock to RDT performance, the shock magnitude was 

varied using the standard RDT reward magnitudes (1 v. 3 food pellets). Comparisons of 

choice performance at different shock magnitudes using a repeated measures ANOVA 

revealed a main effect of both trial block [F(4, 60)=11.93, p<0.05] and shock magnitude 

[F(3, 45)=4.96, p<0.05] on choice of the large, risky reward, as well as a significant 

interaction between these two factors [F(12, 180)=2.56, p<0.05] (Figure 1A). Post hoc 

comparisons between pairs of different shock magnitudes revealed that there was no 

significant difference in choice behavior between 0.2 and 0.25 mA, 0.2 and 0.35 mA, or 

0.35 and 0.4 mA [Fs<3.38, ps>.08]. However, comparisons among all other magnitudes 

revealed significant differences (0.2 vs. 0.4 mA [F(1, 15)=5.79, p<0.05]; 0.25 vs. 0.35 mA 

[F(1, 15)=7.6, p<0.05]; 0.25 vs. 0.4 mA [F(1,15)=7.78, p<0.05]).

As an additional measure of how shock magnitude contributes to the value of the large, risky 

reward (i.e., whether greater shock magnitudes reduced the value of this reward), latency to 

respond at each lever on forced choice trials was compared across shock magnitudes and 

blocks (Figure 2A & B). A three-factor repeated measures ANOVA (lever (safe vs. risky) X 

shock magnitude X trial block) revealed significant main effects of both shock magnitude 

[F(3, 45)=8.23, p<0.05] and block [F(4, 60)=14.07, p<0.05], such that response latencies 

were longer as both shock magnitude and risk of shock increased. There were also 
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significant interactions between lever and shock magnitude [F(3, 45)=7.96, p<0.05], lever 

and trial block [F(4, 60)=9.17, p<0.05], shock magnitude and trial block [F(12, 180)=4.36, 

p<0.05], and among lever, shock magnitude, and trial block [F(12, 180)=4.17, p<0.05]. 

These interactions indicated that the increase in response latencies across trial blocks was 

greater on the risky vs. the safe reward lever, and that it was more robust at greater shock 

magnitudes.

3.2 Experiment 1B

To determine the contribution of the reward to RDT performance, rats characterized in the 

standard RDT (0.3 mA) were shifted to a modified protocol which implemented varying 

magnitudes of the large reward while the small reward was held constant at 1 food pellet 

(e.g. 1 vs. 1 pellet, 1 vs. 2 pellets, etc.) as outlined in Methods. For statistical analyses, the 

mean choice of the risky reward on the final 2 days of testing in each condition was used, as 

choice performance stabilized at these time points. Comparisons of choice performance at 

different reward magnitudes using a two-factor repeated measures ANOVA revealed a main 

effect of trial block [F(4, 28)=21.78, p<0.05], as well as a main effect of reward magnitude 

[F (3, 21)=7.74, p < 0.05], although no interaction between reward and trial block [F(12, 

84)=1.57, p=.12] (Figure 1B). These results suggest that RDT performance is sensitive to 

the large reward magnitude to some degree; however, the effect of reward magnitude on 

choice performance was largely carried by the 1 vs. 1 pellet condition, as post hoc 

comparisons showed significant differences between this and all other magnitude conditions 

(Fs>9.22, ps<0.05), but no differences among the other magnitudes (Fs<2.31, ps>0.17).

As an additional measure of how reward magnitude contributes to the value of the large, 

risky (i.e., whether greater reward magnitudes increased the value of this reward), latency to 

respond at each lever on forced choice trials was compared across reward magnitudes and 

blocks (Figure 2C & D). A three-factor repeated measures ANOVA (lever (safe vs. risky) X 

reward magnitude X trial block) revealed a significant effect of trial block [F(4, 28)=27.01, 

p<0.05], such that response latencies increased with increasing risk of shock, but no main 

effects of lever [F(1, 7)=3.06, p=0.12] or reward magnitude [F(3, 21)=2.55, p=0.08], and no 

interactions between lever and reward magnitude [F(3, 21)=2.42, p=0.10], reward and trial 

block [F(12, 84)=0.62, p=0.82], or lever, reward, and trial block [F(12, 84)=0.53, p=0.89]. 

The interaction between lever and trial block was significant, however [F(4, 28)=14.44, 

p<0.05], indicating that response latencies increased with increasing risk of shock to a 

greater extent on the risky vs. the safe reward lever.

3.3 Experiment 2

The purpose of this experiment was to determine relationships between risky decision 

making and other cognitive processes. Two aspects of executive function were assessed: 

cognitive flexibility (the ability to modify behavioral strategies in accordance with changing 

environmental contingencies or task rules), and working memory (the ability to hold 

information “in mind” for short time periods). Additionally, because risk taking and 

impulsivity covary in disorders such as ADHD, addiction, and anorexia, impulsive choice 

was measured using a delay discounting task. Because the primary focus of this experiment 
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was on relationships between risk taking and other behavioral measures, the RDT data are 

reported first.

3.3.1 Risky decision making task—Rats were tested in the RDT until reaching stable 

performance (in 25 sessions). Consistent with previous work in this task (Simon, et al., 

2009; Simon, et al., 2011), there was considerable individual variability in performance 

(Figure 3). Because choice performance in this cohort fell in a strongly bimodal distribution, 

rats were divided on the basis of mean percent choice of the large, risky reward (averaged 

across all five blocks of trials) into “risk taking” (greater than 75% mean choice of the large, 

risky reward, n=9) and “risk averse” (less than 25% mean choice of the large, risky reward, 

n=7) subgroups. These designations were used for subsequent comparisons between RDT 

performance and the other tasks. Consistent with previous findings (Simon, et al., 2011), 

there were no differences between the two subgroups in locomotor activity [t(14)=0.008; 

p=0.89], body weight [t(14)=0.04, p=0.97], or nosepokes into the food trough [t(14)=2.16; 

p=0.38] during the inter-trial intervals. The two subgroups also did not differ in shock 

reactivity (locomotor activity during the shock delivery period; [t(12)=2.24, p=0.64]; note 

that two rats were excluded from this latter analysis due to the absence of choices of the 

large, risky lever). For this latter measure, there is no evidence that it reflects “freezing” 

behavior as is typically observed in fear conditioning tasks. This is likely due to the 

relatively low shock intensities and the voluntary nature of the shock delivery (i.e., rats can 

avoid the shock by pressing the small, safe reward lever).

3.3.2 Set shifting—There was no difference in the number of trials to reach criterion on 

the initial (visual) discrimination between risk averse and risk taking subgroups [t(14)=0.04, 

p=0.96] (Figure 4A). On the set shift itself, there were more previously reinforced errors in 

the risk averse compared to the risk taking subgroup [t(14)=2.15, p<0.05] (Figure 4B). This 

difference also approached significance on the trials to criterion measure [t(14)=1.56, 

p=0.10] (Figure 4C) but not on the never reinforced errors measure [t(14)=0.12, p=0.31] 

(Figure 4D).

3.3.3 Delayed response task—The measure of performance on the delayed response 

task was the percentage of correct choices across the different delays. A repeated measures 

ANOVA (delay X risk subgroup) revealed a significant main effect of delay [F(6, 

84)=28.37, p<0.05], but no main effect or interaction involving risk subgroup [Fs<0.14, 

ps>0.71] (Figure 5). A previous study with the same delayed response and set shifting tasks 

used here found a positive relationship between working memory accuracy at short delays 

and set shifting performance in young adult Fischer 344 rats (Beas, Setlow, & Bizon, 2013). 

In the current dataset, however, bivariate correlations between delayed response and set 

shifting performance revealed no relationships between the two tasks at any delays (rs<0.31, 

ps>0.23).

3.3.4 Delay discounting task—The measure of performance on the delay discounting 

task was the percent choice of the large, delayed reward across the different delays. A two-

factor ANOVA (delay block X risk subgroup) conducted on data averaged across the 5 

sessions of stable performance revealed a main effect of delay [F(4, 56)=73.31, p<0.05], but 
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neither a main effect nor an interaction involving risk subgroup [Fs<2.06, ps>0.17] (Figure 

6A). There were also no relationships between performance on the delay discounting task (at 

any delay) and the set shifting task (rs<0.29, ps>0.27). Interestingly, however, there was a 

significant correlation between delay discounting performance and mean percent accuracy in 

the delayed response task, such that better working memory (mean % accuracy across all 

delays) was associated with greater choice of the large, delayed reward in the delay 

discounting task at both 16 s (r=0.58, p<0.05) and 32 s (r=0.50, p<0.05) delays (Figure 6B). 

Separate correlations conducted between delay discounting and working memory 

performance in each risk subgroup revealed significant relationships between the two tasks 

in the risk taking but not the risk averse subgroup (risk taking: 16 s, r=0.74, p<0.05; 32 s, 

r=0.66, p=0.06: risk averse: 16 s, r=0.04, n.s.; 32 s, r=0.14, n.s.) however, it is difficult to 

draw strong conclusions from these analyses given the small sizes of the subgroups.

4. Discussion

The goal of these experiments was to determine the contributions of affective and cognitive 

factors to risk taking behavior in a rat model of risky decision making. Experiment 1 varied 

the magnitude of the shock associated with the large reward in one cohort of rats, and the 

magnitude of the large reward in another cohort of rats. Varying the shock produced 

magnitude-dependent shifts in choice of the large reward (i.e., larger shock magnitudes 

produced less choice of the large reward), consistent with previous findings from a smaller 

cohort of rats (Simon, et al., 2009). In contrast, choice of the large reward remained stable 

when its magnitude was varied, with the exception of the condition in which both the 

“risky” and “safe” levers yielded equivalent outcomes (the 1 vs. 1 pellet condition). In this 

latter case, rats reliably shifted their preference to the “safe” lever. A similar pattern was 

observed with the response latency measures, for which varying the shock magnitude altered 

latencies to press the large reward lever, whereas varying the large reward magnitude had no 

such effect. Together, these data suggest that choice behavior in the RDT is more strongly 

influenced by the adverse consequence (the “risk”) associated with the large reward than by 

the magnitude of the large reward itself (i.e., choice was significantly altered by small shifts 

in shock magnitude, whereas choice was only altered by shifts in the large reward magnitude 

when there was no advantage to choosing the risky reward). Consistent with this 

interpretation, only a single test session was necessary for changes in shock magnitude to 

produce significant shifts in choice behavior, whereas 5 sessions were required for changes 

in large reward magnitude to have similar effects (but only when the risky reward was 

changed to 1 food pellet).

The relative insensitivity of RDT performance to variation in reward magnitude is in 

agreement with previous findings that altering the value of the food reward via pre-feeding 

had no effect on choice behavior (Simon, et al., 2009). However, it is also possible that the 

limited sensitivity to shifts in reward magnitude reflects the fact that the specific reward 

magnitudes employed in Experiment 1.2 were less salient to the rats than the shock 

magnitudes employed in Experiment 1.1 (there were also fewer rats in Experiment 1.2, 

yielding less statistical power to detect differences between reward magnitudes). Although 

the different modalities of the two stimuli render them difficult to compare directly, it is 

important to note that rats were not completely insensitive to the value of the risky reward, 
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as rendering it equivalent to the small reward still significantly altered choice behavior. 

More importantly, unpublished work from our laboratory using a delay discounting task 

similar to that in Experiment 2 showed that decreasing the magnitude of the large, delayed 

reward from 4 to 2 pellets produced a robust decrease in choice of this reward (Simon, 

Busch, Richardson, Walls, & Setlow, 2007). These data indicate that under parameters 

similar to those used in the risky decision making task, rats are able to detect and respond to 

a change in reward magnitude that is comparable to those in Experiment 1.2. These data 

further suggest that it is the specifics of the task contingencies that determine the degree to 

which rats are sensitive to the affective components of the task. However, it will be 

important in future work to address this issue with a similar (and wider) range of reward 

magnitudes across multiple types of decision making tasks.

In Experiment 2, rats were divided into two groups on the basis of their “risk preference” 

(high or low levels of choice of the large, risky reward) in the RDT. The term “risk” can be 

used in a number of ways, including economically (e.g., the quantifiable probability of a 

particular outcome) and more informally (“the possibility that something unpleasant or 

unwelcome will happen”; Oxford English Dictionary). Although the design of the RDT does 

incorporate “risk” in the economic sense of the word, the task likely better captures the 

informal sense of “risk”, in that it involves a possibility of an unpleasant outcome (shock 

delivery). The combination of both shock and reward in the same context makes it difficult 

to compute the economic values of the outcomes of the two choices in the same way in 

which they could be computed if the “risk” involved reward omission, and hence it is not 

always clear how decision making under different types of risks are related (e.g., Mitchell, et 

al., 2011; St Onge & Floresco, 2009). Arguably, however, the increased complexity of the 

RDT models many “real world” decision making conditions, in which the risks cannot be 

easily quantified on the same scale as the rewards. For example, for an addicted individual, 

drug use may produce a reliably larger reward than drug non-use (at least in the short term), 

but each episode of drug use is also accompanied by some probability of adverse 

consequences (e.g., incarceration or overdose). The expected values of drug use and non-use 

cannot be readily computed on the same scale, but the relative values of each choice can 

nevertheless be determined empirically. In this context, “risk averse” rats in the RDT are 

those for which the possibility of shock (modulated by its magnitude) outweighs the 

attraction of the large relative to the small reward, whereas “risk taking” rats are those for 

which the possibility of shock is insufficient to have this effect. Importantly, we showed 

recently that high levels of risk taking in the RDT are predictive of subsequently greater 

cocaine self-administration, supporting the validity of this risk taking characterization 

(Mitchell, et al., 2014).

The goal of Experiment 2 was to determine the relationship between risk taking and two 

forms of executive function (set shifting and working memory), as well as impulsive choice 

(preference for immediate over delayed gratification). Risk taking (choice of the large, risky 

reward in the RDT) was unrelated to working memory performance (% accuracy) in the 

delayed response task. In contrast, risk taking was positively associated with performance in 

the set shifting task, with the risk taking subgroup showing better performance (fewer 

perseverative errors on the set shift) than the risk averse subgroup. This finding is somewhat 
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surprising in light of the pattern of choice behavior in the risk averse subgroup, which 

showed a greater shift in choice behavior across blocks than the risk taking subgroup (Figure 

3), as well as with data showing that greater risk taking in the RDT is associated with lower 

levels of striatal D2 dopamine receptors, which have been associated with impaired 

cognitive flexibility under some conditions (Groman et al., 2012; Simon, et al., 2011; 

Volkow et al., 1998). However, the observed pattern of results is consistent with several 

other lines of research which have examined relationships between risk taking and cognitive 

flexibility. A neuropsychological evaluation of British entrepreneurs revealed that these 

individuals were both more likely to take risks and displayed greater cognitive flexibility 

compared to matched controls, indicating that these two aspects of cognition are associated 

in some individuals (Lawrence, Clark, Labuzetta, Sahakian, & Vyakarnum, 2008). A similar 

association is evident in patients with anorexia nervosa, who display both low levels of risk 

taking and cognitive inflexibility as evidenced by perseverative errors on set shifting tasks 

(Danner, et al., 2012; Kaye, et al., 2013; Shott, et al., 2012). Interestingly, the fact that 

anorexia nervosa is associated with high levels of striatal D2 receptor availability is 

consistent with the neurobiological profile of rats characterized as risk averse in the RDT 

(Mitchell, et al., 2014; Simon, et al., 2011), suggesting that this subgroup of rats may be 

useful for modeling some aspects of this disorder.

Experiment 2 assessed relationships between risk taking and only one form of cognitive 

flexibility (set shifting); however, cognitive flexibility can take several forms, including 

reversal learning, which is dependent upon neural circuitry partially distinct from that 

involved in set shifting (Birrell & Brown, 2000; Dias, et al., 1996; McAlonan & Brown, 

2003). Damage to orbitofrontal cortex in rodents and primates (including humans) results in 

impaired reversal learning and elevated risk taking in laboratory decision making tasks, and 

chronic administration of drugs of abuse causes a similar pattern of deficits (Bechara, et al., 

2001; Dias, et al., 1996; Ghods-Sharifi, Haluk, & Floresco, 2008; Mitchell, et al., 2014; 

Schoenbaum, Saddoris, Ramus, Shaham, & Setlow, 2004; Stopper, Green, & Floresco, 

2014). Direct assessments of relationships between risk taking and reversal learning (as well 

as the mechanisms of any such relationships) will be an important avenue of future research.

Several studies in human subjects have shown associations between measures of working 

memory and delay discounting, with better working memory predicting less discounting of 

delayed rewards (less impulsive choice) in both normal and patient populations (Gunn & 

Finn, 2013; Huckans et al., 2011; Shamosh et al., 2008). In addition, manipulations that 

increase working memory load result in increased discounting of delayed rewards (i.e. 

greater impulsive choice) (Hinson, Jameson, & Whitney, 2003), and cognitive training to 

improve working memory leads to reduced discounting of delayed rewards (Bickel, Yi, 

Landes, Hill, & Baxter, 2011). The results of Experiment 2 are consistent with these 

findings, in that more accurate performance in the delayed response task (better working 

memory) was associated with less discounting of the delayed reward. Indeed, such a 

relationship is not unexpected, as the ability to delay gratification (particularly in tasks such 

as that used here, in which the delays are actually experienced) presumably requires 

maintenance of a stable internal representation of the delayed reward (Simon, Mendez, et al., 

2007). In combination with the finding that greater risk taking is associated with greater 

cognitive flexibility, these results indicate the presence of a double dissociation between the 
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influence of two distinct aspects of executive function (working memory and cognitive 

flexibility) on two independent forms of cost-benefit decision making (delay- and risk-

based).

Both risk taking and impulsive choice are elevated in addiction and ADHD (Chamorro et al., 

2012; DeVito et al., 2008; Drechsler, Rizzo, & Steinhausen, 2010; Ersche, Turton, Pradhan, 

Bullmore, & Robbins, 2010), whereas both are reduced in anorexia (Kaye, et al., 2013; 

Steinglass et al., 2012)). Given this covariance, it may be viewed as surprising that risk 

taking in the RDT was unrelated to impulsive choice in the delay discounting task (although 

we have observed this lack of relationship in two previous studies; (Mitchell et al., 2012; 

Simon, et al., 2009)). However, despite their emergence in similar clinical contexts and the 

similarities in the design of the tasks used to assess them in Experiment 2, there are 

important differences between risky and impulsive decision making. Most obviously, the 

“costs” associated with each type of decision making (risk of punishment vs. delay to reward 

delivery) may be computed and weighted against rewards differently, resulting in orthogonal 

variation in choice behavior. In support of such differences, available data regarding the 

neural basis of performance on the two tasks suggest both overlapping and distinct neural 

mechanisms. For example, although damage to the basolateral nucleus of the amygdala 

causes an increase in both risky and impulsive decision making (Orsini, Trotta, Bizon, & 

Setlow, submitted; Winstanley, Theobald, Cardinal, & Robbins, 2004), expression of D2 

receptor mRNA in the striatum is inversely related to risky decision making, but appears to 

be unrelated to impulsive decision making (Loos et al., 2010; Mitchell, et al., 2014; Simon 

et al., 2013; Simon, et al., 2011). In light of these differences, a likely account for the fact 

that risky and impulsive decision making covary in neuropsychiatric conditions is that 

mechanisms common to both are altered (e.g., computations of outcome value). Importantly, 

there was no evidence that the variation in performance on any of the tasks in Experiment 2 

was due to differences in learning ability. For example, the risk taking and risk averse 

subgroups (which differed dramatically in their RDT performance – see Figure 3) did not 

differ in the delay discounting task (as well as the delayed response task and visual 

discrimination performance in the set shifting task). In addition, the similarities in the design 

of the delay discounting task and RDT suggest that individual differences in RDT 

performance are not due to differential acquisition of general task contingencies, but instead 

to task-specific factors (i.e., the influence of risk of shock vs. delays on large reward 

preference).

The results of these studies shed light on both affective and cognitive factors supporting 

choice behavior under conditions of risk of adverse consequences. The results of Experiment 

1 suggest that (at least under the conditions tested) the adverse consequence (footshock) 

plays a greater role in driving choice behavior than does the reward associated with the 

adverse consequence. The results of Experiment 2 suggest that cognitive flexibility plays a 

role in risk taking, in that greater risk taking was associated with greater flexibility. In 

combination with ongoing studies of the neural basis of performance in the RDT, these data 

help to provide a more comprehensive understanding of risk taking behavior, which may 

ultimately allow better treatments for conditions in which disordered risk taking is 

prominent.
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Highlights

• Rats chose between small, “safe” rewards and large rewards with risks of shock

• Choice was more sensitive to shock intensity than reward magnitude

• Risk averse rats showed less cognitive flexibility than risk taking rats

• Rats with greater impulsive choice showed worse working memory

• Risky and impulsive choice are associated with distinct executive functions
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Figure 1. 
Effects of variation in RDT parameters on choice behavior. (A) Effects of varying shock 

magnitude on preference for the large, risky reward. As shock magnitude increased, rats 

shifted their preference toward the small, safe reward. Stable (baseline) performance in the 5 

sessions of standard RDT testing prior to shock magnitude variation is shown for reference 

(gray triangles). (B) Effects of varying the number of food pellets associated with the risky 

lever. Only when both levers yielded equivalent rewards (1 pellet) did rats significantly shift 

their choice to the small, safe lever. For all other conditions (2, 4, and 5 pellets associated 

with the large, risky lever), rats performed similarly. Stable (baseline) performance in the 5 

sessions of standard RDT testing prior to reward magnitude variation is shown for reference 

(gray triangles). Data represent means +/− SEM.
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Figure 2. 
Response latencies on the small and large reward levers in Experiment 1. (A) and (B) show 

latencies to press the small, safe and large, risky reward levers during forced choice trials 

with different shock magnitudes (Experiment 1A). Latencies to press the large, risky reward 

lever increased as a function of both risk of shock and shock magnitude. (C) and (D) show 

latencies to press the small, safe and large, risky reward levers during forced choice trials 

with different large, risky reward magnitudes (Experiment 1B). Latencies to press the large, 

risky reward lever increased as a function of risk of shock, but were unaffected by large 

reward magnitude. Data represent means +/− SEM.
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Figure 3. 
Individual rats’ performance in the RDT in Experiment 2. Each line represents data from an 

individual rat (averaged across five consecutive sessions of stable performance). Within this 

cohort there was a bi-modal distribution of performance into risk taking and risk averse 

subgroups.
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Figure 4. 
Relationships between risk subgroup and set shifting performance. Neither trials to criterion 

on the initial discrimination (A) nor set shift (B) were significantly different between the 

subgroups. However, the risk averse subgroup committed significantly more previously-

reinforced errors than the risk taking subgroup (C). There was no relationship with never-

reinforced errors (D). Data represent means +/− SEM. *p<0.05
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Figure 5. 
Relationship between risk subgroup and working memory performance. The risk taking and 

risk averse subgroups did not differ in performance on the delayed response task. Data 

represent means +/− SEM.
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Figure 6. 
Relationships among delay discounting, risk subgroup, and working memory. The two risk 

subgroups did not differ in delay discounting task performance (A). However, delay 

discounting and working memory performance were significantly related, such that rats with 

steeper delay discounting (greater impulsive choice) were less accurate in the delayed 

response task (B). Open and closed circles indicate the rats in the risk taking and risk averse 

subgroups in the RDT.
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