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Abstract: The neurobiological basis of reading is of considerable interest, yet analyzing data from sub-
jects reading words aloud during functional MRI data collection can be difficult. Therefore, many
investigators use surrogate tasks such as visual matching or rhyme matching to eliminate the need for
spoken output. Use of these tasks has been justified by the presumption of ‘‘automatic activation’’ of
reading-related neural processing when a word is viewed. We have tested the efficacy of using a non-
reading task for studying ‘‘reading effects’’ by directly comparing blood oxygen level dependent
(BOLD) activity in subjects performing a visual matching task and an item naming task on words,
pseudowords (meaningless but legal letter combinations), and nonwords (meaningless and illegal letter
combinations). When compared directly, there is significantly more activity during the naming task in
‘‘reading-related’’ regions such as the inferior frontal gyrus (IFG) and supramarginal gyrus. More
importantly, there are differing effects of lexicality in the tasks. A whole-brain task (matching vs. nam-
ing) by string type (word vs. pseudoword vs. nonword) by BOLD timecourse analysis identifies
regions showing this three-way interaction, including the left IFG and left angular gyrus (AG). In the
majority of the identified regions (including the left IFG and left AG), there is a string type � time-
course interaction in the naming but not the matching task. These results argue that the processing
performed in specific regions is contingent on task, even in reading-related regions and is thus nonau-
tomatic. Such differences should be taken into consideration when designing studies intended to inves-
tigate reading. Hum Brain Mapp 34:2425–2438, 2013. VC 2012 Wiley Periodicals, Inc.
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INTRODUCTION

The neurobiological underpinnings of reading have been
studied since the advent of functional neuroimaging [i.e.,
Petersen et al., 1988] and interest in the neural processing
systems contributing to fluent reading has grown consider-
ably. A recent PubMed (http://www.ncbi.nlm.nih.gov/
sites/entrez) search of the terms ‘‘reading’’ or ‘‘language"
and ‘‘fMRI,’’ ‘‘PET,’’ or ‘‘neuroimaging’’ returned 9,194
results, of which 6,836 were published in the last 10 years.
As a whole, this research has contributed much to our
knowledge about the neuroscience of reading, including
identification of brain regions consistently used in single
word reading [see Bolger et al., 2005; Fiez and Petersen,
1998; Jobard et al., 2003; Turkeltaub et al., 2002; Vigneau
et al., 2006 for meta-analyses], how the neural systems for
reading change with development [reviewed in Schlaggar
and McCandliss, 2007], and how these systems may be
disrupted in dyslexic readers [see Gabrieli, 2009; Shaywitz,
1998]. However, due to the technical difficulties of imaging
during spoken output, including recording verbal
responses [Nelles et al., 2003] and the possibility of move-
ment related artifacts [Mehta et al., 2006], many groups
have used implicit reading tasks such as matching [i.e.,
Tagamets et al., 2000], ascender judgments [i.e., Price
et al., 1996 Turkeltaub et al., 2003], target string detection
[i.e., Vinckier et al., 2007], and silent reading [i.e., Dehaene
et al., 2001]. In fact, only 375 of the aforementioned neuroi-
maging studies are found if ‘‘aloud’’ or ‘‘spoken’’ is added
to PubMed search terms described above.

The use of nonvocal tasks for studying reading-related
processing has been justified by the proposition that the
reading pathway is automatically activated whenever a
word is viewed. Automaticity in reading has a long history,
dating back at least to William James [James, 1890]. Behav-
ioral studies of reading have provided some evidence for
the automatic activation of reading pathways when viewing
(or matching or scanning) words. For example, in the classic
word-color Stroop effect, subjects are slower to report the
ink color of words that name a color other than the ink
color, an indication that the word itself has been read de-
spite its lack of relevance to the task at hand [see MacLeod,
1991]. Additionally, two influential models of word read-
ing, a connectionist model in which orthographic, phono-
logic, and semantic processors work together to produce a
spoken word [e.g., Harm and Seidenberg, 2004], and the
dual route connectionist model in which words are proc-
essed in distinct phonologic and orthographic pathways
[e.g., Coltheart et al., 2001], generally assume automatic
activation of these neural components whenever a word is
viewed. Finally, evidence in support of automatic activation
can be found in semantic priming; when there is a short
time between a semantically related prime and a target
word to be read, there is facilitation (a decrease in response
time) for reading the target word [i.e., Neely, 1977].

Early functional neuroimaging studies also support the
concept of ‘‘automatic activation.’’ As described above,

functional neuroimaging studies have generally converged
on a set of left hemisphere regions used for single word
reading [Jobard et al., 2002; Turkletaub et al., 2002; Bolger
et al., 2005; Vigneau et al., 2006], including a region near
the left occipitotemporal border in the fusiform cortex
termed the visual word form area (VWFA) [see McCand-
liss et al., 2003 for a review], regions near the left supra-
marginal gyrus (SMG) and angular gyrus (AG) which
have been reported as phonologic and/or semantic pro-
cessors [Binder et al., 2005a; Church et al., 2008; Graves
et al., 2010; Sandak et al., 2004], and regions in the left in-
ferior frontal gyrus (IFG) thought to be involved in phono-
logical processing and/or articulatory processes [Booth
et al., 2007; Fiez et al., 1999; Mechelli et al., 2003]. Many
studies that do not require reading aloud [i.e., Cohen
et al., 2003; Dehaene et al., 2001; Polk et al., 2002; Price
et al., 1996; Tagamets et al., 2000; Turkeltaub et al., 2003]
show activity in these regions.

However, there is some evidence that task manipulation
may alter lexical processing in these regions. Returning to
semantic priming provides one such example. While there
is always facilitation of responses to targets with semanti-
cally related primes if the prime and target are presented
close together in time, there is also evidence of top down
control changing that relationship [Neely, 1977]. If subjects
are taught nonsemantically related prime/target associa-
tions, the learned (but not semantically related) prime will
facilitate response time to read the target word if prime
and target are presented with an adequate time apart (on
the order of several hundred ms). Moreover, in this case,
the semantically related prime becomes inhibitory (causing
an increase in response time to name the semantically
related target). Thus, the ‘‘lexical processing’’ required for
primed word processing can be affected by top-down
control.

Further, there is evidence that task manipulation can
affect reading-related neural processing in at least some
brain regions. For example, activity differences between
the processing of letters and digits are reduced in an
orthographic processing region when the subjects are
asked to name the stimuli aloud relative to silent reading
[Polk et al., 2002]. Starrfeldt and Gerlach [2007] have also
shown differential stimulus effects for color versus cate-
gory naming in the VWFA. Twomey et al. [2011] demon-
strated task-dependent activation patterns in the VWFA
and left IFG regions for words, pseudowords that sound
like words, and pseudowords that do not sound like
words. Tasks that emphasize specific processing compo-
nents of reading, such as rhyme matching versus spelling,
show clear distinctions in BOLD activity in regions such
as the SMG, IFG, and VWFA [Bitan et al., 2007; Booth
et al., 2004]. More regions show differential activation in
dyslexic and typical readers when subjects read words
aloud than when subjects perform an implicit reading task
[Brunswick et al., 1999].

In this study, we directly test for neural processing dif-
ferences between subjects reading aloud and making a

r Vogel et al. r

r 2426 r



visual matching judgment on three classes of orthographic
stimuli: words, pseudowords (defined as orthographically
legal letter combinations) and nonwords (defined as ortho-
graphically illegal letter combinations). Variations of visual
matching have been used as an implicit reading task [i.e.,
Tagamets et al., 2000], and we contend that this matching
task involves a similar form of low level or implicit visual
processing involved in tasks like ascender judgments or
unique string detection. By using both word and nonword
stimuli, we are not only able to test for task effects (i.e.,
matching vs. naming), but also interactions between string
type (word vs. pseudoword vs. nonword) and task. String
type � task interactions are most likely to reflect process-
ing differences between the two tasks. While activity may
be generally reduced for the implicit task (matching) rela-
tive to the explicit task (reading), if there is truly automatic
activation of the reading pathway, there should be similar
effects of string type in the two tasks. If, in contrast, the
string types are processed differently in the two tasks, this
difference likely reflects an effect of top-down control on
reading-related processes, a result that would necessarily
encourage caution when comparing implicit reading to
reading aloud, or when assuming that implicit reading
tasks act as surrogates for explicit reading.

METHODS

Participants

Subjects included 22 (10 males) right-handed native Eng-
lish speakers ages 21–26-years old. All were screened for
neurologic and psychiatric diagnoses and medications by
telephone interview and questionnaire. The majority was
from the Washington University or Saint Louis University
communities, and all were either college students or col-
lege graduates. All gave informed, written consent and
were reimbursed for their time per the Washington Uni-
versity Human Studies Committee approval. All subjects
were tested for IQ using two subtests of the Wechsler
Abbreviated Scale of Intelligence [Wechsler, 1999] and for
reading level using three subtests of the Woodcock-John-
son III (Letter-Word ID, Passage Comprehension, and
Word Attack) [Woodcock and Johnson, 2002]. All subjects
had above average IQ (mean ¼ 127, range 115–138, stand-
ard deviation 6.4) and reading level (mean standard read-

ing level 17.3 years education (college graduates), range
15.4–18 years education (the maximum estimated by the
WJ-III), standard deviation 0.88).

Stimuli

All stimuli consisted of 4-letter strings. Letter strings
were of three types: real words (e.g., ROAD), pseudo-
words with all orthographically legal letter combinations
(e.g., PRET) or nonwords with orthographically illegal let-
ter combinations in English (e.g., PPID). Each letter sub-
tended �0.5� horizontal visual angle and were presented
in uppercase Verdana font in white on a black
background.

In the item naming task (hereinafter ‘‘naming task’’), one
string was presented foveally, replacing a central fixation
crosshair. All strings were presented for 1 s. Forty-five
strings including 15 real words (e.g., FACE), 15 pseudo-
words (e.g., RALL), 15 nonwords (e.g., GOCV) were pre-
sented in pseudorandom order in each of four runs per
subject, resulting in a total of 180 stimuli. The strings con-
sisted of a subset of those presented in the string matching
task described below. Stimuli were pseudorandomized
within run with the constraint that no string type appear
on more than three consecutive trials, and run order was
counterbalanced across subjects.

In the string matching task (hereinafter ‘‘matching
task’’), two strings appeared parafoveally, one above the
fixation crosshair and one below (each �1.5� vertical visual
angle from the fixation cross). Each pair was presented for
1.5 s. The pairs were either both real words, both pseudo-
words, or both nonwords. Subjects saw a single run of
each stimulus type, with 60 pairs per run. Within each run
half of the pairs (30) were the same and half (30 pairs)
were different, and half of those that were different (15
pairs) differed in all four character positions, while half
(15 pairs) different in only two character positions. A total
of four separate pseudorandom orders were generated for
each run/stimulus type. Examples of the matching stimuli
can be seen in Table I.

Task Design

Two tasks were used in this study; string naming and
string matching. Each subject performed both tasks. Of

TABLE I. Examples of string matching stimuli

String type Same pairs

Different pairs

Easy (four character
difference)

Difficult (two character
difference)

Words ROADþROAD FACEþCOAT LANDþTEND
Legal pseudowords RALLþRALL TAREþFLOY KRITþPRET
Illegal nonwords GOCVþGOCV BAOOþNLES FOCRþWECR
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note, both tasks were embedded within a longer study
consisting of single letter and picture matching tasks, sin-
gle letter and picture naming tasks, a rhyme judgment and
picture–sound judgment task. All together, each subject
performed 16 runs split over two scanning sessions held
1–28 days apart. The order of the runs was counterbal-
anced within and across scanning sessions.

For the single naming task, the 45 stimuli (15 of each
string type) were intermixed with 90 null frames where
only a fixation crosshair was presented. The trials were
arranged such that the words were presented sequentially
or with one, two, or three null frames between strings.
Each trial consisted of a single 2.5 s TR; thus, the actual
time between stimuli was either 1.5, 4, 6.5, or 9 s. Such a
jitter allows the event-related timecourse to be extracted
[Miezin et al., 2000]. Subjects were instructed to read aloud
each item as accurately and quickly as possible.

In the matching task, each stimulus pair was presented
for 1.5 s, within a 2.5 s TR trial. Sixty stimulus trials of the
same type (i.e., all real words) were intermixed with 60
null frames in each run such that the stimuli appeared ei-
ther sequentially or with one or two null frames between
pairs. Subjects were instructed to press a button with one
index finger if the stimuli were the same and with the
other index finger if they were different. The hands
assigned to the ‘‘same’’ and ‘‘different’’ judgments were
counterbalanced across subjects. Stimuli were pseudor-
andomized within each run so that more than two consec-
utive correct responses required the same hand for a
response.

Behavioral Measures

Behavioral data were collected with digital voice record-
ing software for the naming task [described in Nelles
et al., 2003] and with a PsyScope compatible optical button
box for the matching task [Cohen et al., 1993]. For the
naming task, responses were scored as correct for pseudo-
words if the subject gave the correct sequence of ortho-
graphic to phonologic conversions. Responses to the
nonwords were scored liberally; if the subject incorporated
a sound associated with all letters or graphemes in the
word in the correct order the response was scored as ‘‘cor-
rect.’’ For example, correct responses to PPID included
‘‘pi-pid’’ and ‘‘pid.’’

MR Data Acquisition and Preprocessing

A Siemens 3T Trio scanner (Erlanger, Germany) was
used to collect all functional and anatomical scans. A sin-
gle high-resolution structural scan was acquired using a
sagittal magnetization-prepared rapid gradient echo (MP-
RAGE) sequence (slice time echo¼ 3.08 ms, TR¼ 2.4 s,
inversion time¼ 1 s, flip angle¼ 8�, 176 slices, 1 � 1 � 1
mm voxels). All functional runs were acquired parallel to
the anterior-posterior commissure plane using an asym-

metric spin-echo echo-planar pulse sequence (TR¼ 2.5 s,
T2* evolution time 27 ms, flip angle 90�). Complete brain
coverage was achieved by collecting 32 contiguous inter-
leaved 4-mm axial slices (4 � 4 mm2 in-plane resolution).

Preliminary image processing included removal of a sin-
gle pixel spike caused by signal offset, whole brain nor-
malization of signal intensity across frames, movement
correction within and across runs, and slice by slice nor-
malization to correct for differences in signal intensity due
to collecting interleaved slices. For a detailed description,
see Miezin et al. [2000].

After preprocessing, data were transformed into a com-
mon stereotactic space based on Talairach and Tournoux
[1988] using an in-house atlas composed of the average
anatomy of 12 healthy young adults age 21–29-years old
and 12 healthy children age 7–8-years old [see Brown
et al., 2005; Lancaster et al., 1995; Snyder, 1996 for Meth-
ods section]. As part of the atlas transformation, the data
were resampled isotropically at 2 � 2 � 2 mm3. Registra-
tion was accomplished via a 12 parameter affine warping
of each individual’s MP-RAGE to the atlas target using
difference image variance minimization as the objective
function. The atlas-transformed images were also checked
qualitatively against a reference average to ensure appro-
priate registration.

Participant motion was corrected and quantified using
an analysis of head position based on rigid body transla-
tion and rotation. In scanner movement was relatively low
as subjects were both instructed to hold as still as possible
during each run and were fitted with a thermoplastic
mask molded to each individual’s face. However, frame-
by-frame movement correction data from the rotation and
translation in the x, y, and z planes were compiled to
assess movement as single measurement as the number of
millimeters rms. In this experiment movement ranged
from 0.10 to 0.54 mm rms (mean ¼ 0.273 mm rms, stand-
ard deviation ¼ 0.120 mm). The difference in movement
between the matching (mean ¼ 0.262 mm rms, standard
deviation ¼ 0.127 mm) and naming (mean ¼ 0.284 mm
rms, standard deviation ¼ 0.114 mm) tasks was not
significant.

fMRI Processing and Data Analysis

Statistical analyses of event-related fMRI data were
based on the general linear model (GLM) conducted using
in-house software programmed in the interactive data lan-
guage (IDL, Research Systems, Boulder, CO) as previously
described [Brown et al., 2005; Miezin et al., 2000; Schlaggar
et al., 2002]. The GLM for each subject included time as a
nine-level factor made up of nine MR frames (22.5 s, 2.5
s/frame) following the presentation of the stimulus, task
as a two-level factor (matching and naming) and string
type as a three-level factor (words, pseudowords, and non-
words). No assumptions were made regarding the shape
of the hemodynamic response function. Only correct trials
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were included in the analysis; errors were coded sepa-
rately in the GLM but were not analyzed.

First, a two task (matching vs. naming) � three string
type (words vs. pseudowords vs. nonwords) � 9 timepoint
voxelwise whole brain repeated measures ANOVA was
conducted. A Monte Carlo correction was used to guard
against false positives resulting from conducting a large
number of statistical comparisons over many images [For-
man et al., 1995; McAvoy et al., 2001]. To achieve a P <
0.05 corrected for multiple comparisons, a threshold of 24
contiguous voxels with a Z > 3.5 was applied.

This voxelwise ANOVA produced three images of inter-
est: voxels with a main effect of timecourse (activity that
showed differences among the nine time points collapsing
across task and string type), voxels with a task � time-
course interaction (activity that shows timecourse differen-
ces between the matching and naming tasks), and voxels
with a string type � task � timecourse interaction (activity
that shows timecourse differences between the three string
types dependent on the two task conditions).

Regions were extracted from these images using an in-
house peak-finding algorithm (courtesy of Avi Snyder)
that located activity peaks within the Monte Carlo cor-
rected contiguous voxel images, by first smoothing with a
4-mm kernel, then extracting only peaks with a Z score
>3.5, containing 24 contiguous voxels and located at least
10 mm from other peaks.

The nature of the statistical effects was demonstrated
both by performing planned posthoc ANOVA comparisons
(i.e., string type � timecourse interactions within each
string type separately) and by extracting the timecourse
(percent BOLD signal change at each of the 9 time points)
in every individual subject for each stimulus type in each
task in each of the regions defined from the ANOVAs
described above. Percent BOLD signal change at each time
point was averaged across all subjects and these average
timecourses plotted for each stimulus type in each task.

In the task � timecourse analysis, we have labeled some
regions as showing activity in only one task or the other.
To make that distinction we calculated the main effect of
timecourse in the regions defined by the task type � time-
course ANOVA for the matching and naming tasks, sepa-
rately. Because we are defining our main effect of
timecourse by looking for changes in BOLD activity across
9 timepoints in predefined ROIs, there were some regions
that were defined as showing statistically significant
BOLD activity in a task, although there was only a small
deflection from baseline (<0.05% BOLD signal change at
the peak deflection). We argue such small changes in sig-
nal are unlikely to be biologically meaningful and have la-
beled these as showing activity for only one task in Figure
2A. We have noted those locations as showing activity
<0.05% BOLD signal change in Table III.

To ensure the effects were not due to response time dif-
ferences between the two tasks, a second set of GLMs was
generated for each subject as described above but with an
additional regressor coding the response time for each

individual trial. Thus response time could be used as a
continuous regressor and unique variance related to
response time should be assigned to that variable.

RESULTS

Behavioral Results

Subjects showed high accuracy in both the naming (av-
erage 98.3%) and matching (average 98.0%) tasks. A 3
(string type: words, pseudowords, nonwords) � 2 (task
type: matching and naming) repeated measures ANOVA
indicated no difference between the tasks (P ¼ 0.770) or
the string types (P ¼ 0.17), and no string type � task inter-
action (P ¼ 0.98).

An analysis of response time with a 3 (string type:
words, pseudowords, nonwords) � 2 (task type: matching
and naming) repeated measures ANOVA demonstrated a
string type � task interaction (P < 0.0001), and though
there was no effect of task (P ¼ 0.289), there was a signifi-
cant effect of string type (P < 0.0001). Posthoc three-level
(string type) ANOVAs performed for the matching and
naming tasks individually showed that the task � string
type interaction was driven by an effect of string type on
response time for the naming task (P < 0.0001, posthoc
paired t-tests indicated nonwords > pseudowords >
words) that was not present in the matching task (P ¼
0.46). See Table II for details.

Imaging Results

Regions common to both matching and naming tasks

Many regions showed statistically significant activity
with BOLD signal change >0.05% in both the matching
and naming tasks, as seen in Figure 1. These regions were
in locations thought to be important for reading, including
the left VWFA, IFG, and posterior AG, as described in the
introduction. However, there was also significant activity
throughout bilateral primary visual and fusiform cortex,
and in regions thought to be involved in directing spatial
attention (such as the left and right superior parietal cor-
tex) or control processes (such as bilateral intraparietal sul-
cus and frontal operculum).

Task by timecourse effects

Many regions displayed a task (matching vs. naming) �
timecourse effect (Fig. 2, Table III). Of these regions, only
bilateral finger sensorimotor cortex and a single left occipi-
tal region showed more activity for matching relative to
naming (regions shown in blue in Fig. 2A, timecourses for
left finger motor cortex in Fig. 2B). Many more regions,
including bilateral oropharyngeal sensorimotor cortex and
auditory cortex, showed statistically (P < 0.05) significant
activity with BOLD signal change >0.05% from baseline
only during the naming task (regions shown in red in Fig.
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2A, timecourses for a representative region in auditory
cortex in Fig. 2C). A third set of regions, including the left
IFG, demonstrated activity in both matching and naming
tasks, but significantly more activity in the naming task
(regions shown in yellow in Fig. 2A, timecourses for a rep-
resentative left IFG region in Fig. 2D).

String type by task by timecourse effects

Perhaps most important for evaluating implicit versus
explicit reading tasks are the regions showing a task
(matching vs. naming) � string type (word vs. pseudo-
words vs. nonwords) � timecourse (time points 1–9) inter-
action (Fig. 3, Table IV), as it is this interaction that most
likely reveals lexical processing differences between the
two tasks. Regions identified in this analysis do not simply
have different overall levels of activity between tasks, but
have differing effects of string type dependent on the task
demands.

Planned posthoc comparisons were done on each of
these three-way interaction regions to explore the separate
task type � timecourse and string type � timecourse
effects; the timecourses showed three general patterns:

1. One group of regions showed positive timecourses
with an effect of lexicality in the naming task (pseu-
dowords and nonwords > words) but no such effect
in the matching task. These regions also demonstrated
a task � timecourse effect, with significantly more
BOLD activity for nonword naming and much lower
BOLD activity for all string types in the matching
task (which are instead qualitatively similar in activ-
ity level to word naming). Regions demonstrating
these effects are shown in orange in Figure 3 and
timecourses from a representative left IFG region are
shown in Figure 4B.

2. The second group of regions also demonstrated posi-
tive timecourses and an effect of string type (non-

words > pseudowords > words) � timecourse (time
points 1–9) in the naming but not matching task (pur-
ple in Figure 3, timecourses from a representative left
lateral parietal region in Fig. 4C). However, in these
regions there was no task � timecourse effect, as the
average level of matching activity is equivalent to the
average BOLD activity in the naming task. Of note, in
the representative left lateral parietal region depicted
in Figure 4C, there may have been an effect of lexical-
ity in addition to the string type effect, as there was
much larger increase in the BOLD activity for naming
pseudowords than words compared to the activity
difference between reading pseudowords and non-
words. However, the other regions in this category
displayed an equivalent increase in the amount of

TABLE II. Behavioral results

Task

Accuracy (%) Response Time (ms)

Average Range sd Average Range sd

Naming
Words 99.0 95.0–100 1.6 837 647–1,032 100
Pseudowords 98.2 91.7–100 2.3 932 752–1,102 100
Nonwords 97.5 93.3–100 2.5 1,038 851–1,270 120
Average 98.3 95.5–100 1.3 955 741–1,103 100
Statistical effects No effect of string type Nonwords > pseudowords > words

Matching
Words 98.6 95.0–100 1.8 914 705–1,253 139
Pseudowords 98.3 90.0–100 2.5 889 701–1,325 138
Nonwords 97.9 73.3–100 5.1 910 771–1,483 164
Average 98.0 88.9–100 2.5 904 735–1,331 147
Statistical effects No effect of string type No effect of string type

Figure 1.

Main effect of timecourse. Regions showing a main effect of

time and at least 0.05% peak BOLD signal change in both the

string-matching and string-naming tasks.
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activity for reading pseudowords relative to words
and nonwords relative to pseudowords.

3. A third group contained regions with negative BOLD
timecourses that also have an effect of string type �
timecourse in the naming task (nonwords < pseudo-
words < words) but not the matching task. As in
Group 2, there was no task � timecourse effect, as the
magnitude of negative deflection in the matching task
was similar to the negative deflection of nonword
naming (which are all more negative than word nam-
ing). These regions are depicted in green in Figure 3
and timecourses for a representative left AG region
are shown in Figure 4D. Notably, these regions
showed similar effects to those described for Group 2,
only with a negative range of BOLD activity change.

In addition to these general patterns, there is a single
region with dissimilar effects from those described above.
A right posterior frontal region (shown in red in Fig. 3)

demonstrated positive timecourses and a string type �
timecourse effect in the naming task (nonwords > pseudo-
words and words) but no statistically significant activity
>0.05% BOLD signal change in the matching task.

While there is a task � string-type interaction in response
time that mimics the imaging effects (nonwords RT > pseu-
dowords RT > words RT), the imaging results described
above are not dependent on response time. When RT was
added as an individual trial regressor to the GLM, all
regions with string type � task � timecourse interactions
described above continue to show the interaction. One right
occipital parietal region (purple in Fig. 3) changed from a
nonsignificant to significant task type � time effect when
RT was regressed. One region in the right insula (orange in
Fig. 3) has a significant string-type � timecourse effect in
the string matching task once RT is regressed out, though
this effect was nonsignificant before RT regression). The
regions affected by RT regression are noted in Table IV,
and may represent those regions in which there is both an

Figure 2.

Task by timecourse effects. A: Regions obtained from a whole

brain task (matching vs. naming) by timecourse-repeated meas-

ures ANOVA. Blue regions show more activity for matching

than naming (in a statistical test of reliability). Red regions show

activity in the naming task but have no significant activity in the

matching task > 0.05% BOLD signal change. Yellow regions are

active in both tasks, but have more activity in the naming rela-

tive to matching tasks. B: Timecourses for an exemplar blue

(matching > naming) region (left finger sensorimotor region:

�36, �28, and 57). Timecourse for matching is shown in blue

and for naming in red. C: Timecourses for an exemplar red

(naming only) region (left auditory cortex: �56, �26, and 10).

Timecourses for matching shown in blue and naming in red. D:

Timecourses for an exemplar yellow (naming > matching)

region (left IFG: �52, 2, and 10). Timecourses for matching

shown in blue) and naming in red.
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TABLE III. Task by timecourse regions

x y z Anatomical location

String matching > string naming
Main effect of time in naming and matching tasks (Fig. 2A, blue)
�27 �97 10 Left occipital

37 �22 58 Right sensorimotor
46 �25 54 Right sensorimotor

Main effect of time in matching, no main effect or < 0.05% signal change in naming (Fig. 2A,
blue) adenote regions with statistically significant (P < 0.05) but not biologically significant
(<0.05% BOLD signal change) activity
�36 �25 60 Left finger sensorimotora

String naming > string matching
Main effect of time in naming and matching tasks (Fig. 2A, yellow)

17 �88 0 Right occipital
�46 2 46 Left premotor

45 2 54 Right premotor
11 11 52 Right anterior cingulate
�15 9 43 Left anterior cingulate

3 15 42 Right anterior cingulate
�55 5 9 Left inferior frontal gyrus

58 12 3 Right inferior frontal gyrus
�54 10 19 Left inferior frontal gyrus
�46 12 28 Left inferior frontal gyrus
�40 6 7 Left mid insula

47 11 5 Right mid insula
53 22 �3 Right anterior insula
�45 �16 40 Left sensorimotor

Main effect of time in naming, no main effect or <0.5% signal change in matching (Fig. 2A, red)
adenote regions with statistically significant (P < 0.05) but not biologically significant (<0.05%
BOLD signal change) activity
�10 �84 34 Left medial parietal/occipital junctiona

10 �83 41 Right medial parietal/occipital junctiona

17 �80 34 Right medial parietal/occipital junctiona

�58 �66 7 Left superior temporal sulcusa

63 �53 9 Right superior temporal sulcus
�56 �49 18 Left supramarginal gyrusa

�41 �40 18 Left supramarginal gyrusa

25 �64 �21 Right superior temporal sulcusa

�58 �35 11 Left superior temporal gyrus
55 �34 3 Right superior temporal gyrus
�48 �32 �1 Left superior temporal gyrus
�44 �29 13 Left superior temporal gyrusa

43 �29 13 Right superior temporal gyrusa

�15 �32 70 Left superior parietal
18 �28 63 Right superior parietal
�57 �17 7 Left mouth sensorimotor

56 �10 8 Right mouth sensorimotora

50 �11 35 Right mouth sensorimotora

�57 �7 25 Left mouth sensorimotora

57 �6 25 Right mouth sensorimotora

�43 21 �1 Left anterior insulaa

�8 22 27 Left anterior cingulatea

�10 22 41 Left anterior cingulatea

Regions defined in a whole brain task (matching vs. naming) by timecourse-repeated measures
ANOVA (reported in MNI coordinates, depicted on the brain in Fig. 2).
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effect of lexical processing and performance as reflected in
RT, and only by removing the effect of the latter can the
effect of the former be visualized.

DISCUSSION

Here, we have demonstrated that while there are simi-
larities in BOLD activity for reading aloud and matching
words, pseudowords, and nonwords, there are also con-
siderable differences between these two tasks in the level
of evoked activity and in the effects of lexical manipula-
tion in reading-related regions. Many classically described
reading-related regions, including the left IFG and AG,
show an effect of lexicality only in the naming task. The
task � stimulus-type interactions provide an argument for
reconsidering the general automaticity of reading-related
processing, offer grist for further insights into the neural
processing underlying the matching and naming tasks,
and give reason for careful consideration of study designs

that use implicit reading tasks as a surrogate for explicit
reading tasks.

Limited automatic activation of reading-related

pathways

Because of the difficulties of collecting and analyzing
fMRI data while the subjects are speaking aloud (detailed
in the introduction), some investigators have substituted
implicit reading tasks for aloud word reading, assuming
that there is automatic activation of the reading pathway,
a point also critiqued in Schlaggar and McCandliss [2007].
While there is BOLD activity in the traditionally described
‘‘reading’’ pathway during the implicit reading (visual
matching) task, this activity fails to distinguish between
strings with different lexical properties—words, pseudo-
words, and nonwords, while reading aloud does produce
this distinction. A critical point, then, is that while there is
activity in some classically described reading regions in
implicit reading, there is not general equivalence in the
way these classically described reading regions process
items during explicit and implicit reading tasks.

It should be noted that while we argue the differences
observed are most likely due to the differing processing
demands elicited by the tasks themselves, there are other
features that distinguish between the matching and nam-
ing conditions. In the matching task, two stimuli are pre-
sented simultaneously and parafoveally. By contrast, a
single stimulus is presented foveally in the naming task.
Additionally, the stimulus types were intermixed in the
naming task, while they were presented in separate runs
in the matching task. Finally, in the matching task, the
stimulus presentation was 1.5 s and required a button
press response. For the naming task, the stimulus presen-
tation was 1 s and required a speaking response. There
was a difference in response times to name nonwords ver-
sus pseudowords and words, which was not present in
the matching task. While these constraints were necessary
due to our desire to optimize the individual tasks for other
performance measures (i.e., to minimize the working
memory load and maximize accuracy), they could be the
source of some of the task � timecourse effects. Indeed,
differences between the tasks are quite likely to be driving
some of the task � timecourse effects observed in finger
and oropharyngeal sensorimotor cortex regions as well as
auditory processing regions. It is also likely that the pres-
ence of two stimuli in the matching task contributes to the
increased activity for matching over naming in the left
occipital region observed in the task � timecourse interac-
tion. However, we argue that these other task differences
are less likely to be contributing significantly to the task �
string type � timecourse interactions. Our primary argu-
ment is that this task � string type � timecourse interac-
tions demonstrate the differential processing between the
two tasks. Yet, the presentation and response differences
only exist between the tasks—they are consistent across

Figure 3.

String type � task � timecourse effects. Regions identified in a

whole brain string type (words vs. pseudowords vs. nonwords)

� task (matching vs. naming) � timecourse-repeated measures

ANOVA. Region colors described in the legend are elaborated

upon in the text as effect types 1, 2, and 3.
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the stimulus types within each task, thus making it is less
likely that the three-way interactions shown in Figures 3
and 4 are driven by the surface differences between tasks.

Differential effects of ‘lexical’ processing

The pattern of BOLD activity during the matching and
naming tasks may inform our understanding of the type
of neural processing performed in regions involved in the
two tasks. The left supramarginal (SMG) and AG have
sometimes been treated as a single region performing pho-
nological and/or semantic processing [Booth et al., 2002].
However, regions in these two locations show very differ-

ent effects in this study. The SMG does not show BOLD
activity >0.05% signal change during the matching task
and also shows no task � timecourse interaction or task �
stimulus type � timecourse interaction. On the other
hand, the AG, which has been purported to be involved in
semantic processing [Binder et al., 2005b; Binder et al.,
2009; Graves et al., 2010], shows a negative range of BOLD
activity. In both the naming and matching tasks, the
BOLD signal shows a negative deflection from baseline. In
the matching task, this activity is equivalently negative for
all three stimulus types (see a lack of stimulus type �
timecourse interaction in the matching task, Fig. 4A), and
the percent signal change is equivalent to the negative
deflection for naming nonwords (see Fig. 4D). There is

TABLE IV. String-type by task by timecourse regions

x y z Anatomical location

P value P value P value

String type � time String type � time

Task � timeString matching String naming

Orange regions in Figure 3
�22 �74 39 Left superior occipital >0.05 <0.001 <0.01
�23 �60 46 Left posterior parietal >0.05 <0.001 <0.01

22 �70 52 Right posterior parietal >0.05 <0.001 <0.01
�42 1 39 Left MFG >0.05 <0.001 <0.001

46 6 37 Right MFG <0.01 (nonwords
< pseudowords)

<0.001 <0.001

�49 �3 49 Left superior posterior frontal >0.05 <0.001 <0.001
�42 3 27 Left IFG >0.05 <0.001 <0.001
�52 8 20 Left IFG >0.05 <0.001 <0.001
�46 39 14 Left anterior IFG >0.05 <0.001 <0.001
�34 21 4 Left insula >0.05 <0.001 <0.001

32 22 4 Right insula >0.05 (P ¼ 0.02
with RT regressed)

<0.001 <0.01

�3 13 54 Medial superior frontal >0.05 <0.001 <0.001
Purple regions in Figure 3

28 �64 41 Right occipitoparietal >0.05 <0.001 >0.05 (P ¼ .01
with RT regressed)

�41 �43 50 Left lateral parietal >0.05 <0.001 >0.05
44 �37 48 Right lateral parietal <0.01 (P ¼ 0.06

with RT regressed)
<0.001 >0.05

Green regions in Figure 3
�49 �61 26 Left AG <0.03 (words/nonwords

< pseudowords)
<0.001 >0.05

�10 �35 38 Left posterior cingulate >0.05 <0.001 <0.05 (matching
< naming)

�8 �47 39 Left precuneus >0.05 <0.001 >0.05
3 �37 47 Right precuneus >0.05 <0.001 <0.001 (matching < naming)

�23 18 46 Left superior frontal >0.05 <0.001 <0.05 (naming < matching)
20 31 46 Right superior frontal >0.05 <0.001 <0.01 (naming < matching)

Red regions in Figure 3
29 35 39 Right MFG BOLD activity < 0.05% <0.01 <0.01

Regions defined in a whole brain string type (illegal nonwords vs. legal pseudowords vs. words) by task (matching vs. naming) by
time repeated measures ANOVA (in MNI coordinates), with a Z � 3.5 (P < 0.05 corrected for multiple comparisons). Colors reflect
those used in Figure 3. Regions with statistical effects that do not strictly conform to the grouping described in the text are noted and
effect direction is described in the table. Any changes in effect significance for individual regions when response time is regressed are
noted.
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Figure 4.

Examples of regions showing three types of string type � task

� timecourse effects. A: Lateral views of regions showing a

string type (nonwords vs. pseudowords vs. words) by task

(matching vs. naming) by timecourse interaction. B: Timecourses

from an exemplar orange region (left lateral IFG: �53, 8, and

20) in the string-naming task in the left panel and string-match-

ing task in the right panel. While there is positive activity in

both the naming and matching tasks, there is also task � time

effect in this region. Moreover, there is an effect of lexicality

(pseudowords and nonwords > words) in the naming, but not

the matching task. C: Timecourses from an exemplar purple

region (left lateral parietal: �40, �43, and 50) in the string nam-

ing task on the left and string matching task on the right. There

is no task � timecourse effect in these regions and the string

type � task � timecourse interaction is driven by an effect of

string type (nonwords > pseudowords > words) in the naming

task while there are no such differences in the matching task.

D: Timecourses from an exemplar green region (left AG: �49,

�61, and 26) in the string-naming task on the left and string-

matching task on the right. There is no task � timecourse effect

in the green regions, and the string type � task � timecourse

interaction is driven by the a lexicality effect (pseudowords and

nonwords < words) in the string naming task but no lexicality

or string type � time effects in the string matching task.



also a negative deflection of BOLD activity from baseline
for naming pseudowords and nonwords, but no change in
BOLD activity from baseline when reading words, consist-
ent with previous reports [Bolger et al., 2008; Church
et al., 2008; Church et al., 2010a; Graves et al., 2010]. Inter-
estingly, this pattern is also present in other members of
the default mode network (green regions in Fig. 3, see
Raichle et al., 2001 for a further description of the default
mode network).

A pattern of BOLD activity nearly inverse to that
observed in the left AG can be observed in left and right
anterior superior parietal lobule (SPL) regions, where there
is very little activity for reading words but stronger activ-
ity for reading pseudowords and nonwords that is equiva-
lent to the activity produced by matching all string types
(purple regions in Fig. 3). In the case of the SPL regions,
these differences may be related to increased shifts of spa-
tial attention or task difficulty, as these regions are near
left IPS regions in the dorsal attention network [Corbetta
et al., 2000] and left lateral parietal regions in the fronto-
parietal control network [Dosenbach et al., 2006]. Likewise,
the negative deflections in default mode network regions
(including the AG) may be related to the level of difficulty
in performing the tasks on the particular stimuli, not nec-
essarily due to a generally high level of semantic process-
ing ongoing at rest that continues when reading words
but decreases when naming pseudowords and nonwords
or matching words, pseudowords, and nonwords. When
considered together, the pattern of activity in the AG and
lateral parietal regions indicates a reduced need for task
level control or attentional processing when reading words
relative to reading pseudo- and nonwords or matching let-
ter strings.

Implications for study design

Given the described patterns of task-related differences,
we suggest a careful consideration of task design when
attempting to draw conclusions about neural activity
related to reading. While we particularly promote the use
of a truly explicit reading task, we acknowledge that find-
ing the ‘‘right’’ task to study even single-word reading can
be difficult.

Reading silently may not suffice for fMRI analyses, in
part because it is difficult for the investigator to ensure sub-
jects are performing the task or to monitor errors during
silent reading. For example, if the subject becomes inatten-
tive or drowsy the experimenter has no way to remove
responses made during that state. As many stimulus
related differences appear as reduced activity for reading
words, inattention or failure to perform the task may
reduce stimulus related differences. There is also increasing
evidence that even if the subject is performing the task
adequately, error responses change BOLD activity in many
brain regions [Dosenbach et al., 2006; Garavan et al., 2002].
If experimenters are not able to detect and then either
remove or control for error responses, then those responses

may artificially contribute to differences in BOLD activity.
Though, it should be noted that reading aloud is ecologi-
cally less common than is silent reading in adults.

Making a low-level vocal response such as ‘‘yes’’ to a
word, nonword, or nonletter string is also unlikely to be
equivalent to reading and likely more similar to the
matching results presented here. The task control demands
of reading and making a single, repetitive response are
disparate, and we have shown here that varying task
demand does have an effect on the BOLD activity in read-
ing regions.

Our call to use overt reading in order to study reading
should not be taken as a call against using other lexical (or
nonlexical) processing tasks to study processes related to
reading. For example, many studies of orthographic spe-
cialization entail comparing word and letter stimuli versus
nonword and nonletter stimuli-like false fonts, which can-
not be named overtly. Spelling or lexical decision tasks
have been used to emphasize graphemic, phonological
and/or semantic processes. However, the results presented
here argue that investigators should not conflate the study
of orthographic processing in matching, or perhaps even
spelling or lexical decision tasks with the study of ‘‘read-
ing.’’ The limitations of any ‘‘nonreading’’ task should be
taken into account when designing neuroanatomic models
of single-word reading.

It is also true that single word reading aloud may not
be the most ecologically valid construct, as much adult
reading is silent and requires processing not just a single
word, but sentences. Such ‘‘reading for meaning’’ adds
layers of complexity such as syntax and grammar. Efforts
are underway to study these other components of reading
[Lee and Newman, 2010; Yarkoni et al., 2008] while being
able to measure task compliance via a measured response.
Yet, designing and implementing experimental paradigms
that can both present such complex stimuli in a controlled
way and allow for the attribution of neural responses to
particular parts of these stimuli is nontrivial. Nonetheless,
we argue single word reading is valuable for multiple rea-
sons: (1) much of the cognitive psychology literature on
reading is limited to single word reading, making lexical
tasks a reasonable means to look for correspondences
between psychological constructs and neural activity, (2)
reading development is one of our core interests and often
progresses through a stage of aloud, single word reading,
and (3) a good understanding of the neural processing
related to single words will aid in the understanding of
the more complex processing required of more ecologically
valid experimental designs.

Finally, these task considerations may be particularly
important when comparing different subjects groups such
as children (early readers) to adults or dyslexic to typical
fluent readers. When making group based comparisons
not only can the task potentially confound lexical process-
ing (as demonstrated here), but subject group comparisons
assuming equivalent performance in the two groups may
also confound results [a problematic point expanded on in
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Carp et al., 2012, Church et al., 2010b, Palmer et al., 2004,
and Schlaggar and McCandliss, 2007].

SUMMARY AND CONCLUSIONS

There are task-related differences in BOLD responses to
words, pseudowords, and nonwords when directly com-
paring adults performing an implicit (visual matching)
and explicit reading task. String type (words vs. pseudo-
words vs. nonwords) � timecourse effects were only pres-
ent during an explicit naming task in many putative
reading regions. The pattern of such effects indicates an
automaticity or decreased difficulty in reading words dur-
ing the naming task only. We suggest that these task-
related differences should be considered when designing
studies for the purpose of understanding neural activity
related to reading processes.
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