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Summary
Background: Patient no-shows in outpatient delivery systems remain problematic. The negative 
impacts include underutilized medical resources, increased healthcare costs, decreased access to 
care, and reduced clinic efficiency and provider productivity. 
Objective: To develop an evidence-based predictive model for patient no-shows, and thus improve 
overbooking approaches in outpatient settings to reduce the negative impact of no-shows. 
Methods: Ten years of retrospective data were extracted from a scheduling system and an elec-
tronic health record system from a single general pediatrics clinic, consisting of 7,988 distinct pa-
tients and 104,799 visits along with variables regarding appointment characteristics, patient demo-
graphics, and insurance information. Descriptive statistics were used to explore the impact of vari-
ables on show or no-show status. Logistic regression was used to develop a no-show predictive 
model, which was then used to construct an algorithm to determine the no-show threshold that 
calculates a predicted show/no-show status. This approach aims to overbook an appointment 
where a scheduled patient is predicted to be a no-show. The approach was compared with two 
commonly-used overbooking approaches to demonstrate the effectiveness in terms of patient wait 
time, physician idle time, overtime and total cost. 
Results: From the training dataset, the optimal error rate is 10.6% with a no-show threshold being 
0.74. This threshold successfully predicts the validation dataset with an error rate of 13.9%. The 
proposed overbooking approach demonstrated a significant reduction of at least 6% on patient 
waiting, 27% on overtime, and 3% on total costs compared to other common flat-overbooking 
methods. 
Conclusions: This paper demonstrates an alternative way to accommodate overbooking, account-
ing for the prediction of an individual patient’s show/no-show status. The predictive no-show model 
leads to a dynamic overbooking policy that could improve patient waiting, overtime, and total costs 
in a clinic day while maintaining a full scheduling capacity. 
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1. Background
The problem of a patient “no-show” in outpatient delivery systems has long been a recognized issue. 
A no-show is defined as occurring when a patient does not arrive for a previously scheduled clinic 
appointment, or cancels with such minimal lead time that the slot cannot be filled. The negative im-
pacts of no-shows include underutilized medical resources, increased healthcare costs, decreased ac-
cess to care, and reduced clinic efficiency and provider productivity. These anticipated but unpre-
dictable idle times for physicians and support staff are often unrecoverable. A no-show can also de-
prive other patients from being seen, even when a ‘last minute’ opening is created. Hence, develop-
ing solutions to reduce clinic idle times resulting from no-shows is important for improving the effi-
ciency and accessibility of health-care delivery systems, especially in primary care settings.

Prior studies have reported no-show rates generally ranging from 10% to 30%, although much 
variation exists depending on the clinic, location, and provider specialty [1–5]. Primary care general 
pediatric clinics are among those that tend to have the most no-shows [6]. While much effort has 
been made to reduce the rate of no-shows such as reminder letters [7], telephone calls [8, 9], text 
messages [10, 11] and even disincentives such as missed appointment fees [12] or termination of 
care [13], the problem continues for many clinics.

Various scheduling methods have attempted to reduce the negative impact of patient no-shows 
[14–19]. One of the solutions, called ‘open access’ uses the philosophy of “doing today’s work today” 
[20–25]. Rather than advanced scheduling, patients make appointments on the day of, or just a few 
days before, the desired visit. This approach seems to reduce no-show rates, but can create problems 
when demand on a specific day exceeds the supply of available openings. Research has demon-
strated that open access works best when the patient load is relatively low [24] and found it is often 
difficult to achieve same-day access [26, 27].

Therefore, some have suggested that overbooking is a better general approach than open access 
[28] and could reduce physician idle time, and increase availability for patients as well as revenue for 
healthcare providers [29–32]. Overbook appointments, where more than one patient is scheduled at 
the same time slot, is a common solution to accommodate patient no-shows, and is often used for 
sustaining clinical productivity and ensuring provider availability despite the missed appointments 
[33]. This is similar to how airlines handle flight reservations, but also suffers from the airline indus-
try problems that can occur when more than one person arrives for the same seat, referred to as a 
scheduling ‘collision’. But unlike airlines, clinics cannot ‘bump’ patients from their appointments; 
when clinic collisions occur waiting times often increase, affecting all downstream appointments. In 
general, clinic overbooking is done ‘blindly’, without consideration for when a no-show is likely to 
occur. It follows that a more robust process should consider overbooking a patient when the origi-
nally scheduled patient is highly likely to be a no-show. Indeed, airlines overbook flights at different 
rates depending on historic data of no-shows for specific routes and times [34].

Various approaches have been proposed that consider patient no-show rates to overbook ap-
pointment slots. However, these approaches have done little to address the issue of collisions. An 
early approach estimated the number of patients arriving to a clinic based on the average no-show 
rate, which did not take into account individual patients’ no-show probabilities [35]. Others have fo-
cused on minimizing the total cost including patient wait time, physician idle time, and overtime 
[30–32, 36], but did not include the likelihood of individual patient’s no-show rates when designing 
the scheduling schemes. Some approaches used the patient no-show rates to develop an ‘optimal’ 
scheduling sequence (e.g., all sick visits in the morning and all well visits in the afternoon) that 
either minimized costs or maximized profit [17, 37, 38]. Other researchers adopted the individual 
no-show probability to identify overbooking criterion, using a no-show threshold, by minimizing 
estimated costs [29,39]. Despite these efforts, no-shows remain difficult to predict, and it is difficult 
to adjust patient arrivals once they are scheduled. Hence, it remains important to accurately predict 
the likelihood of individual patient no-shows. 

One of the key tasks of building an accurate no-show predictive model is to study the contribu-
ting factors. Prior work has shown that factors can include gender, age [40, 41], social factors [42], 
patient perceptions of medical providers, direct patient costs, distance to the clinic, a lack of a per-
sonal relationship with the physicians [6], adherence to physician visits [43], the perception of long 
waiting times [44], the delay in scheduling appointments [45], the long lead time from scheduling 
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date to appointment date [46], and the provider’s specialty [6]. Others estimated the no-show rate 
based on factors, such as purpose of visit, day of the week, and age using data mining techniques [47, 
48] or logistic regression modeling [49, 50] and developed a predictive model for the probability of 
no-shows for groups of patients that shared common attributes, often in an attempt to minimize 
costs rather than predicting errors.

2. Objectives
The purpose of our study was to determine if it is possible to predict with reasonable accuracy when 
a patient is likely to no-show. Using such predictions to overbook appointments at those specific 
times is one approach to reduce the negative impact of patient no-shows for improving access with 
the smallest risk of schedule “collisions”. The goals of this study, therefore, are to (1) develop a statis-
tical model to predict a patient’s show/no-show status based on factors that generally should be 
available to most clinics such as demographics, time of year, and prior no show history; (2) conduct 
a validation of the predictive model to ensure the accuracy; and (3) provide a demonstration of how 
the predictive model could be used to overbook patients in a scheduling template. We also present 
an alternative way of defining the no-show threshold by minimizing the weighted misclassification 
on both Type I and Type II errors between the actual no-show status from the data and the predicted 
no-show status. This study approach is demonstrated using an empirical dataset of over 100,000 
scheduled appointments from a general pediatrics clinic. 

3. Methods
Herein we describe the clinical setting, the dataset used for the analysis, the development and vali-
dation of the no-show predictive model, and the overbooking approach comparison. The study was 
reviewed and approved by the University of Michigan Medical School Institutional Review Board 
(IRB). A waiver of informed consent was obtained because the analysis only involved retrospectively 
collected data, and no patient contact occurred.

3.1 Clinical Setting
The data were obtained from a single general pediatrics clinic in the city of Livonia, located in a sub-
urban area about 30 miles away from its affiliated institution, University of Michigan. According to 
2010 census data, the city where the clinic is located has a population of approximately 97,000 in an 
area encompassing 36 square miles. Public transportation (bus service) is available in some areas, 
but is very limited and most residents rely on cars. The population is 92.0% White, 3.4% African 
American, 2.5% Asian and 2.1% other races. The median yearly income is about $65,000.

At the time the study was conducted there were five physicians attending in the clinic but gen-
erally two to three were present each day. The clinic left openings for near-day or same-day acute 
care ‘sick’ visits with varying frequency depending on the time of year. The same day appointments 
allow urgent patients in need of medical attention to be seen promptly. It was common at the time 
for visit types to be scheduled in blocks; that is, a morning of all acute care visits and an afternoon of 
all well child visits. Generally up to two overbooks per provider were permitted each day, often at the 
discretion of the physician and scheduling clerks. For previously scheduled well child exams, com-
puter generated letters were sent via the United States Postal Service to all families five days before a 
scheduled appointment, and clerks also personally called families with a reminder one day before 
appointments, although not all phone numbers were valid. Reminders were not provided for same-
day, or near same-day, appointments.

3.2 Description of Data
All historic clinic scheduling data for a ten-year period were obtained from our scheduling system. 
Associated demographic and registration data were obtained from our homegrown electronic health 
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record (EHR) that was implemented in 1998. Data elements were chosen based on their availability 
in the EHR and consensus development among the research and clinical care teams, including sup-
port staff. For example, distance to the clinic was included based on a perception that patients 
further away were more likely to no-show, especially during inclement weather. Driving distance, 
rounded to the nearest mile, was calculated between each patient’s household and the clinic using 
ArcGIS ArcMap Version 9.3 (Esri, Redlands, CA). Additionally, number in household was selected 
based on the perception that families with multiple children often seem to no-show due to the com-
plicated logistics of handling the varied needs of the family members. This latter variable was esti-
mated by extracting the number of individuals in our EHR that shared the same address as the pa-
tient. 

The final dataset included 17 variables that most health care clinics routinely collect or could de-
rive, grouped into three major categories: (1) appointment characteristics including visit type, time 
to appointment, appointment month, appointment weekday, appointment time, and the count of 
prior no-shows; (2) demographic information such as age, language, religion, race, gender, number 
in household, distance to the clinic, and county (with respect to the clinic); and (3) insurance infor-
mation including primary insurance, main insurance holder, and total insurance carriers. For the 
purposes of our study we used a broad definition for a no-show which included true no-shows 
(wherein a patient does not show for an appointment and provides no warning) as well as any can-
cellation within one week of a scheduled appointment, since it is often difficult to fill those appoint-
ment slots with such short notice. Detailed definitions for each variable are summarized in 
▶ Table 1.

The entire dataset included 7,988 distinct patients and 104,799 visits over a ten-year time period 
(January 2002 – December 2011). The overall dataset contained 11,737 (11.2%) appointments that 
were no-shows, whereas the final two years of the dataset contained 19,871 appointments with 2,784 
(14.0%) no-shows. It is worth noting that the dataset represented an entire 10-year ‘snapshot’ of 
scheduling activities for the clinic, and thus many patients had return visits. The mean number of 
scheduled visits per patient was 13 and the median was 10, with a range of 1 to 94. Further, some of 
the variables selected for the predictive model were dependent upon prior data. For example, prior 
no-show history was determined for each appointment with the data that was available at the time 
of the appointment. Thus, the third appointment for a patient would include the two prior show/no-
show outcomes in the model whereas the tenth appointment for a patient would include the nine 
prior show/no-show outcomes.

3.3 Predictive model development
We used eight years of data (2002 – 2009) as our training set to build our model, which was then 
validated against two years of data (2010 – 2011). Our primary outcome variable was the no-show 
status for each scheduled appointment. We first determined which of the 17 variables demonstrated 
the greatest influence on the no-show rate by performing likelihood ratio chi-square tests with sig-
nificance level of α = 0.05 as the inclusion threshold. If the p-values (▶ Table 1) were less than α, the 
variables were considered as candidates for the predictive model. After determining the most sig-
nificant factors, we used logistic regression to develop a predictive model for the binary outcome of 
whether each patient arrived or no-showed for their appointment. All analyses were conducted 
using the R Project for Statistical Computing, version 2.9.0.

3.4 Determination of optimal no-show threshold
From the predictive logistic regression model, a no-show probability for a visit can be calculated. 
However, in reality, a visit will have only two outcomes, either show or no-show, excluding other 
modifiers such as late shows. In order for us to translate the probability to a predicted show or no-
show, a threshold needs to be determined in order to separate the two. No-show thresholds have 
been determined in prior work with the objective of minimizing the costs of patient wait time, phys-
ician idle time and overtime [29]. In this paper, an alternative method is presented to determine the 
threshold so that the error (misclassification) count is minimized.
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Let p be the threshold of the show probability,  i be the predicted show probability from the re-
gression model for patient i, and  i be the predicted show (1) or no-show (0) derived from the 
training dataset and applied to patient i. Hence, 

Let Mi be the actual show (1) or no-show (0) from the training dataset for patient i, and Ei be the 
error of misclassified (1) and accurately-identified (0) for patient i. Therefore,

Two types of error are considered here. A Type I error is when a patient is classified as a no-show 
when a patient’s actual status is a show. A Type II error is when a patient is classified as a show when 
the actual status is a no-show. In terms of ensuring greater patient satisfaction and avoiding schedul-
ing “collisions”, we suggest that minimizing Type I errors is more critical than minimizing Type II er-
rors. For these reasons, we assume that the cno-show is less than cshow. 

Let Nshow be the total number of actual show patients in training dataset, Nno-show be the actual no-
show patient population in training dataset; cshow is the cost of the Type I errors and cno-show is the cost 
of the Type II errors. The Type I error probability can be presented as

and the Type II error probability is computed as

The goal is to determine a classification threshold that minimizes the weighted sum of Type I and 
Type II errors. Therefore, the objective function is to minimize

and obtain the optimal threshold p. This provides the assignment of either show or no-show to 
any given patient. Given these assumptions, we investigated two cost ratios, 2 and 3, to determine 
their impact on minimizing Type I errors at the expense of additional Type II errors.

3.5 Comparison of proposed overbooking approach to existing 
 methods

There are various ways in which patient scheduling in a clinic can be modeled. [29, 51–52]. In this 
study, we adopted an overbooking model developed by Huang and Zuniga [29], and further adapted 
it with the addition of a prediction error rate. To demonstrate the effectiveness of the proposed over-
booking approach (P), a comparison with two other approaches, random (R) and evenly-distributed 
(E) overbooking with a flat overbooking percentage, was conducted using simulation modeling 
techniques. The flat overbooking percentage is based on an average patient no-show rate and is used 
to overbook with the goal that the schedule, on average, will remain just at capacity [35, 53]. Ran-
dom overbooking (R) allows for overbooking to occur at any point during the day without restric-
tions, and is one of the most commonly implemented approaches [29]. The evenly-distributed over-
booking (E) approach spaces out the overbooked appointments at specific intervals during the day 
(e.g., 8:30 AM, 10:30 AM, 1:30 PM, 3:30 PM) to allow for a broad distribution of the overbooks 
throughout the entire day. This approach has been used to avoid patient congestion in the clinic [54] 
and has been shown to be cost-effective [18]. 
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The performance measurements for the method comparisons are average patient wait time (W), 
average physician idle time (P), overtime at the end of day (O), and expected total cost (T). The ex-
pected total cost (T) consists of three elements: the cost of patient wait time, the cost of physician 
idle time, and the cost of overtime. In order to define costs, some assumptions of the unit cost are 
required. We assumed the cost of patient wait time is $10 per hour (cw), the cost of physician idle 
time is $50 per hour (cp), and the cost of overtime is 1.5 times that of physician idle time, or $75 per 
hour (co). The cost ratios between physician idle time and patient wait time have been reported to 
range widely (e.g., 1 to 100) depending on the specialty [31]. In our case, the chosen cost ratio is 5, 
which is expected to be reasonable for a general pediatric clinic. The total cost is calculated as:
T=cwW+cpP+coO

The simulation was modeled using a Microsoft Excel macro function applied to a hypothetical 
physician’s daily clinic schedule using each of the three overbooking methods described above. For 
each method, 1600 replications were run. Additional assumptions in the model were that (1) all pa-
tients who arrived would do so on time; (2) all 30 schedule slots were 15 minutes long, with half in 
the morning and half in the afternoon; (3) inter-appointment time (e.g, time spent non-clinical ac-
tivities) was not considered; and (4) only one overbook appointment was permitted for each time 
slot in which an overbook occurred. An example of such a daily schedule is displayed in ▶ Table 3. 
Variations in the actual length of appointment times were modeled using a Gamma distribution 
[29,55-56] seeded with a random number generator, with a mean of 15 minutes and a standard devi-
ation of 10 minutes. Random numbers were also used to vary the combinations of scheduling order 
and combinations of variables for each hypothetical patient in a daily schedule. The average no-
show rate chosen for this modeling exercise was 14%. From the training data we also estimated the 
distribution of the predicted no-show rates for the predictive model using a right-skewed Gamma 
distribution, which is a common distribution found in scheduling scenarios [29]. A Goodness of Fit 
test with Anderson-Darling (AD) statistics was used to determine how well the training data fit a 
Gamma distribution, using a significance level of α = 0.05. This distribution was then modeled for 
the predictive no-show rates in our simulation.

The performance of the three overbooking approaches were compared to each other using an 
analysis of variance (ANOVA) test with α = 0.05. ANOVA tests were run for each of the perform-
ance measures of wait time, physician idle time, overtime, and the total costs. We used 95% confi-
dence intervals as a post hoc comparison rather than multiple comparison methods.

4. Results

4.1 Influence of variables
The Chi-square test results showed that gender and religion did not significantly impact the status of 
a no-show for a scheduled appointment and these were pruned from our model. The full logistic re-
gression model was then built from the 15 remaining variables using the training dataset 
(▶ Table 2). ▶ Figure 1 displays a graphical presentation of the odd ratios (ORs) for each of the vari-
ables. The ORs provide an intuitive way to interpret the influence of each of the variables in predict-
ing the likelihood of a patient showing up for a visit. In this case, ORs significantly different from 
and higher than 1 predict a greater likelihood of showing for a visit compared to the reference, 
whereas those significantly different and less than 1 predict a lower likelihood of showing for a visit. 
For example, patients coming to a newborn visit were more likely to show compared to all other visit 
encounter types. Additionally, children and adolescents greater than 10 years old were less likely to 
show for their visits compared to all of the younger age group categories. Prior no-show history also 
proved to be a significant predictive factor: those with 5 or more no-shows were least likely to show 
for a visit, followed by those with 3–4 prior no-shows.

4.2 Practical application of the predictive no-show model
To demonstrate the practical use of this model from ▶ Table 2, let   be the show probability, with the 
logistic regression model generalized as the following: 

r̂
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log[ /(1– )]=1.77879 + (Visit type) + (Age) + (County to clinic location) + (Distance to the clinic) + 
(Appointment time) + (Appointment weekday) + (Appointment month) + (Time to appointment) + 
(Race) + (Language) + (Total insurance carriers) + (Primary insurance) + (Main insurance holder) + 
(Number in household) + (Count of prior no shows).

Then input the coefficient ( ) of the level selected for each factor and calculate  . If the selected 
level is the reference level, then the coefficient is zero. Assume a patient is scheduled as a return visit 
patient for a well-child exam (  = –0.45971), at the age of 18 years old (more than 10 years old, 
  = 0), from the same county as the clinic (Inside,  = 0.03018) and driving distance from the clinic 
is between 5 to 10 miles (  = 0.11418). An afternoon appointment (  = –0.14898) is scheduled on a 
Wednesday (  = 0.05991) in March (  = –0.30591) 5 hours ahead (1 day for time to appointment, 
 = 1.38889). The patient is a Caucasian (  = 0.45925) and speaks English (  = 0), who only has a 
primary insurance (  = 0.16962) with HMO (  = –0.03024) under her parents (  = –0.38714) and 
has a total of four people (4–5,  = 0.10051) in her household with no prior no-shows on record 
(  = 0.56375). The calculation of the show rate for this patient is therefore the following:

log[ /(1– )]=1.77879 – 0.45971 + 0 + 0.03018 + 0.11418 – 0.14898 + 0.05991 – 0.30591 + 1.38889 
+ 0.45925 + 0 + 0.16962 – 0.03024 – 0.38714 + 0.10051 + 0.56375 = 3.3331. 

Thus,  /(1– ) = e3.3331 = 28.03 →   = 28.03 × (1- ) →   = 0.97 , which results in a show probability of 
0.97. Conversely, the no-show probability is (1 – show probability), or 0.03 (3% no-show probabil-
ity). 

A hypothetical scenario in which the no-show probability is near the maximum predicted by the 
model contains the following elements: An fifteen year-old, English-speaking African American 
adolescent, with 6 people in her household and a history of five prior no-shows to the clinic. She 
made the appointment about two months in advance for a routine return visit, scheduled for a Fri-
day afternoon in March. She lives in a county that is adjacent to the county in which the clinic 
resides, about 22 miles away. She has more than one insurance carrier, but her primary insurance is 
HMO under herself. The patient in this specific scenario has a predicted no-show probability of 79% 
for the appointment. This scenario, and others, can be worked out using the interactive, spreadsheet 
calculator (available as an online supplemental file). 

4.3 No-show threshold determination and validation
The results of the analysis determining the two cost ratios (2 and 3) for the Type I and Type II errors 
are shown in ▶ Figure 2. Given a cost ratio of 2, the weighted sum of Type I and Type II error is 
minimized at the threshold (p) of 0.86. For cost ratio of 3, the threshold (p) is at 0.74. This means 
that based on the training dataset, at cost ratio of 2, if the probability of show rate for a patient’s visit 
is calculated to be greater than or equal to 0.86, this visit is classified to be a “show” visit. This results 
in a Type I error of 11.3% and a Type II error of 68.1 %. For the cost ratio of 3, if the probability of 
show rate for a patient’s visit is calculated to be greater than or equal to 0.74, this visit is classified to 
be a “show” visit. This results a Type I error of 1.8% and a Type II error of 91.9 %. Applying this 
threshold of 0.74 to the validation dataset, among 19,871 visits, the model successfully predicts 
17,104 cases, which translates to 86.1% of scheduled visits. The overall error rate is 13.9%, which 
consists of 3.9% Type I errors and 87.2% Type II errors. We also found that, with respect to the pre-
dicted no-show rates, the model did fit a Gamma distribution with a mean of 0.10 and a standard 
deviation of 0.16. The p-value for the Goodness of Fit test was 0.185, meaning that we could not re-
ject the null hypothesis that the data follows such a distribution. ▶ Figure 3 displays a histogram of 
the relative frequency of the predicted no-show rates in the training data.

4.4 Example of overbooking implementation
Here we demonstrate how to implement the model into a scheduling system and how this model 
could improve overbooking over existing approaches that do not consider individual patient no-
show rates. ▶ Table 3 displays a hypothetical schedule for a single provider for one clinic day. Thirty 
patients are scheduled in 15-minute intervals. The example shows that four appointment slots at 
9:15 am, 10:45 am, 1:30 pm and 2:15 pm have a predicted show rates of less than the threshold of 
74%, which suggests that these four slots are most appropriate for overbooking.
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β̂ β̂

β̂ β̂
β̂ β̂

β̂ β̂ β̂
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4.5 Comparison of the new overbooking approach to existing ap-
proaches
Based on an estimated overall no-show rate of 14% and a 30-patient clinic day, the expected number 
of no-shows for a given day is approximately four. Thus, the evenly-distributed (E) overbooking 
method would result in four overbooked slots at 8:30 AM, 10:30 AM, 1:30 PM, and 3:30 PM. The 
random (R) overbooking method would still have four slots overbooked based on the 14% no-show 
rate, but these times will vary randomly throughout the day and will differ for each of the 1600 repli-
cations to test each approach. Results of the ANOVA testing comparing the three overbooking 
methods are reported in ▶ Table 4. Based on our simulations, the proposed (P) approach, where 
overbooking occurs for the scheduled patients who were predicted to be no-shows, performs better 
in terms of average patient wait time, overtime, and total cost. No significant difference was found 
for average physician idle time between the three overbooking approaches.

The proposed (P) approach results in 8.9% and 6.2% less average wait time compared to the ran-
dom (R) and evenly-distributed (E) overbooking approaches, respectively, reducing wait times by 
about 1 to 1 ½ minutes per patient. Similarly, the proposed (P) approach results in 28.9% and 24.1% 
less overtime compared to the (R) and (E) approaches, respectively.

The mean number of overbooked patients from the 1600 simulation runs for the proposed ap-
proach (P) was 3.7 (standard deviation of 1.9; range 1–11), which was close to the flat overbooking 
rate of 4 patients. ▶ Figure 4 presents the first 100 simulation runs for the overbooked patients 
among three overbooking methods. 

5. Discussion and Clinical Implications
This paper demonstrates an approach for predicting clinic no-shows using multiple data elements 
that are likely available at most health centers and clinics with an electronic health record and a 
scheduling system. Our proposed overbooking approach provides an alternative way of dynamically 
overbooking patients by taking into account an individual patient’s probability of a no-show based 
on his or her characteristics, including prior no-show history. Further, based on our simulations, the 
approach appears to have advantages over more standard overbooking approaches in terms of being 
cost-effective and providing shorter patient wait times and less clinician overtime.

Given the likely availability of the data elements used in our predictive model, it is worth con-
sidering how such a model could be implemented and applied to the daily operations of a clinic, 
where clerks who handle schedules must quickly consider the options for overbooking patients. 
While we are not aware of any EHR and scheduling systems that currently incorporate predictive al-
gorithms for no-shows, there is no reason such functionality could not be built into these systems. In 
such a scenario the scheduling system could provide predictions that could guide schedulers to the 
best possible times for an overbook, should one be necessary. Further, the system could automati-
cally update its model on a routine basis, incorporating new data and outcomes.

In situations where the predictive algorithms could not feasibly be incorporated in the system, 
another approach could be to simply have the predictive model built into an easily accessible web 
page or even a spreadsheet. In fact, to demonstrate the ease with which one could apply this ap-
proach, we have developed a simple calculator using Visual Basic in a Microsoft Excel spreadsheet 
(available as an online supplemental file). 

It is important to note that our study developed a predictive model specific to a single practice. It 
is likely that other specialties or even the same specialty with a different patient mix would have to 
construct their own model to achieve optimal performance. Future work should test the portability 
of the model we constructed to other clinical domains (e.g., internal medicine, cardiology) and geo-
graphic regions (e.g., urban, rural).

The overbook approach proposed in this paper may provide advantages over current overbook-
ing approaches, but it still does not make perfect predictions, especially on Type II errors. The fac-
tors we selected for our model were chosen because of their availability, but there are likely many 
other factors that also contribute to no-shows which are harder to quantify and which may be diffi-
cult to collect on a routine basis for all patients, such as weather conditions [39,47]. Additionally, lo-

Research Article

Y. Huang, D.A. Hanauer: Patient No-Show Predictive Model Development



845

© Schattauer 2014

gistic regression is only one type of modeling possible. Future work should also test other modeling 
techniques such as artificial neural networks or support vector machines. 

In our analysis we considered the impact of both Type I and Type II errors when predicting no-
shows. For Type I errors (patients predicted to no-show but actually show), the most straightforward 
solution to accommodate the additional patients would be to extend the workday, which could re-
sult in overtime, higher costs, and patient dissatisfaction due to longer-than-expected wait times. In 
our case, Type I errors are at 3.9% based on the validation data. For a 30-patient clinic day, the phe-
nomenon of two patients showing up at the same time is only about 1 in a clinic day. For Type II er-
rors (patients predicted to show but actually no-show), the main downsides are increased physician 
idle time resulting in lost revenue, and lost opportunities for patients to be seen. From a clinic mana-
gerial perspective, overtime can be more costly than physician idle time, and our proposed dynamic 
overbooking method reduced the potential for overtime compared to other methods. 

The proposed overbooking approach, itself, has limitations. For example patients in need of an 
overbooked appointment will have fewer choices for potential time slots if the scheduling clerks 
focus on filling only certain slots that are identified for overbooks. Additionally, while the model was 
built on 10 years of retrospective data, the approach has not yet been tested prospectively in a clini-
cal setting. Future work should explore this.

6. Conclusion
This paper demonstrates an alternative approach for overbooking patients, using demographic data 
as well as scheduling system data, accounting for the prediction of an individual patient’s no-show 
rate. In simulations, the approach we proposed resulted in approximately 6 to 8% less average wait 
time, and 24 to 29% less overtime compared to the more traditional random and evenly-distributed 
overbooking approaches. Because the data used in the prediction model are already collected as part 
of routine clinical operations, no additional burden would be required to utilize these variables in 
the no-show model. Thus, while such an approach has not yet been built into existing scheduling 
systems, it should be feasible to implement. Further, using the predictive no-show model in design-
ing an overbooking policy could reduce problems of patient waiting, overtime, and total costs com-
pared to other common overbooking approaches, ultimately leading to improved patient access as 
well as provider productivity. 

Clinical Relevance Statement
This study aims to reduce the negative impact of patient no-show by providing a more robust ap-
proach for overbooking appointment slots compared to traditional approaches. The step-by-step 
approach discussed can help clinics to either develop their own no-show predictive model or use 
our model posted on-line if practice demographics are similar. The proposed overbooking ap-
proach accounting for the prediction of an individual patient’s show/no-show status is a dynamic 
method that improves service quality without burdening medical resources. 
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Fig. 1 The relative ratio to the reference level for all 15 variables included in the logistic regression model
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Fig. 2 Threshold probability (p) determination for cost ratios of 2 and 3. The probability is determined to be at the 
minimum for the weighted sum of Type I and Type II errors.

Fig. 3 The histogram of the predictive no-show rate and the Gamma distribution fit from Goodness of Fit test with 
Anderson-Darling (AD) statistic, based on the eight years of training data. For the curve above the AD statistic was 
0.548 with a p-value of 0.185.
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Fig. 4 Comparison of overbooked patient frequencies per day among three overbooking methods for the first 100 
runs of the 1600 run simulation. The horizontal dashed line represents a static no-show rate of 4 per day for the Ran-
dom (R) and Evenly-distributed (E) overbooking approach, based on a 14% historic no-show rate. The variable solid 
line represents the proposed (P) approach for overbooking based on the specific characteristics of the patients created 
for each simulation run. This latter approach (P) can more flexibly accommodate the variable likelihood of no-shows 
each day compared to the standard approaches.
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Table 1 Variable definitions and their significance and frequency in the training and validation datasets

Variable

Appointment Characteristics

Visit type

• New patient

• Return visit

• Newborn

• New patient – well child exam

• Return visit – well child exam

Time to appointment

• 1 day

• 1–2 weeks

•More than 2 weeks

Appointment month

• January

• February

•March

• April

•May

• June

• July

• August

• September

• October

• November

• December

Appointment weekday

•Monday

• Tuesday

•Wednesday

• Thursday

• Friday

• Saturday

Appointment time

•Morning

• Afternoon

Count of prior no-shows

p-value

< 0.0001

< 0.0001

< 0.0001

< 0.0001

< 0.0001

< 0.0001

Training data
(n = 84,928)

1,129 (1.3%)

56,426 (66.4%)

1,558 (1.8%)

946 (1.1%)

24,869 (29.3%)

39,159 (46.1%)

22,628 (26.6%)

23,141 (27.2%)

7,502 (8.8%)

7,458 (8.8%)

8,015 (9.4%)

7,068 (8.3%)

7,027 (8.3%)

6,451 (7.6%)

6,341 (7.5%)

7,089 (8.3%)

6,987 (8.2%)

7,485 (8.8%)

6,851 (8.1%)

6,654 (7.8%)

19,396 (22.8%)

14,980 (17.6%)

16,196 (19.1%)

14,847 (17.5%)

15,209 (17.9%)

4,300 (5.1%)

42,237 (49.7%)

42,691 (50.3%)

Validation data
(n = 19,871)

267 (1.3%)

12,413 (62.5%)

380 (1.9%)

302 (1.5%)

6,509 (32.8%)

7,255 (36.5%)

5,764 (29.0%)

6,852 (34.5%)

1,682 (8.5%)

1,682 (8.5%)

1,904 (9.6%)

1,595 (8.0%)

1,607 (8.1%)

1,597 (8.0%)

1,420 (7.1%)

1,747 (8.8%)

1,622 (8.2%)

1,684 (8.5%)

1,688 (8.5%)

1,643 (8.3%)

4,797 (24.1%)

3,716 (18.7%)

3,478 (17.5%)

3,753 (18.9%)

3,076 (15.5%)

1,051 (5.3%)

9,547 (48.0%)

10,324 (52.0%)
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Variable

• No history (first visit)

• None

• Once

• Twice

• Three and four times

• Five times and more

Demographic information

Age

• 18 months old

• 5 years old

• 10 years old

•More than 10 years old

County to clinic location

• Inside

• Adjacent

• Other

Language

• English

• Other

Religion

• Christian

• Other

Race

• Asian

• African American

• Hispanic

• Caucasian

• Other

Gender

•Male

• Female

Number in household

• ≤3

• 4–5

• >5

Distance to the clinic

p-value

< 0.0001

< 0.0001

< 0.0001

0.249

< 0.0001

0.381

< 0.0001

< 0.0001

Training data
(n = 84,928)

7,114 (8.4%)

42,090 (49.6%)

18,106 (21.3%)

8,703 (10.2%)

6,405 (7.5%)

2,510 (3.0%)

23,197 (27.3%)

20,255 (23.8%)

19,453 (22.9%)

22,023 (25.9%)

70,087 (82.5%)

14,477 (17.0%)

364 (0.4%)

76,037 (89.5%)

8,891 (10.5%)

44,917 (52.9%)

40,011 (47.1%)

2,830 (3.3%)

4,480 (5.3%)

831 (1.0%)

68,193 (80.3%)

8,594 (10.1%)

44,436 (52.3%)

40,492 (47.7%)

33,014 (38.9%)

33,709 (39.7%)

18,205 (21.4%)

Validation data
(n = 19,871)

874 (4.4%)

7,255 (36.5%)

4,757 (23.9%)

2,843 (14.3%)

2,612 (13.1%)

1,530 (7.7%)

5,089 (25.6%)

4,182 (21.0%)

4,761 (24.0%)

5,839 (29.4%)

16,272 (81.9%)

3,547 (17.9%)

52 (0.3%)

19,054 (95.9%)

817 (4.1%)

10,567 (53.2%)

9,304 (46.8%)

595 (3.0%)

1,246 (6.3%)

240 (1.2%)

16,160 (81.3%)

1,630 (8.2%)

10,197 (51.3%)

9,674 (48.7%)

7,901 (39.8%)

7,898 (39.7%)

4,072 (20.5%)

Table 1 Continued
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Variable

• < 5 miles

• 5 – 10 miles

• 10 – 20 miles

• > 20 miles

Insurance information

Primary insurance

• Blue Cross/ Blue Shield

•Medicaid/ Medicare

• HMO

• Other insurance

Main insurance holder

• Parents

• Spouse

• Grandparent/ Legal guardian

• Patient

• Other

Total insurance carriers

• One

•More than one

p-value

< 0.0001

< 0.0001

< 0.0001

Training data
(n = 84,928)

38,957 (45.9%)

35,016 (41.2%)

8,153 (9.6%)

2,802 (3.3%)

46,003 (54.2%)

4,001 (4.7%)

20,670 (24.3%)

14,254 (16.8%)

67,514 (79.5%)

305 (0.4%)

306 (0.4%)

16,562 (19.5%)

241 (0.3%)

79,001 (93.0%)

5,927 (7.0%)

Validation data
(n = 19,871)

9,839 (49.5%)

7,921 (39.9%)

1,729 (8.7%)

382 (1.9%)

12,524 (63.0%)

1,222 (6.1%)

3,857 (19.4%)

2,268 (11.4%)

14,261 (71.8%)

69 (0.3%)

43 (0.2%)

5,480 (27.6%)

18 (0.1%)

18,329 (92.2%)

1,542 (7.8%)

Table 1 Continued
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Table 2 Logistic regression model to predict the patient show rate. Each level for the categorical variables is as-
signed the values of either 0 or 1. The reference levels are chosen by the R software. The coefficients represent the 
relative ratio to the reference level.

Reference level in ()

Intercept

Visit type (Newborn)

• Return visit

• New patient

• New patient – well child exam

• Return visit – well child exam

Time to appointment (1–2 weeks)

• 1 day

•More than 2 weeks

Appointment month (April)

• January

• February

•March

•May

• June

• July

• August

• September

• October

• November

• December

Appointment weekday (Friday)

•Monday

• Tuesday

•Wednesday

• Thursday

• Saturday

Appointment time (Morning)

• Afternoon

Count of prior no-shows (3 – 4 times)

• No history (first visit)

• None

• Once

• Twice

• 5 times or more

Age (more than 10 years old)

• 18 months old

• 5 years old

Coefficient
( )

1.77879

-0.98053

-1.17604

-0.98053

-0.45971

1.38889

-0.41509

0.11690

0.13061

-0.30591

0.06925

0.06681

0.21308

0.24301

0.06525

0.16892

0.31265

0.01766

0.10703

0.09383

0.05991

0.11382

0.24379

-0.14898

0.74934

0.56375

0.21910

0.14005

-0.33250

0.24324

0.19334

Odds ratio
(e )

0.38

0.31

0.38

0.63

4.01

0.66

1.12

1.14

0.74

1.07

1.07

1.24

1.28

1.07

1.18

1.37

1.02

1.11

1.10

1.06

1.12

1.28

0.86

2.12

1.76

1.24

1.15

0.72

1.28

1.21

Odds ratio
95% CI

[0.28, 0.49]

[0.22, 0.43]

[0.27, 0.52]

[0.47, 0.83]

[3.76, 4.28]

[0.62, 0.71]

[1.00, 1.26]

[1.01, 1.28]

[0.66, 0.82]

[0.96, 1.20]

[0.95, 1.20]

[1.10, 1.39]

[1.14, 1.43]

[0.96, 1.19]

[1.06, 1.33]

[1.21, 1.54]

[0.91, 1.14]

[1.03, 1.20]

[1.02, 1.19]

[0.99, 1.14]

[1.04, 1.21]

[1.10, 1.48]

[0.82, 0.90]

[1.85, 2.42]

[1.62, 1.91]

[1.14, 1.36]

[1.04, 1.27]

[0.63, 0.82]

[1.19, 1.36]

[1.14, 1.30]

p value

< 0.0001

< 0.0001

< 0.0001

< 0.0001

0.0014

< 0.0001

< 0.0001

0.0458

0.0279

< 0.0001

0.2296

0.2547

0.0004

< 0.0001

0.2502

0.0033

< 0.0001

0.7640

0.0012

0.0164

0.1104

0.0033

0.0012

< 0.0001

< 0.0001

< 0.0001

< 0.0001

0.0060

< 0.0001

< 0.0001

< 0.0001

β̂ β̂
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Reference level in ()

• 10 years old

County to clinic location (Adjacent)

• Inside

• Other

Language (English)

• Other

Race (African American)

• Asian

• Hispanic

• Caucasian

• Other

Distance to the clinic (10 – 20 miles)

• < 5 miles

• 5 -10 miles

• > 20 miles

Number in household (>5)

• ≤3

• 4-5

Primary insurance (BCBS)

•Medicaid/ Medicare

• HMO

• Other insurance

Main insurance holder (Grandparents/ Legal guardian)

• Parents

• Spouse

• Patient

• Other

Total insurance carriers (more than one)

• One

Coefficient
( )

0.18773

0.03018

-0.00358

-0.17018

0.38749

0.45747

0.45925

0.43606

0.21790

0.11418

-0.08125

0.05776

0.10051

0.16248

-0.03024

-0.05279

-0.38714

-0.25427

-0.77952

-0.27669

0.16962

Odds ratio
(e )

1.21

1.03

1.00

0.84

1.47

1.58

1.58

1.55

1.24

1.12

0.92

1.06

1.11

1.18

0.97

0.95

0.68

0.78

0.46

0.76

1.18

Odds ratio
95% CI

[1.13, 1.29]

[0.97, 1.10]

[0.74, 1.36]

[0.74, 0.96]

[1.25, 1.75]

[1.24, 2.03]

[1.45, 1.73]

[1.33, 1.80]

[1.15, 1.35]

[1.04, 1.21]

[0.80, 1.06]

[1.00, 1.13]

[1.04, 1.18]

[1.03, 1.34]

[0.90, 1.04]

[0.89, 1.02]

[0.42, 1.04]

[0.42, 1.43]

[0.28, 0.71]

[0.40, 1.45]

[1.08, 1.29]

p value

< 0.0001

0.3559

0.9817

0.0118

< 0.0001

0.0003

< 0.0001

< 0.0001

< 0.0001

0.0045

0.2453

0.0683

0.0016

0.0155

0.4112

0.1279

0.0937

0.4185

0.0009

0.3994

0.0002

Table 2 Continued
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Table 4 ANOVA results comparing four performance measurements for the three overbooking methods.

Performance Measurement

Average patient wait time (minutes)

P

R

E

Average physician idle time (minutes)

P

R

E

Overtime (minutes)

P

R

E

Total cost (US $)

P

R

E

P = proposed overbooking approach; R = random overbooking approach; E = evenly-distributed overbooking ap-
proach
*When the p-value for the ANOVA test is < 0.05 it can be interpreted that at least one of the mean values for a 
given performance measurement differs significantly from the others.

Mean

17.2

18.8

18.3

2.4

2.4

2.3

14.2

19.0

18.1

162.8

173.5

167.6

Standard Deviation

12.0

13.6

13.7

1.3

1.4

1.4

22.9

28.2

28.2

68.5

81.4

83.9

95% C.I.

(16.6, 17.8)

(16.9, 20.7)

(16.4, 20.2)

(2.2, 2.6)

(2.2, 2.6)

(2.1, 2.5)

(13.1, 15.3)

(15.1, 23.0)

(14.1, 22.0)

(159.4, 166.1)

(162.1, 184.8)

(155.9, 179.3)

p-value*

0.005

0.485

< 0.0001

0.001

Research Article

Y. Huang, D.A. Hanauer: Patient No-Show Predictive Model Development



859

© Schattauer 2014

References
1. Deyo RA, Thomas SI. Dropouts and Broken Appointments: A Literature Review and Agenda for Future 

Research. Med Care 1980; 18(11): 1146–1157.
2. Warden J. 4.5-million Outpatients Miss Appointments. BMJ. 1995;310(6988):1158.
3. Hixon AL, Chapman RW, Nuovo J. Failure to Keep Clinic Appointments: Implications for Residency Edu-

cation and Productivity. Fam Med. 1999;31(9):627–30. 
4. Casey RG, Quinlan MR, Flynn R, Grainger R, McDermott TE, Thornhill JA. Urology out-patient non-at-

tenders: are we wasting our time? Ir J Med Sci. 2007;176(4):305–8.
5. Corfield L, Schizas A, Noorani A, Willians A. Non-attendance at the colorectal clinic: a prospective audit. 

Ann R Coll Surg Engl. 2008;90(5):377–80.
6. Bean AG, Talaga J. Predicting Appointment Breaking. J Health Care Mark. 1995;15(1):29–34.
7. Wiseman M, McBride M. Increasing the Attendance Rate for First Appointments at Child and Family Psy-

chiatry Clinics: An opt-in System. Child and Adolescent Mental Health. 1998;3(2):68–71.
8. Perron NJ, Dao MD, Kossovsky MP, Miserez V, Chuard C, Calmy A, Gaspoz JM. Reduction of missed ap-

pointments at an urban primary care clinic: a randomized controlled study. BMC Fam Pract. 2010;11:79.
9. Woods R. The Effectiveness of Reminder Phone Calls on Reducing No-Show Rates in Ambulatory Care. 

Nurs Econ. 2011;29(5):278–82.
10.Hogan AM, McCormack O, Traynor O, Winter DC. Potential impact of text message reminders on non-

attendance at outpatient clinics. Ir J Med Sci. 2008;177(4):355–58.
11.Foley J, O’Neill M. Use of Mobile Telephone Short Message Service (SMS) as a Reminder: the Effect on Pa-

tient Attendance. Eur Arch Paediatr Dent. 2009;10(1):15–8.
12.Woodcock EW. Cancellations: Don’t let them erode your bottom line. Dermatology Times 

2006;27(8):82–3.
13.Van Dieren Q, Rijckmans M, Mathijssen J, Lobbestael J, Arntz AR. Reducing no-show Behavior at a Com-

munity Mental Health Center. J Community Psychol. 2013;41(7):844–50.
14.Cayirli T, Yang KK, Quek SA. A Universal Appointment Rule in the Presence of No-Shows and Walk-Ins. 

Prod Oper Manag. 2012;21(4):682–97.
15.Al-Aomar R, Awad M. Dynamic process modeling of patients’ no-show rates and overbooking strategies 

in healthcare clinics. Int J Eng Manage Econ. 2012;3(1/2):3–21.
16.Erdogan SA, Denton B. Dynamic Appointment Scheduling of a Stochastic Server with Uncertain Demand. 

J Comput. 2013;25(1):116–32.
17.Chakraborty S, Muthuraman K, Lawley M. Sequential clinical scheduling with patient no-show: The im-

pact of pre-defined slot structures. Socio Econ Plan Sci. 2013;47(3):205–19.
18.Zacharias C, Pinedo M. Appointment Scheduling with No-Shows and Overbooking. Prod Oper Manag. 

2014;23(5):788–801.
19.Tang J, Yan C, Cao P. Appointment scheduling algorithm considering routine and urgent patients. Expert 

Syst Appl. 2014;41(10):4529–41.
20.O’Hare CD, Corlett J. The outcomes of open access scheduling. Fam Pract Manag. 2004;11(2):35–8.
21.Bundy DG. Open access in primary care: results of a North Carolina pilot project. Pediatrics. 

2005;116(1):82–8.
22.O’Connor ME, Matthews BS, Gao D. Effect of Open Access Scheduling on Missed Appointments, 

Immunizations, and Continuity of Care for Infant Well-Child Care Visits. Arch Pediatr Adolesc Med. 
2006;160(9):889–93.

23.Robinson L, Chen R. A Comparison of Traditional and Open-Access Policies for Appointment Schedul-
ing. Manuf Serv Oper Manag. 2010;12(2):330–46.

24.Liu N, Ziya S, Kulkarni VG. Dynamic Scheduling of Outpatient Appointments under Patient No-Shows 
and Cancellations. Manuf Serv Oper Manag. 2010;12(2):347–64.

25.Phan K, Brown S. Decreased continuity in a residency clinic: a consequence of open access scheduling. 
Fam Med. 2009;41(1):46–50.

26.Mehrotra A, Keehl-Markowitz L, Ayanian JZ. Implementing Open-Access Scheduling of Visits in Primary 
Care Practices: A Cautionary Tale. Ann Intern Med. 2008;148(12):915–22.

27.Patrick J. A Markov decision model for determining optimal outpatient scheduling. Health Care Manag 
Sci. 2012;15(2):91–102.

28.Lee S, Min D, Ryu J, Yih Y. A simulation study of appointment scheduling in outpatient clinics: Open ac-
cess and overbooking. Simulation. 2013;89(12):1459–73.

29.Huang Y, Zuniga P. Dynamic Overbooking Scheduling System to Improve Patient Access. J Oper Res Soc. 
2012;63(6):810–820.

Research Article

Y. Huang, D.A. Hanauer: Patient No-Show Predictive Model Development

http://search.ebscohost.com/login.aspx?direct=true&AuthType=ip,url,cookie,uid&an=9505302370&db=buh&scope=site&site=ehost
http://infotrac.galegroup.com/itw/infomark/1/1/1/purl=rc1_GRGM_0_A134312068&dyn=5!xrn_1_0_A134312068?Z3950=1&sw_aep=nm_a_nmlascr


860

© Schattauer 2014

30.Kim S, Giachetti RE. A Stochastic Mathematical Appointment Overbooking Model for Healthcare Pro-
viders to Improve Profits. IEEE T Syst Man Cyb. 2006;36(6):1211–9.

31.LaGanga LR, Lawrence SR. Clinic Overbooking to Improve Patient Access and Increase Provider Produc-
tivity. Decision Sci. 2007;38(2):251–76.

32.Muthuraman K, Lawley M. A stochastic overbooking model for outpatient clinical scheduling with no-
shows. IIE Trans. 2008;40(9):820–37.

33.LaGanga LR, Lawrence SR. Appointment Overbooking in Health Care Clinics to Improve Patient Service 
and Clinic Performance. Prod Oper Manag. 2012;21(5):874–88.

34.Lawrence RD, Hong SJ, Cherrier J. Passenger-Based Predictive Modeling of Airline No-show Rates. Pro-
ceedings of the ninth ACM SIGKDD international conference on knowledge discovery and data mining. 
2003; 397–406. 

35.Shonick W, Klein BW. An approach to reducing the adverse effects of broken appointments in primary 
care systems: development of a decision rule based on estimated conditional probabilities. Med Care. 
1977;15(5):419–29.

36.Kros J, Dellana S, West D. Overbooking Increases Patient Access at East Carolina University’s Student 
Health Services Clinic. Interfaces. 2009;39(3):271–87.

37.Chakraborty S, Muthuraman K, Lawley M. Sequential clinical scheduling with patient no-shows and gen-
eral service time distributions. IIE Trans. 2010;42(5):354–66.

38.Zeng B, Turkcan A, Lin J, Lawley M. Clinic scheduling models with overbooking for patients with hetero-
geneous no-show probabilities. Ann Oper Res. 2010;178(1):121–44.

39.Kopach R, DeLaurentis P, Lawley M, Muthuraman K, Ozsen L, Rardin R, Wan H, Intrevado P, Qu X, Wil-
lis D. Effects of clinical characteristics on successful open access scheduling. Health Care Manage Sci. 
2007;10(2):111–24.

40.Kaplan-Lewis E, Percac-Lima S. No-Show to Primary Care Appointments: Why Patients Do Not Come. J 
Prim Care Commun Hlth. 2013;4(4):251–5.

41.Feitsma WN, Popping R, Jansen DE. No-Show at a Forensic Psychiatric Outpatietn Clinic: Risk Factors 
and Reasons. Int J Offender Ther Comp Criminol. 2012;56(1):96–112.

42.Sharp DJ. Non-attendance at general practices and outpatient clinics: local systems are needed to address 
local problems. BMJ. 2001;323(7321):1081–2.

43.Turner BJ, Weiner M, Yang C, TenHave T. Predicting Adherence to Colonoscopy or Flexible Sigmoido-
scopy on the Basis of Physician Appointment–Keeping Behavior. Ann Intern Med. 2004;140(7):528–32.

44.McCarthy K, McGee HM, O’Boyle CA. Outpatient clinic waiting times and non-attendance as indicators 
of quality. Psychol Healt Med. 2000;5(3):287–93.

45.Gallucci G, Swartz W, Hackerman F. Brief Reports: Impact of the Wait for an Initial Appointment on the 
Rate of Kept Appointments at a Mental Health Center. Psychiatr Serv 2005;56(3):344–46.

46.Grunebaum M, Luber P, Callahan M, Leon AC, Olfson M, Portera L. Predictors of missed appointments 
for psychiatric consultations in a primary care clinic. Psychiatr Serv. 1996;47(8):848–52.

47.Glowacka KJ, Henry RM, May JH. A hybrid data mining/simulation approach for modelling outpatient 
no-shows in clinic scheduling. J Oper Res Soc. 2009;60(8):1056–68.

48.Lotfi V, Torres E. Improving an outpatient clinic utilization using decision analysis based patient schedul-
ing. Socio Econ Plan Sci. 2014;48(2):115–26.

49.Alaeddini A, Yang K, Reddy C, Yu S. A probabilistic model for predicting the probability of no-show in 
hospital appointments. Health Care Manag Sci. 2011;14(2):146–57.

50.Daggy J, Lawley M. Using no-show modeling to improve clinical performance. Health Infor J. 
2010;16(4):246–59.

51.Huang Y, Hancock WM, Herrin GD. An alternative outpatient scheduling system: Improving the out-
patient experience. IIE Trans Hlthc Syst Eng. 2012;2(2):97–111.

52.Ho C, Lau H. Minimizing Total Cost in Scheduling Outpatient Appointments. Manage Sci. 
1992;38(12):1750–63.

53.Vissers J. Selecting a Suitable Appointment System in an Outpatient Setting. Med Care. 
1979;17(12):1207–20.

54.Klassen KJ, Rohleder TR. Outpatient appointment scheduling with urgent clients in a dynamic, multi-
period environment. Int J Serv Ind Manag. 2004;15(2):167–86.

55.Yang KK, Lau ML, Quek SA. A New Appointment Rule for a Single-Server, Multiple-Customer Service 
System. Nav Res Log. 1998;45(3):313–26.

56.Cayirli T, Veral E. Outpatient Scheduling in Health Care: A Review of Literature. Prod Oper Manag. 
2003;12(4):519–49.

Research Article

Y. Huang, D.A. Hanauer: Patient No-Show Predictive Model Development

http://infotrac.galegroup.com/itw/infomark/1/1/1/purl=rc1_EAIM_0_A80485473&dyn=5!xrn_1_0_A80485473?Z3950=1&sw_aep=nm_a_nmlascr
http://infotrac.galegroup.com/itw/infomark/1/1/1/purl=rc1_EAIM_0_A80485473&dyn=5!xrn_1_0_A80485473?Z3950=1&sw_aep=nm_a_nmlascr
http://search.ebscohost.com/login.aspx?direct=true&AuthType=ip,url,cookie,uid&an=3725582&db=aph&scope=site&site=ehost
http://search.ebscohost.com/login.aspx?direct=true&AuthType=ip,url,cookie,uid&an=3725582&db=aph&scope=site&site=ehost
http://search.ebscohost.com/login.aspx?direct=true&AuthType=ip,url,cookie,uid&an=1996-05658-006&db=psyh&scope=site&site=ehost
http://search.ebscohost.com/login.aspx?direct=true&AuthType=ip,url,cookie,uid&an=1996-05658-006&db=psyh&scope=site&site=ehost

	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Research Article
	Patient No-Show Predictive Model Development using Multiple Data Sources for an Effective Overbooking Approach
	1. Background
	2. Objectives
	3. Methods
	3.1 Clinical Setting
	3.2 Description of Data
	3.3 Predictive model development
	3.4 Determination of optimal no-show threshold
	3.5 Comparison of proposed overbooking approach to existing methods

	4. Results
	4.1 Influence of variables
	4.2 Practical application of the predictive no-show model
	4.3 No-show threshold determination and validation
	4.4 Example of overbooking implementation
	4.5 Comparison of the new overbooking approach to existing approaches

	5. Discussion and Clinical Implications
	6. Conclusion



