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ABSTRACT A model based on the nonlinear Poisson-
Boltzmann equation is used to study the electrostatic contri-
bution to the binding free energy of a simple intercalating
ligand, 3,8-diamino-6-phenylphenanthridine, to DNA. We find
that the nonlinear Poisson-Boltzmann model accurately de-
scribes both the absolute magnitude of the pKa shift of
3,8-diamino-6-phenylphenanthridine observed upon interca-
lation and its variation with bulk salt concentration. Since the
pKa shift is directly related to the total electrostatic binding
free energy of the charged and neutral forms of the ligand, the
accuracy of the calculations implies that the electrostatic
contributions to binding are accurately predicted as well.
Based on our results, we have developed a general physical
description of the electrostatic contribution to ligand-DNA
binding in which the electrostatic binding free energy is
described as a balance between the coulombic attraction of a
ligand to DNA and the disruption of solvent upon binding.
Long-range coulombic forces associated with highly charged
nucleic acids provide a strong driving force for the interaction
of cationic ligands with DNA. These favorable electrostatic
interactions are, however, largely compensated for by unfa-
vorable changes in the solvation of both the ligand and the
DNA upon binding. The formation of a ligand-DNA complex
removes both charged and polar groups at the binding inter-
face from pure solvent while it displaces salt from around the
nucleic acid. As a result, the total electrostatic binding free
energy is quite small. Consequently, nonpolar interactions,
such as tight packing and hydrophobic forces, must play a
significant role in ligand-DNA stability.

Understanding the factors that drive simple ligand-DNA
interactions provides general insights into the requirements for
stable and specific nucleic acid recognition. The principal
contributions to the free energy of association of ligands with
nucleic acids can be divided into polar (electrostatic) and
nonpolar terms, where the nonpolar contribution includes
hydrophobic interactions, van der Waals interactions, and
translation, rotational, and configurational entropies (1). Pro-
ton binding is a sensitive probe of electrostatic effects on
ligand-DNA interactions (2). The change in the pKa of a single
titrating group on a ligand upon binding (the pKa shift; ApKa)
is a measure of the difference in the electrostatic contribution
to the binding free energy of the charged and neutral ligands,
AAGel (see Scheme I). As such, ApKa can be used to verify the
accuracy of any theoretical model used to calculate the elec-
trostatic contribution to ligand-DNA binding.
The Poisson-Boltzmann (PB) equation provides an accurate

description of many electrostatic phenomena in macromolec-
ular systems (1, 3). However, most applications to date have
focused on weakly charged macromolecules for which linear-
ized solutions to the PB equation are valid. In contrast, the
high charge density of the phosphodiester backbone of nucleic
acids necessitates the use of the full nonlinear PB (NLPB)
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equation (4), which has been recently shown to reproduce
accurately the salt dependence of the binding constant for
several minor-groove-binding antibiotics and DNA-binding
proteins (5-7). In this paper, we will show that the NLPB
equation provides a very accurate method for calculating the
absolute magnitude of the total electrostatic binding free
energy, AAGel, as well.
The intercalation of 3,8-diamino-6-phenylphenanthridine

(DAPP; its protonated structure is shown below) into DNA

results in a stabilization of the protonated state of the antibi-
otic in the bound form (2). This is manifested as an upward
shift in the pKa of DAPP upon binding. In addition, the ob-
served pKa shift is a linear function of the logarithm of the
univalent salt concentration (2). As the salt concentration
increases, the magnitude of the pKa shift decreases. In this
paper, we will use these observations to test the accuracy of the
NLPB model for calculating the total electrostatic free energy
of highly charged systems as a function of univalent salt
concentration. We will then analyze our findings to delineate
the role of electrostatics in the binding of a simple ligand to
DNA.

METHODS

Theory. Calculation of the total electrostatic free energy. The
total electrostatic free energy of a molecule, AGel in a univa-
lent salt solution can be determined from the NLPB equation:

V [e(r)V *((r)] - (8Tre2I/kT)sinh[b(r)]
+ 4lrepf(r)/kT = O, [1]

where is the dimensionless electrostatic potential in units of
kT/e in which k is Boltzmann's constant, T is the absolute
temperature, e is the proton charge, e is the dielectric constant,
pf is the fixed charge density, and I is the ionic strength of the
bulk solution. The quantities 4, e, and p are all functions of the
position vector r in the reference frame centered on a fixed
macromolecule. For any system modeled with the NLPB
equation, it has been shown that AGel is given by a volume
integral over all space (8):

Abbreviations: DAPP, 3,8-diamino-6-phenylphenanthridine; PB,
Poisson-Boltzmann; NLPB, nonlinear Poisson-Boltzmann.
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AGei = f{pff/2 + m++ pmm/2
- (pmr + kTc[2 cosh(0) 2])}dv, [2]

where the potential, 4), and charge density, p, have been split
up into contributions from the fixed, f, and the mobile, m,
charges and cb is the bulk salt concentration.
The electrostatic free energy of a macromolecule, described

by Eq. 2, can be partitioned into salt-independent and salt-
dependent terms. The salt-independent contribution to AGel is
given by (9, 10)

AGns = f(pfof/2)dv, [3]

and the salt-dependent contribution to AGel is given by (6)

AGs = f{pfm + pm4m/2
- (p"' + kTcb[2 cosh(O) - 2])}dv. [4]

The interaction of an intercalating ligand with DNA can be
analyzed as a two-step process:

DNA DNA*

DNA* + L -> DNA*L.

[5]

[6]

In the first step, the B-DNA adopts the conformation ofDNA
in the complex, DNA*. In the second step, the ligand (L) binds
to the unwound DNA. In the analyses presented here, we will
evaluate the electrostatic free energy, AAGei, of intercalating
a charged and neutral ligand to an unwound DNA double helix
(Eq. 6). Because of uncertainties in the structure of the free
oligonucleotide, we will not be concerned with the contribu-
tion of structural changes in the DNA to AAGei (Eq. 6). We
will, however, discuss some of the other consequences ofDNA
unwinding on our results.
The electrostatic contribution to the binding free energy can

be expressed as the difference in the free energy between the
products and the reactants (6):

AAGei = AAGns + AAGs
= AGL'DNA AGL - ATDNAel el el [7]

A physically intuitive description of the salt-independent con-
tributions to AAGei is given by the thermodynamic process
shown in Fig. 1 (10). In the initial state of this process, the fully
solvated and charged molecules are infinitely separated from
each other. In the first step, each molecule is partially desol-
vated by a low dielectric cavity (sm) corresponding to the
region that the other molecule will come to occupy in the
complex. The electrostatic free energy of this step is equal to
the free energy of desolvating each molecule upon binding,
AAGd,L + AAGd,DNA. In the following step, the charged
molecules are transferred into the low dielectric cavity to form
the final charged complex. The free energy of this step is given
by the intermolecular solvent-screened coulombic interaction,
AAGsc. The thermodynamic process used to calculate the
salt-dependent contributions to AAGei has been described in
detail in a recent publication (6). AAGs can simply be inter-
preted as the change in the free energy of solvation of each
molecule by salt in an aqueous environment (6).

Calculation of the pKa shift of a single titratable group. The
thermodynamic cycle shown in Scheme I describes the method
used to calculate the pKa of a single titratable group bound to
DNA, pKb, relative to the intrinsic pKa of the group free in
solution, pK. The shift in the pKa of the group upon binding,
ApKa, is then

S..~~~~~~~~~~~~~~~~~~~~r. ·. r. r, 4. r. 4.·*^''^''^''^V'^'^' ', 4

| AAGd,DNA 1AAGd,LAAGscAAAI)AlF AAAAAAAGd, L

*^..*^.*^.\.*^. ........., .....

FIG. 1. The thermodynamic process for calculating the salt-
independent contribution to the total electrostatic free energy of
ligand-DNA binding, AAGns.

DNA + L + H+ DNA+LH+

DNA-L + H+ DNA-LH+
Scheme I

ApKa = pIK - pK. [8]

ApKa is determined by the extra electrostatic free energy
required to dissociate the proton from the ligand (L) in the
environment of the nucleic acid relative to the reference state
of the unbound ligand in solution. If the number of ligand-
binding sites on the DNA is independent of pH, it is clear from
Scheme I that the pKa shift is determined by the relative
electrostatic binding free energy of the DNA to the ligand in
the protonated and unprotonated states:

1
ApKa = 2.3kT (AAGoI - AAG~),[

where AAGei and AAGe are the electrostatic binding free
energies, calculated according to Eq. 7, of the unprotonated
and protonated ligand, respectively. Thus,
10

ApKa = 2.3kT[(A - AGL.DNA) - (AGL - AG+)], [10]

Proc. NatL Acad ScL USA 92 (1995)

[9]
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where each AG in Eq. 10 is the electrostatic free energy of the
molecule. Since ApKa depends only on the electrostatic free
energies of the protonated and unprotonated ligand in the
bound and free states, we do not need to evaluate the free
energy change of the DNA upon binding. The salt dependence
ofApKa depends only on the change in AGs for the charged and
neutral ligand upon binding. Therefore,

aApKa 1 OAAAG _ AAG+
aln[M+] 2.3kT aln[M+] aln[M+] 11

where [M+] is the bulk univalent salt concentration.
Molecular Model. The details of the model used to describe

the ligand and the DNA in the finite-difference NLPB method
have been given in several publications (1, 3, 4, 11). The bound
and free ligand in both the neutral and charged states are
described by the x-ray crystallographic structure of the mole-
cules described below. Each molecule is treated as a low
dielectric cavity (sm = 4) consisting of the volume enclosed by
the solvent-accessible surface of the macromolecule obtained
using a probe radius of 1.4 A. A dielectric constant of 4 is used
to account for both electronic polarization and small dipolar
fluctuations that may accompany protonation in the macro-
molecule (1, 3, 12). The surrounding solvent was treated as a
continuum of dielectric constant 80 with a 1:1 electrolyte
behaving according to the NLPB equation. The atomic charges
for the nucleic acid were derived directly from AMBER force-
field parameters (13). The charges on the drug were derived
from CVFF forcefield parameters (14) using a method of "bond
increments" in the INSIGHT II software package (15). Charges
were placed on the center of each atom. The mobile ions were
excluded from the region <2.0 A from the surface of each
molecule (16).
An atomic resolution structure of DAPP bound to a 12-bp

DNA was generated from the crystallographic coordinates of
the ethidium-cytidylyl(3'-5')guanosine complex (17). The
base pairs flanking the intercalation site were generated from
the idealized local coordinates of Arnott and Hukins (18) using
the INSIGHT II software package (15). The coordinates of
idealized B-DNA were also generated from the local coordi-
nates of Arnott and Hukins (18) using INSIGHT II. Before
assigning partial charges to each atom, protons were added to
each molecule, and the conformations were energy minimized
using the molecular simulation program DISCOVER (15), with
all heavy atoms fixed according to the modeled coordinates.
The structures of the protonated and unprotonated forms of
the complex were assumed to have similar conformations (2).
Numerical Calculations. Details of the finite difference

procedure to calculate electrostatic potentials with the NLPB
equation have been reported (4, 11, 19). To calculate the
electrostatic potentials, the molecular system is first mapped
onto a 1293 lattice. Parameters are assigned to each lattice
point according to the molecular model described above. The
finite difference equations are solved by optimized successive
overrelaxation to obtain the potential at all grid points (19). A
simple two-step focusing procedure is used to improve the
accuracy of the potentials (11). In the initial calculation, the
largest dimension of the macromolecule fills 23% of the grid,
and the potentials at the lattice points on the boundary of the
grid are approximated analytically using the Debye-Hiickel
equation (16). The final potentials are calculated in two steps
in which the grid is made 4 times finer, such that the largest
dimension of the macromolecule fills 92% of the grid with the
boundary conditions interpolated from the previous step. The
final resolution for the ligand-DNA complexes was at least 2.0
grids per A. At these resolutions, the final energies were found
to vary by <1% with the position of the molecules on the grid.
Each electrostatic free energy term (Eq. 7) is calculated from
the electrostatic potentials at each lattice point using the

appropriate numerical integrals over the grid as described (4,
6, 10).

RESULTS
The pKa Shift of the DAPP-DNA Complex. As shown in Fig.

2, the electrostatic interaction of DAPP with DNA shifts the
pKa of the ligand from a value of 5.8 in the free state (2) to
more basic values in the bound state. For example, at 0.12 M
[M+] (ln[M+] = -2.12), the experimentally observed pKa of
DAPP is shifted from 5.80 to 8.00 (Fig. 2). At this salt
concentration, the calculated pKa of the bound DAPP is
shifted to 7.99 (Fig. 2; Table 1). The calculated pKa of the
ligand does not deviate from the experimental values by more
than 0.10 unit at any salt concentration. The pKa shift calcu-
lated with the NLPB equation also shows the same linear
dependence on ln[M+] (calculated slope = -0.39) as the
experimental data (experimental slope = -0.34). Further-
more, the small curvature observed in both the experimental
and theoretical lines occurs in the same direction (Fig. 2).
The Electrostatic Free Energy of Binding DAPP to DNA.

Salt-independent contributions to AAGel. The salt-independent
contribution to AAGel for the intercalation of DAPP into the
unwound DNA double helix (Eq. 6) is the sum of two opposing
free energies, AAGSC and AAGd. The solvent-screened inter-
molecular coulombic interaction, AAGsc, between the DAPP
and the DNA stabilizes both the protonated and unprotonated
ligand in the complex (Table 1). In the unprotonated form of
the ligand, this interaction arises from the small attraction of
the partially charged dipolar groups on the DAPP to the DNA.
These interactions include the electrostatic component of the
hydrogen bonds between the DAPP amino groups and the
DNA phosphate oxygens, so that AAG'c stabilizes the neutral
DAPP-DNA complex by -1.2 kcal/mol. In the protonated
form, the additional strong attraction between the positive
charge on the phenanthridine ring and the negative charges on
the DNA backbone substantially increases AAGsc to -9.4
kcal/mol. As a result, the contribution of the AAG'c to the pKa
shift of DAPP upon binding is 8.2 kcal/mol (Table 1).

9.0

8.5

7.5

7.0 L
-4.0 -3.0 -2.0

ln[M+]
-1.0 1.00.0

FIG. 2. The salt dependence of the pKa of DAPP bound to DNA.
*, Absolute pKa of the bound drug calculated with the NLPB equation
(the experimental value of the pKa of the free drug, 5.8, is added to
the calculated values of the pKa shift of DAPP upon binding). 0,
Experimentally determined values of the absolute pKa of DAPP in the
ligand-DNA complex as reported by Jones and Wilson (2).
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Table 1. Electrostatic free energy contributions to the
DAPP-DNA interaction at 0.12 M [M+]

Free energy, kcal/mol
Parameter L+ L° L° - L+ ApKa*
AAGsc -9.4 -1.2 8.2 6.0
AAGd,L 1.8 1.0 -0.8 -0.6
AAGd,DNA 1.7 1.7 0.0 0.0
AAGns -5.9 1.5 7.4 5.4
AAGs 4.6 0.1 -4.5 -3.3
AAGel -1.3 1.6 2.9 2.1

L+ and L°, protonated and unprotonated states of DAPP, respec-
tively; L° - L+, difference in the free energy between the unproto-
nated and protonated states of DAPP.
*The contribution of each term to the pKa shift ofDAPP upon binding
calculated according to Eq. 10 at 25°C.

The favorable coulombic interaction driving the interaction
between the DAPP and the nucleic acid is opposed by the
desolvation of both the DNA and the ligand upon binding
(Table 1). When DAPP binds to DNA, it buries both charged
and polar groups on the DNA in the low dielectric molecular
interface. This results in a small but significant desolvation free
energy for the DNA, which opposes binding. The term
AAGd,DNA is identical for both the charged and neutral ligand
systems, since we have assumed that the structures of the
protonated and unprotonated forms of the complex are sim-
ilar. Therefore, AAGd,DNA does not contribute to the pKa shift
of DAPP upon binding.
The formation of a DAPP-DNA complex also buries both

charged and polar groups on the ligand in the low dielectric
interior of the DNA. The unfavorable desolvation free energy
of the unprotonated DAPP upon binding, AAGd,L, primarily
reflects the removal of the polar DAPP amino groups from
solvent. The term AAG+,L for the protonated DAPP is 0.8
kcal/mol larger than for the unprotonated molecule, since it
includes the cost of desolvating an additional charge upon
binding (Table 1). Thus, AAGd,L contributes -0.6 unit to the
pKa shift of DAPP upon intercalation (Table 1).
As a result of the desolvation of both the DNA and the

ligand, the electrostatic free energy in the absence of salt,
AAGns, actually opposes the formation of the unprotonated
DAPP-DNA complex by 1.5 kcal/mol while AAGns stabilizes
the protonated DAPP-DNA complex by -5.9 kcal/mol (Table
1). The cumulative effect of the salt-independent contributions
to the electrostatic free energy results in a pKa shift of DAPP
of 5.4 units upon binding (Table 1). As a result, in the absence
of salt, the pKa of DAPP is predicted to change from 5.8 in the
free state to 11.2 in the bound state.

Salt-dependent contributions to AAGe/. While salt has almost
no effect on the binding of the unprotonated DAPP to DNA,
it strongly opposes binding of the protonated DAPP, destabi-
lizing the protonated DAPP-DNA complex by 4.6 kcal/mol at
0.12 M bulk salt concentration (Table 1). Salt effects result
from a redistribution of cations and anions around each
molecule upon binding (6). This ionic redistribution can have
two causes. First, the presence of the ligand near the DNA can
sterically exclude cations from high potential regions near the
DNA. The small energetic consequences of physically moving
these favorably interacting cations are seen in the binding of
the neutral DAPP with DNA. Second, the binding of a
positively charged ligand to the DNA electrostatically repels
the cationic ion atmosphere around the DNA. The resulting
dispersion of the ion atmosphere is ultimately responsible for
the large salt-dependent contribution to AAGel for the inter-
action of the protonated DAPP withDNA (6). At 0.12M [M+],
AAGs opposes the protonation of the bound relative to the free
ligand by 4.5 kcal/mol, resulting in a pKa shift ofDAPP of -3.3
units upon binding (Table 1). The magnitude of this effect
depends on bulk salt concentration (Fig. 2). As bulk salt

concentration increases, the concentration of counterions near
the DNA also increases. As a result, the unfavorable interac-
tion between the protonated ligand and the ion atmosphere
increases as well.

The total electrostatic bindingfree energy, AAGel. The relative
stability of the DAPP-DNA complex depends on the charge
state of the ligand (Fig. 3). The total electrostatic binding free
energy, AAGel, for the intercalation of the neutral DAPP into
the unwound DNA double helix is unfavorable at physiological
ionic strengths (Fig. 3). This is because the desolvation of both
the ligand and the DNA is not compensated for by the small
favorable charge-dipole interactions between the unproto-
nated drug and the DNA upon binding (Table 1). In contrast,
AAGel for the intercalation of the charged DAPP is favorable
at physiological ionic strengths (Fig. 3). The addition of a
proton into the high negative potential of the DNA minor
groove results in a substantially more favorable AAGsC with
only a minor unfavorable change in the solvation free energy
relative to the neutral drug (Table 1). Furthermore, while
AAGs opposes the binding of the protonated DAPP more
strongly than the unprotonated DAPP (Table 1), this effect
does not destabilize the charged DAPP-DNA complex suffi-
ciently to overcome the large value of AAGsc at physiological
ionic strengths.
The binding of the charged drug to DNA, however, does

grow progressively weaker with increasing bulk salt concen-
tration, while the neutral drug-DNA interaction remains
essentially salt independent (Fig. 3). The calculated value of
the salt dependence, O(AAGei)/aln[M+]), for the intercalation
of the protonated DAPP into the unwound DNA (Eq. 9) is 0.8.
The value of a(AAGe1)/aln[M+]) calculated here for the un-

winding of the DNA (Eq. 8) is 0.4, so that the overall salt
dependence of the binding of the protonated DAPP to DNA
is found to be 1.2. This value agrees exactly with the experi-
mentally observed salt dependence for the intercalation of the
univalent ethidium molecule into DNA (20). We also predict
that the overall salt dependence of the binding of the unpro-
tonated DAPP to DNA is 0.4. This value is consistent with the
experimentally observed salt dependence of 0.18 to 0.36 for the
binding of electroneutral intercalators to DNA (21, 22).
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FIG. 3. The salt dependence of the total electrostatic free energy
of binding (AAGel expressed in units of kT) for the DAPP-DNA
complex calculated with the NLPB equation. *, Protonated ligand; 0,
the unprotonated ligand.
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DISCUSSION
The excellent agreement between our calculated values and
the experimental values for the pKa shift of DAPP bound to
DNA shows that the NLPB model accurately describes both
the magnitude and the salt dependence of electrostatic inter-
actions between the macromolecules in an aqueous environ-
ment. As we have recently discussed, the physical description
of electrostatic effects on ligand-DNA binding given by the
NLPB model is very different from the traditional picture of
"ion release" described by prior models (6). Both models
correctly predict that binding decreases with increasing bulk
salt concentration, cb. However, in the NLPB model, charged
ligand-DNA interactions are strongly opposed by the redis-
tribution of salt, and the magnitude of this opposing force
increases with cb. In contrast, in ion-release models, binding is
driven by the entropy of ion release, and the magnitude of this
driving force decreases with cb. We will discuss here the
balance of electrostatic forces responsible for the binding of
DAPP to DNA at physiological salt concentrations.
The coulombic attraction of DNA to cationic ligands drives

binding. Local dipolar interactions, such as the hydrogen bonds
between the DAPP amino groups and the DNA phosphate
oxygens, can stabilize a ligand-DNA complex, as observed in
the weak electrostatic attraction of the unprotonated DAPP
with DNA (Table 1). However, the long-range coulombic
forces associated with highly charged nucleic acids provide a
much stronger driving force for the interaction of DNA with
cationic ligands. For example, the solvent-screened coulombic
interaction is found to drive the binding of the protonated
DAPP to DNA by -9.4 kcal/mol (Table 1).
DNA-binding ligands exploit these long-range coulombic

interactions with DNA. The positioning of the titrating proton
on DAPP in the high negative potential grooves of the DNA
optimizes its favorable intermolecular coulombic interactions
without desolvating the charge in the binding interface. Pro-
teins can use similar means to enhance DNA binding. In the
Escherichia coli methionine repressor-operator system, a pos-
itively charged corepressor, S-adenosylmethionine, binds to a
site distant from the DNA-binding interface and increases the
affinity of the protein for its DNA by almost 1000-fold (23).
These interactions have been found to be governed by the
strong electrostatic attraction between S-adenosylmethionine
and the DNA (24).
Coulombic interactions are, however, largely offset by

changes in solvation of both the ligand and the DNA upon
binding. The formation of a ligand-DNA complex removes
both charged and polar groups at the binding interface from
solvent while it displaces salt from around the nucleic acid. For
the binding of the protonated DAPP to DNA, the desolvation
of the molecules and the displacement of the ion atmosphere
combine to oppose complexation by 8.0 kcal/mol, so that the
total electrostatic binding free energy is a modest -1.3 kcal/
mol at 0.12 M [M+]. However, sterically bulky ligands can
substantially increase the desolvation penalty of binding by
burying both dipolar groups as well as phosphate charges on
the DNA. Similarly, charges on the ligand can themselves
become desolvated upon binding if they are located in the
binding interface. Furthermore, additional positive charges on
the ligand will electrostatically repel the ion atmosphere
around DNA. In these cases, the desolvation of the ligand and
the DNA upon binding can dominate the electrostatic inter-
action. Indeed, we have found that the binding of cationic
ligands in the minor groove of DNA results in large penalties
in both the solvation free energy (J. L. Hecht, V.K.M., and
B.H., unpublished results) and the salt-dependent free energy
(6) of binding. As a result, the electrostatic contribution to the
binding free energy for these ligands actually opposes binding
(J. L. Hecht, V.K.M., and B.H., unpublished results).

The relatively small electrostatic free energy of binding a
positively charged ligand to DNA is not expected to be large
enough to offset the entropic cost of losing six translational and
rotational degrees of freedom upon complex formation (25).
This unfavorable entropic free energy must be compensated by
other interactions. Nonpolar interactions, involving both tight
packing and the hydrophobic effect, have been shown to be an
important driving force for the binding of several minor-
groove-binding ligands (26, 27) and proteins (28-30) to DNA.
Both tight packing and hydrophobic effects are related to the
removal of nonpolar surface on complex formation (1, 28). For
the intercalation of DAPP to the unwound DNA double helix,
about 600 A2 of total surface area is buried in the drug-DNA
interface upon complexation. This effect is, of course, modi-
fied by the exposure of surface area during the unwinding of
the double helix before binding. Nevertheless, nonpolar inter-
actions appear to provide a large driving force for the inter-
calation of DAPP into DNA, which can, in fact, offset the
entropic cost of complex formation.
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