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Inserting an uncharged van der Waals (vdw) cavity into water
disrupts the distribution of water and creates attractive dispersion
interactions between the solvent and solute. This free-energy
change is the hydrophobic solvation energy (ΔGvdw). Frequently,
it is assumed to be linear in the solvent-accessible surface area,
with a positive surface tension (γ) that is independent of the prop-
erties of the molecule. However, we found that γ for a set of
alkanes differed from that for four configurations of decaalanine,
and γ = −5 was negative for the decaalanines. These findings con-
flict with the notion that ΔGvdw favors smaller A. We broke ΔGvdw

into the free energy required to exclude water from the vdw cavity
(ΔGrep) and the free energy of forming the attractive interactions
between the solute and solvent (ΔGatt) and found that γ < 0 for the
decaalanines because −γatt> γrep and γatt< 0. Additionally, γatt and
γrep for the alkanes differed from those for the decaalanines, im-
plying that none of ΔGatt, ΔGrep, and ΔGvdw can be computed with
a constant surface tension. We also showed that ΔGatt could not be
computed from either the initial or final water distributions, imply-
ing that this quantity is more difficult to compute than is some-
times assumed. Finally, we showed that each atom’s contribution
to γrep depended on multibody interactions with its surrounding
atoms, implying that these contributions are not additive. These
findings call into question some hydrophobic models.

hydration | free energy of solvation

Many techniques in computational biophysics require the
computation of free-energy differences. However, directly

computing these free-energy differences with quantum or clas-
sical molecular dynamics (MD) methods has proven challenging
because doing so requires long simulation times. To make such
computations more tractable, techniques have been developed
based on the observation that these free-energy changes could be
computed by combining estimates of the changes in vacuum, where
they are usually easier to compute, with estimates of the solvation
energies (ΔG) of the initial and final states (1, 2).
One common technique for computing ΔG is to break it into

electrostatic (ΔGel) and hydrophobic (ΔGvdw) terms (3, 4). In this
breakdown, ΔGvdw is the free energy required to place an un-
charged van der Waals (vdw) cavity into solution, and ΔGel is the
free energy of charging the cavity once it has been placed into
solution. Several techniques, including the Poisson–Boltzmann
equation (5), the generalized Born model (6), structured contin-
uum approaches (7–9), and integral equation methods (10), have
been developed to compute ΔGel. In the present study, we con-
tinue a study of ΔGvdw begun previously (11–13).
Many models have been constructed to compute ΔGvdw. The

first of these models, and perhaps the most widespread, is

ΔGvdw = γvdw A+ b; [1]

where γvdw is a positive constant independent of the properties
of the molecule and b is the energy of solvating a point-like solute
(2, 14–17). This model follows from assuming that ΔGvdw for
microscopic cavities should scale with A in the same manner

as for macroscopic cavities (18). Alternatively, several studies
have pointed out that experimental measurements often are
not consistent with Eq. 1 (19–27). These studies have argued that
ΔGvdw should be split into purely repulsive (ΔGrep) and attrac-
tive (ΔGatt) parts:

ΔGvdw =ΔGrep +ΔGatt: [2]

Often, this breakdown follows that of Weeks et al. (19) and
Chandler et al. (20). These studies usually then proceed to assume
that ΔGrep is a linear function of A or the molecular volume (V),

ΔGrep = γrep A+ b;  or [3]

ΔGrep = ρrepV + b;  or [4]

ΔGrep = γrep A+ ρrepV + b; [5]

where γrep and ρrep are positive constants independent of the prop-
erties of the molecule. Studies (28–31) have argued that ΔGrep
should obey Eq. 3 for large solute molecules, Eq. 4 for small solutes,
and Eq. 5 in a cross-over regime. Alternatively, one could construct
other functional forms that would approach Eqs. 3 and 4 in the
appropriate limits, such as

ΔGrep = 1
.��

1
�
γrep A

�
+
�
1
�
ρrepV

��
: [6]

Some researchers (23, 24, 27) have then estimated ΔGatt by in-
tegrating over approximate solvent densities:

Significance

The solvation free energy of a molecule includes the free en-
ergy required to remove solvent from what will become the
molecular interior and the free energy gained from dispersive
interactions between the solute and solvent. Traditionally,
these free energies have been assumed to be proportional to
the surface area of the molecule. However, we computed these
free energies for a series of alkanes and four configurations of
decaalanine and showed that although these free energies
were linear in the surface area for each set of molecules, each
atom’s contributions to these energies depended on correla-
tions with its surrounding atoms. The atomic contributions to
these energies were therefore not additive. This finding sug-
gests that most current hydrophobic models are unsatisfactory.
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ΔGatt = hUattð1Þiρ; [7]

where this average was taken over ρ, an approximate solvent
distribution, and Uatt was the attractive dispersive interaction
energy between the solute and solvent, as described in Materials
and Methods.
In three previous studies, we obtained computational results

that appeared to contradict some common expectations of ΔGvdw
(11–13). For example, the idea that ΔGvdw drives the initial col-
lapse during protein folding by opposing the formation of cavities
in the solvent with an energy penalty that increases with A has
frequently been discussed (2, 32, 33). However, in the first of our
studies (11), where we computed ΔGvdw for a series of glycine
peptides ranging in length from 1 to 5 monomers, we found that
although ΔGvdw was linear in the number of monomers, as would
be expected if it scaled with A, ΔGvdw was negative and decreased
with the number of monomers, seemingly implying that γvdw was
negative. In the second of our studies (12), we computed ΔGvdw
for a set of decaalanine conformations and found that ΔGvdw was
negative for these peptides as well. Finally, in the third study (13),
we computed ΔGvdw for a series of alanine peptides ranging in
length from 1 to 10 monomers, with the peptides either held in
fixed, extended conformations or allowed to assume a normal
distribution of conformations. We once again found that ΔGvdw
was negative, and it decreased with the number of monomers
when the peptides were held in extended conformations but in-
creased with the number of monomers when the peptides were
allowed to adopt a normal distribution of conformations.
To better understand these findings, here we computed with

free-energy perturbation (FEP) (34, 35) not just ΔGvdw but also
ΔGrep and ΔGatt for four conformations of decaalanine from
a previous study (12) and a series of alkanes that has been
examined in the literature (22). As discussed below, none of

Eqs. 1 and 3–7 are consistent with our data. Each atom’s con-
tributions to ΔGrep, ΔGatt, and ΔGvdw appear to depend on their
chemical surroundings and the geometry of the molecular
surface. We do not know of a theory that can explain the cal-
culations presented here.

Results
In Table 1 ΔGrep, ΔGatt, and ΔGvdw are shown. As expected,
ΔGrep and ΔGatt were highly correlated with A, and ΔGvdw was
highly correlated with A for the decaalanine conformers. The
significantly weaker correlation between ΔGvdw and A for the
alkanes may be attributable to the small range of ΔGvdw for these
molecules, about 2.0 kcal/mol. Estimates of γrep, γatt, and γvdw
from least-squares fits between these energies and A are shown
in Table 1, along with the Pearson’s correlation coefficients (R2)
of these fits. Plots of ΔGrep, ΔGatt, and ΔGvdw against A are
shown in SI Appendix, Figs. S2 and S3.
As a test of the convergence of ΔGrep and ΔGatt for the

alkanes and ΔGrep for the decaalanines, we compared the esti-
mates obtained from forward FEP to those obtained from
backward FEP. To test the convergence of ΔGatt for the deca-
alanines, we computed estimates from simulations that were half
as long. To compute ΔGvdw for the decaalanines, we combined
ΔGrep computed with forward FEP with ΔGatt from the longer
simulations. To compute ΔGvdw for the alkanes, we combined
estimates of ΔGrep and ΔGatt obtained from forward FEP. The
energies given by the presumably less accurate calculations dif-
fered by at most 0.57 kcal/mol from those given by the more
accurate simulations. Additionally, our estimates of ∂ΔGrep/∂λ
and ∂ΔGatt/∂λ varied smoothly with λ, indicating that our results
were converged. Plots of ∂ΔGrep/∂λ and ∂ΔGatt/∂λ versus λ for
one of the decaalanine conformations are shown in SI Appendix,
Fig. S1, and the other estimates of ΔGrep, ΔGatt, and ΔGvdw are
shown in SI Appendix, Table S1. The estimates of ΔGrep, ΔGatt,

Table 1. FEP estimates of ΔGrep, ΔGatt, and ΔGvdw and statistics of linear regressions between either ∂ΔGrep/∂xi or ∂ΔGatt/∂xi
and ∂A/∂xi

Molecule A, Å2 V, Å3 ΔGrep ΔGatt ΔGLRT
att ΔGSSP

att ΔGvdw

Perturbative data

γderrep R2 γderatt R2

Decaalanines
d 1,510 3,084 94.22 −71.05 −71.49 −86.58 23.17 46 0.83 −19 0.43
d1 1,172 2,670 79.49 −54.91 −50.57 −68.46 24.58 44 0.84 −21 0.25
d2 1,267 2,797 83.77 −59.76 −55.02 −73.96 23.01 44 0.82 −21 0.29
d3 1,424 2,994 90.47 −67.10 −60.28 −83.32 23.37 42 0.81 −28 0.30

γ 43 −48 −56 −62 −3
R2 1.00 0.97 0.91 0.91 0.96

Alkanes
Methane 195 253 6.73 −4.24 −4.10 −4.22 2.49 45 1.00 −3 0.99
Ethane 236 331 9.33 −6.76 −6.47 −6.84 2.57 47 0.99 −5 0.84
Propane 272 403 11.64 −8.97 −8.60 −9.19 2.67 50 0.97 −8 0.85
Butane 305 471 14.10 −11.02 −10.56 −11.37 3.08 52 0.96 −10 0.77
Pentane 339 542 16.58 −12.99 −12.33 −13.43 3.59 51 0.94 −11 0.69
Hexane 371 609 18.52 −14.97 −14.25 −15.67 3.55 51 0.95 −11 0.66
Isobutane 301 467 13.82 −10.87 −10.40 −11.20 2.95 53 0.97 −11 0.85
2-Methylbutane 330 530 16.35 −12.73 −12.16 −13.23 3.62 53 0.95 −13 0.72
Neopentane 323 521 14.93 −12.56 −10.85 −10.83 2.37 57 0.98 −17 0.90
Cyclopentane 308 483 14.34 −12.43 −10.86 −10.71 1.91 51 0.91 −12 0.68
Cyclohexane 331 537 16.16 −14.13 −12.15 −12.11 2.03 49 0.89 −14 0.54

γ 69 −64 −58 −62 5
R2 0.99 0.97 0.99 0.97 0.16
ρ 33 −31 −28 −30 2
R2 0.99 0.98 0.99 0.95 0.14 *

*All energies (ΔGrep, ΔGatt, ΔGLRT
att , ΔGSSP

att , and ΔGvdw) are in units of kcal/mol. All surface tensions (γ, γderrep, and γderatt ) are in units of cal/mol per Å2. All ρ are in
units of cal/mol per Å3.

14682 | www.pnas.org/cgi/doi/10.1073/pnas.1406080111 Harris and Pettitt

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1406080111/-/DCSupplemental/pnas.1406080111.sapp.pdf
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1406080111/-/DCSupplemental/pnas.1406080111.sapp.pdf
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1406080111/-/DCSupplemental/pnas.1406080111.sapp.pdf
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1406080111/-/DCSupplemental/pnas.1406080111.sapp.pdf
www.pnas.org/cgi/doi/10.1073/pnas.1406080111


and ΔGvdw for the alkanes were in good agreement with results
reported elsewhere (22).
In agreement with our previous studies (12, 13), γvdw < 0 for

the decaalanines. By breaking ΔGvdw into ΔGrep and ΔGatt we
saw that γvdw was negative because, although increasing the sur-
face area led to increasingly unfavorable ΔGrep (γrep > 0), this
energy penalty was more than offset by the increasingly favorable
attractive interactions between the solute and solvent (γatt < 0,
and −γatt > γrep.).
As shown in Table 1, γatt for the alkanes differed from that for

the decaalanines. This finding is in agreement with previous studies
that ΔGatt is not a simple function of A (19–27), and it implies that
ΔGvdw ≡ ΔGatt +ΔGrep is also probably not a simple function of A.
Attempting to estimate ΔGvdw with a single γvdw independent of
the other properties of the molecule is probably not possible.
For the alkanes both linear response theory (LRT) and the

single-step perturbation (SSP) methods yielded acceptable esti-
mates of ΔGatt, and for the decaalanines LRT yielded estimates
that were within 10 kcal/mol of the results given by FEP (1).
However, SSP yielded clearly worse estimates of ΔGatt for the
decaalanines, and both methods overestimated γatt for the dec-
aalanines by more than 5 cal/mol per Å2. These findings imply
that SSP may not give good estimates of ΔGatt for some systems.
Instead, the change in the water distribution that occurs when
the dispersive interactions are turned on would need to be taken
into account. Additionally, the decaalanines examined here were
smaller than many systems of interest in biophysical problems
(e.g., globular proteins). Further work will be needed to determine
whether these conclusions hold for larger biomolecules. Plots of
ΔGlrt

att and ΔGssp
att versus A are shown in SI Appendix, Fig. S2.

Table 1 also shows that γrep for the decaalanines differed sig-
nificantly from γrep for the alkanes. This observation implies that
even if a theory were created that could predict ΔGatt, estimating
ΔGrep by assuming that it is linear in A with a surface tension that is
independent of the properties of the molecule may not be possible.

Perturbative Derivative Calculations. We used Eqs. 19 and 20 to in-
vestigate how small changes in atomic coordinates affect ΔGatt and
ΔGrep, and we plotted the resulting derivatives against ∂A/∂xi. If
ΔGrep and ΔGatt were simply linear functions of A, the slopes of the
resulting least-squares lines would provide perturbative estimates,
γderrep and γderatt , of γrep and γatt. Table 1 lists γderrep and γderatt for the
molecules in this study, along with the R2 of the related least-
squares lines. SI Appendix, Fig. S6 is a plot of ∂ΔGatt/∂xi versus
∂A/∂xi for the decaalanine conformations, and SI Appendix, Fig.
S7 includes plots of ∂ΔGrep/∂xi and ∂ΔGatt/∂xi versus ∂A/∂xi for
the alkanes.
The data in Table 1 show that γderatt ≠ γatt for any of the systems

in this study, and in general ∂ΔGatt/∂xi, with a few exceptions, was
not strongly correlated with ∂A/∂xi. These findings may indicate
that ΔGatt is not truly a simple linear function of A but instead
must be computed with a more robust theory, as discussed in
several previous studies (19–27).
To ensure that the estimates of ∂A/∂xi used to generate Table 1

were accurate, finite difference estimates of these derivatives
were computed by moving each atom by 0.0001 A in each di-
rection. The finite difference estimates of these derivatives were
nearly identical to those given by PROGEOM (R2 > 0.99999,
and the slopes of the least-squares lines were between 0.99 and
1.01). To check that ∂ΔGrep/∂xi and ∂ΔGatt/∂xi had converged,
the estimates used to generate Table 1 were compared with esti-
mates obtained by using only the first halves of the trajectories.
The results from this second computation were nearly identical to
those used to construct Table 1 (R2 > 0.99, with slopes between
0.96 and 1.03).
Additionally, γderrep ≠ γrep for the alkanes (Table 1). In combi-

nation with the observation that γrep for the alkanes differed

from that of the alkanes, this observation appears to imply that
ΔGrep is not a simple linear function of A.
As can be seen in Table 1, γderrep ≈ γrep for the decaalanines,

but the correlation between ∂ΔGrep/∂xi and ∂A/∂xi (R2 ∼ 0.85)
was weaker than that between ΔGrep and A (Table 1 and Fig. 1B).
This weaker correlation could indicate that the good correlation
between A and ΔGrep observed in Table 1 may be attributable to
cancellations among small deviations from linearity. This obser-
vation may have implications for applications where the changes
in ΔGrep arising from small perturbations of a structure, such as
the rotation of a side chain or the addition or deletion of a few
atoms, are estimated. Predicting such free-energy changes by
simply assuming that changes in ΔGrep, ΔGatt, or ΔGvdw should
be proportional to changes in A may not be accurate.
Fig. 1B shows that for four of the atom types in the decaalanines

(CT3, HA, HB, and O, corresponding to the β-C and terminal
carbons, the hydrogens that bind to the β-C, the hydrogens that bind
to the α-C, and the backbone oxygens, respectively), ∂ΔGrep/∂xi is
roughly linear in ∂A/∂xi, although the correlations between these two
quantities are not perfect. However, for the atoms of type CT1
(α-C), no clear relationship between ∂ΔGrep/∂xi and ∂A/∂xi was seen,
and for atom types NH1 (backbone nitrogen) and C (carbonyl
carbon), ∂ΔGrep/∂xi actually appeared to decrease with increasing
∂A/∂xi. These findings are confirmed in Fig. 1C, where the proba-
bility densities (f) of the angles (θ) between the vectors ∇iA and
∇iΔGrep, where ∇i = (∂/∂xi, ∂/∂yi, ∂/∂zi) and (xi, yi, zi) were the
coordinates of the center of atom i, are plotted as functions of θ.
Although f(θ) was peaked at 0° for atom types CT3, HA, HB, and
O, f(θ) was peaked at 180° for atom types NH1 and C, and f(θ) had
no clear peak for atom type CT1.
Atom types CT3, HA, HB, and O all make up significant

portions of the decaalanine solvent-accessible molecular sur-
face (Fig. 1D), and they typically have a single, continuous
solvent-accessible surface patch. Moving these atoms further
into the solvent (thereby increasing ΔGrep) should also increase A.
Conversely, although atoms of type CT1 have large solvent-
accessible regions, these regions are broken up into several sepa-
rate patches. Moving these atoms in one direction may increase
the sizes of some of these patches while decreasing the sizes
of others. This more complicated surface geometry probably
explains why θ was not strongly peaked for the CT1 atoms. In
contrast, atom types NH1 and C typically only have small patches
of solvent-accessible surface. If such a patch lies at the bottom
of a deep depression on the molecular surface, then moving the
corresponding atom further into the solvent may increase its
solvent-accessible surface area but may actually decrease A by
burying solvent-accessible areas of neighboring atoms. An example
of such an apparent anomaly is seen in Fig. 1D, where the solvent-
accessible surface area of the carbonyl carbon of the second resi-
due in one of the decaalanines (d) is shown, along with a vector
pointing in the opposite direction of ∇iA. Moving this atom in this
direction initially decreases A (Fig. 1A), but after moving this
atom in this direction by about 1 A, further motion of the atom in
this direction would increase A. Apparently, whether ΔGrep will
increase and at what rate when an atom is moved depends not
just on the change in A but on the arrangement of neighboring
atoms and the local geometry of the molecular surface. In turn,
because ΔGrep appears to depend on multibody interactions, the
atomic contributions to ΔGrep do not appear to be additive.

Considering the Molecular Volume as a Confounding Variable. As
shown above, γrep for the decaalanines differed from that for the
alkanes, γrep ≠ γderrep, and for some atom types in the decaalanines
∂ΔGrep/∂xi was not linear in ∂A/∂xi. These observations imply that
ΔGrep is not a function only of A, but at first glance they might
appear to be consistent with the idea that ΔGrep is a function
(f(A, V)) of A and V, approaching Eq. 3 for large molecules and
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Eq. 4 for small molecules, as has been widely discussed (28–31).
However, for the systems presented here V is very nearly linear in A,

V = αA+ c+ δðxÞ; [8]

where α = 2.3 Å and c = −216 Å3 are fit constants, R2 = 0.998,
and δ is a function of the coordinates of the atomic centers,
defined by Eq. 8. Thus, the problem of fitting these data against
models that contain both A and V, such as Eqs. 5 and 6, is not well-
posed. However, we do feel that the results in this study, combined
with Eq. 8, can be used to place constraints on a putative f(A, V).
Eq. 8 implies

∂V=∂xi = α∂A=∂xi + ∂δ=∂xi: [9]

Plots of ∂V/∂xi versus ∂A/∂xi yielded estimates of α = 2.0 for the
alkanes, 2.2 for the decaalanines, and 2.1 when the two data sets
were considered together. The R2 of the least-squares lines were
0.97, 0.75, and 0.84.
If ∂f/∂A, ∂f/∂V, and ∂δ/∂A do not change significantly for a data

set and ΔGrep = f(A, V), then the slope of a plot of ΔGrep versus
A will be

df=dA= ∂f=∂A+ ð∂f=∂V Þð∂V=∂AÞ [10]

= ∂f=∂A+ ½α+ ∂δ=∂A�ð∂f=∂V Þ: [11]

For the data in the present study, δ had no clear dependence
on A.
Eq. 11, combined with the observations that γrep for the alkanes

differed from that for the decaalanines and that δ has no clear
dependence on A, leads us to conclude that if ΔGrep = f(A, V), then
f(A, V) cannot be a linear function of some combination of A and V,

as in Eq. 5, because then ∂f/∂A and ∂f/∂V would be equal in the two
data sets and thus their γrep would be equal.
Next, note that

df=dxi = ð∂A=∂xiÞ
�ð∂f=∂AÞ+ ½α+ ∂δ=∂A�ð∂f=∂V Þ�

+ ð∂f=∂V Þð∂δ=∂xiÞ:
[12]

From Eqs. 11 and 12, we see that if ΔGrep = f(A, V) is simply
a function of A and V, ∂f/∂A, ∂δ/∂A, and ∂f/∂V do not change
much for a set of molecules, and Eq. 8 holds for that set of
molecules, the least-squares line of a plot of ΔGrep versus A
should have the same slope as one for a plot of ∂ΔGrep/∂xi versus
∂A/∂xi. However, γrep ≠ γderrep for the alkanes, and for some of the
atom types in the decaalanines ∂ΔGrep/∂xi was not even linear in
∂A/∂xi. We are therefore left with two possibilities: either ΔGrep
cannot be written as a function of only A and V; or ∂f/∂A, ∂δ/∂A,
and ∂f/∂V are not roughly constant for each of the two molecular
sets examined here but vary in some way that allows the slopes of
the two plots to be different but still maintain apparent linear
relationships between ΔGrep and A, and ∂ΔGrep/∂xi and ∂A/∂xi.

Discussion
In this study, we computed the solvation free energy (ΔGvdw) of
an uncharged vdw cavity into water by computing ΔGrep and
ΔGatt for a series of alkanes and four configurations of deca-
alanine. As expected, ΔGatt and ΔGrep were linear in A for both
the decaalanines and the alkanes, and ΔGvdw was linear in A for
the decaalanines. Although the correlation between ΔGvdw and
A was weak for the alkanes, this poor correlation could be at-
tributable to insufficiently accurate estimates of ΔGrep and ΔGatt
and the geometric contributions of the branched alkanes.
We found that γvdw < 0 for the decaalanines. This finding seems

to indicate that whether ΔGvdw favors extended or compact con-
formations is system dependent. Repeating these calculations with

A

B

C D

Fig. 1. (A) Solvent-accessible surface area (A, a) of
the decaalanine d as a function of the displace-
ment (δx) of atom 15 along the vector (−∇iA) in
which A, a would decrease as rapidly as possible. (B)
Derivatives (∂ΔGrep/∂xi) of the repulsive component
(ΔGrep of the energy required to create a vdw
cavity with respect to the atomic coordinates
(xi) as a function of the derivatives ∂A/∂xi for all
atoms in the four decaalanines. The points are
colored by the atom types in the CHARMM
force field. (C ) Probability densities (f) of the
angle (θ) between ∇iA and ∇iΔGrep. (D) View of
part of the solvent-accessible surface of the deca-
alanine d. The solvent-accessible surface area of
atom 15 (a carbonyl carbon) is the small purple
patch near the base of the purple arrow, which
points in the direction of −∇iA for this atom. Atoms
of type C (except for atom 15) are colored black,
atoms of type CT1 are colored orange, atoms of
type NH1 are colored dark blue, and all other atom
types have the default coloring in the VMD mo-
lecular viewing program (36).
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larger and bulkier peptide side chains could provide insight into why
such residues are usually buried in protein interiors. The current
finding is, however, in agreement with our findings in earlier studies
(11, 13) that ΔGvdw became increasingly negative as the number of
monomers was increased for glycine and alanine peptides. By di-
viding ΔGvdw into ΔGrep and ΔGatt we found that γvdw < 0 for the
decaalanines because, although increasing A increases the cost of
excluding the water (γrep > 0), this cost is more than compensated
for by the increased favorable dispersive interactions between the
water and the peptide (γatt < 0, and −γatt > γrep).
Our analysis also allowed us to test the simple theories of hy-

drophobic solvation listed in the Introduction. Although ΔGvdw
generally increased with A for the alkanes, γvdw < 0 for the dec-
aalanines. In combination with the observation that both sets of
systems provided different estimates of γrep and γatt, this finding
may indicate that Eq. 1 is invalid because the proposed γvdw is not
independent of the other properties of the molecule and the
details of the correlations with solvent.
Eq. 3 also appears to be inconsistent with our results because the

value of γrep obtained for the alkanes differed from that obtained
for the decaalanines, also because γderrep ≠ γrep for the alkanes, and
finally because ∂ΔGrep/∂xi was not always linear in ∂A/∂xi. Indeed,
for some atom types in the decaalanines ∂ΔGrep/∂xi was linear in
∂A/∂xi, but the slope of the least-squares line was negative. This
finding is difficult to explain without taking into account the
effects of multibody correlations with neighboring solute atoms,
as described in Results. Although ΔGrep was linear in A for both
the alkanes and decaalanines, the idea that ΔGrep can be com-
puted for molecular-scale cavities with a single, universal surface
tension is probably invalid.
Although these results demonstrate that ΔGrep is not simply

a linear function of A (Eq. 3) for these molecules, they may at first
glance appear to be consistent with the idea that ΔGrep is actually
a function of both A and V (f(A, V)). However, as we discussed in
Results, V was nearly linear in A for the systems in this study, so
unambiguously fitting against models similar to those in Eqs. 5
and 6 was not a well-posed problem. Additionally, the linear de-
pendence of V on A combined with the observations that γrep for
the alkanes differed from that of the decaalanines, that γrep ≠ γderrep
for the alkanes, and that for some of the atom types in the dec-
aalanines ∂ΔGrep/∂xi was not linear in ∂A/∂xi places strong con-
straints on the form of any such function f(A, V). In particular,
models of the form in Eq. 5 are not consistent with these results.
Finally, our results indicate that even if ΔGrep were given,

ΔGvdw might be difficult to compute because Eq. 7 cannot be
used to compute ΔGatt for the decaalanines. Although SSP theory
could predict ΔGatt for the alkanes, regardless of whether the
initial or final water distributions were considered, it could not do
so for the decaalanines. Instead, the change in water distributions
between the initial and final states had to be considered.
In conclusion, we found that none of ΔGrep, ΔGatt, and ΔGvdw

were simple functions of A and V over a range of alkanes and
decaalanine conformers. Instead, these free energies appear to
depend on multibody interactions with their neighboring atoms,
the shape of the molecular interface, and on subtle changes in
the water density surrounding the molecule when the attractive
interactions are turned on. A successful hydrophobic theory will
have to account for these interactions, and Eqs. 1 and 3–7 do not
appear to be consistent with these findings.

Materials and Methods
All MD simulations were run with a modified version of NAMD (nanoscale
molecular dynamics) 2.9 (37). SHAKE was used to constrain the hydrogens.
All simulations used the TIP3P (transferable intermolecular potential 3 point)
water model modified for use with the CHARMM (chemistry at Harvard
macromolecular mechanics) force field (38, 39), a constant temperature of
300 K, a constant pressure of 1 atm, periodic boundary conditions, particle
mesh Ewald for the electrostatics, and a 2-fs time step (37). All A, V, and their

derivatives with respect to the atomic coordinates were computed with the
ALPHASURF program in the PROGEOM package (40), modified to weight each
atom by 1. The solvent-accessible surface as defined by Lee and Richards was
used (41), with the vdw radii taken from the CHARMM 22 force field for
alanine and from the parameters used by Gallicchio et al. for the alkanes
(22). A probe radius of 1.7682 Å was used rather than the normal choice of
1.4 Å because it was the radius of the oxygen atom in the water model. This
choice also led to slightly better correlations between ΔGrep and A.

Structure Preparation. The decaalanine structures were taken from a previous
study (12). The structures we used were identified in that study as extended
(d), denatured 1 (d1), denatured 2 (d2), and denatured 3 (d3). The param-
eters for the decaalanines were taken from the CHARMM 22 force field (38),
and the parameters for the alkanes were taken from a previous study (22).
The atoms of the decaalanines were fixed during all simulations. The alkanes
were created in ideal configurations and allowed to move freely during the
calculations of ΔGrep and ΔGatt. For the simulations from which ∂ΔGrep/∂xi
and ∂ΔGatt/∂xi were computed, the configurations of the alkanes were fixed
in the configurations obtained after minimization and equilibration in the
initial and final frames of the computation of ΔGatt. Because we were not
concerned with electrostatics in these calculations, all simulations were run
with uncharged solutes.

Free-Energy Definitions. We defined ΔGrep as the free-energy difference
between a system where the solute did not interact with the water and one
where the interaction potential was given by the repulsive part of the
Weeks–Chandler–Andersen decomposition (19, 20) of Uvdw:

Urep = «ij
X

8>><
>>:

	
rmin
ij

rij


12
− 2

	
rmin
ij

rij


6
+ 1 if  rij < rmin

ij

0 otherwise,

[13]

where «ij is the well depth and rmin
ij the location of the minimum of Uvdw. The

energy difference between a system where the interaction potential be-
tween the solute and the water was Urep and a system where it was Uvdw then
gave ΔGatt. This process can also be considered to be the addition of an at-
tractive potential (Uatt ≡ Uvdw − Urep) to a system where the interaction energy
between the solute and the solvent was Urep. We then defined ΔGvdw ≡ ΔGrep +
ΔGatt. For this process of first creating the repulsive cavity and then turning on
the attractive potential, ΔGatt, ΔGrep, and ΔGvdw are all well-defined.

Free-Energy Calculations. We computed ΔGrep and ΔGatt by backward and
forward FEP (34, 35). Although FEP estimates of solvation free energies
converge more rapidly if they are performed by inserting the particle (42, 43),
the differences between the results obtained with backward and forward FEP
provide rough estimates of the errors in the calculations. In FEP a desired
free-energy difference is computed by linking the initial and final states with
a coupling parameter λ to create a λ-dependent potential (U(λ)), where U(0) is
the interaction potential between the solute and the solvent in the initial
state and U(1) is the interaction potential in the final state. For the compu-
tation of ΔGrep U(0) = 0, U(1) = Urep, and if rijðλÞ= ðr2ij + ð1− λÞðrmin

ij Þ2Þ1=2 then

UðλÞ= λ«ij
X

8>><
>>:

	
rmin
ij

rij ðλÞ


12
− 2

	
rmin
ij

rij ðλÞ


6
+ 1 if  rij < rmin

ij

0 otherwise:

[14]

For the computation of ΔGatt, U(0) = Urep, U(1) = Uvdw, and

UðλÞ=Urep + λUatt: [15]

For the computation of ΔGrep for the alkanes, λ-space was divided into
100 equally spaced windows. First, each configuration of decaalanine was
placed in a water box and underwent 5,000 steps of minimization with the
solute atoms fixed. These structures were then equilibrated at each λ-value.
During this equilibration, the temperature of the solute was raised from 25
to 300 K in increments of 25 K with simulations of 2 ps at each temperature.
Production simulations of 10 ps were run at each λ-value. Snapshots were
taken every 0.2 ps, and these frames were used in the FEP calculations. For
the computation of ΔGatt for the alkanes, λ-space was divided into 20
equally spaced windows, and equilibrated structures at each λ value were
generated as before. Simulations of 200 ps were then run at each λ-value.
Snapshots were taken every 2 ps.

For the computation of ΔGatt for the decaalanines, λ-space was divided
into 20 equally spaced windows, and equilibrated structures were obtained
at each λ-value as described above. Simulations of 10 ps were then run at
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each λ-value. Snapshots were taken every 0.2 ps, and these frames were used
in the FEP. These simulations were then repeated but run for 20 ps at each
λ-value to verify that the original simulations had converged. For the compu-
tation ofΔGrep for the decaalanines, λ-space was initially divided into 20 equally
spaced windows, simulations of 1 ns were run at each λ-value, and snapshots
were taken every 0.2 ps. To reach convergence, for any window in λ-space, if
the estimate of the free-energy change across this window from forward FEP
differed from that given by backward FEP by more than 1.0 kcal/mol divided by
the total number of windows, the window was divided into two by inserting
a new λ-value in between. This process was iterated until reasonable estimates
were obtained. The final estimates of ΔGrep for d used 89 windows, d1 used
93 windows, d2 used 97 windows, and d3 used 115 windows.

LRT and SSP. The LRT is an approximate method of computing free-energy
changes between systems when the perturbing potential is small. In LRT,
ΔGatt is estimated by

ΔGLRT
att = 1=2

�
ÆUattð1Þæ0 + ÆUattð1Þæ1

�
, [16]

where the averages are taken over the ensembles defined by Urep and Uatt.
If the relative probabilities of different configurations of the system do not
change much between these two ensembles, then ΔGatt can be approxi-
mated by SSP either by

ΔGSSP
att = ÆUattð1Þæ0 [17]

or

ΔGSSP
att = ÆUattð1Þæ1, [18]

as has been attempted in several studies (23, 24, 27).

The simulations for the LRT and SSP calculations were obtained by running
1-ns simulations in the initial and final ensembles with the same conditions
as used for the FEP calculations. Because the values of ΔGSSP

att obtained from
Eqs. 17 and 18 should be equal if the assumptions of SSP are valid, either
equation could have been used to test the validity of SSP. The values quoted
here were obtained from Eq. 18.

Free-Energy Derivatives. In addition to computing ΔGrep and ΔGatt, we
also computed their derivatives with respect to the atomic coordinates
(xi). If ΔGrep and ΔGatt are linear functions of either A or V, then these
derivatives will be proportional to either ∂A/∂xi or ∂V/∂xi. We computed
∂ΔGrep/∂xi by

∂ΔGrep
�
∂xi = Æ∂Urep

�
∂xiærep, [19]

where this average was taken in the ensemble defined by Urep. We used LRT
to estimate ∂ΔGatt/∂xi:

∂ΔGatt=∂xi ≈ 1=2
�
Æ∂Uattð1Þ=∂xiæ0 + Æ∂Uattð1Þ=∂xiæ1

�
: [20]

These derivatives were computed from the same simulations used to compute
the LRT and SSP estimates of ΔGatt.
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