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Abstract

There has been little research on the fluency of language production and individual differences 

variables, such as intelligence and executive function. In this study, we report data from 106 

participants who completed a battery of standardized cognitive tasks and a sentence production 

task. For the sentence production task, participants were presented with two objects and a verb and 

their task was to formulate a sentence. Four types of disfluency were examined: filled pauses (e.g. 

uh, um), unfilled pauses, repetitions, and repairs. Repetitions occur when the speaker suspends 

articulation and then repeats the previous word/phrase, and repairs occur when the speaker 

suspends articulation and then starts over with a different word/phrase. Hierarchical structural 

equation modeling revealed a significant relationship between repair disfluencies and inhibition. 

Conclusions focus on the role of individual differences in cognitive ability and their role in models 

and theories of language production.

Keywords

language production; speech fluency; intelligence; executive function; disfluency; inhibitory 
control; inhibition

1.0 Introduction

Naturalistic speech is often disfluent (Maclay & Osgood, 1959). It has been estimated that 

disfluencies occur on average six to ten times per 100 words (Fox Tree, 1995; Shriberg, 

1996, 2001). In this study, we focused on four types of disfluency. The first are filled 

pauses, such as uh and um. The second are unfilled (or silent) pauses. The third are 

repetitions, which refer to unintended repeats of a word or a string of words (e.g., the papaya 
… the papaya was sweet). The fourth are repairs. A repair occurs when a speaker stops 
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speaking and then starts over with some new word or phrase (e.g., the mango … papaya). 

Different types of disfluency are thought to arise from a variety problems and difficulties in 

the course of speaking (Arnold, Tanenhaus, Altmann, & Fagnano, 2004; Bock, 1996; 

O’Connell & Kowal, 2005). Filled pauses, for example, often occur at sentence initial 

positions, which suggests that they are linked with planning difficulty (Bortfeld, Leon, 

Bloom, Schober, & Brennan, 2001; Clark & Fox Tree, 2002). Other work has suggested that 

filled pauses serve a variety of other more “pragmatic” functions, such as an announcement 

that new information is upcoming and as a tool for managing turn-taking in conversation 

(e.g., the speaker has more to say and wants to continue “holding the floor”). In contrast, 

unfilled pauses, repetitions, and repairs are more directly indicative of processing difficulty 

within the language production system, for example, planning what is to be said, retrieving 

words, formulating phrasal structure, etc. (Barr, 2001; Clark, 1994; Clark & Wasow, 1998; 

Fox Tree & Clark, 1997).

One prominent model designed to capture the processes and demands of language 

production was proposed by Levelt (1983, 1989, 1999). His model consists of three main 

stages: conceptualization, formulation, and articulation. The fundamental idea is that a non-

linguistic representation is sequentially elaborated lexically, syntactically, and 

phonologically in the course of speaking (Bock & Levelt, 1994; Ferreira & Engelhardt, 

2006). Many models, including Levelt’s, additionally assume the existence of a monitor, 

which is a mechanism whereby speakers check the appropriateness of their speech prior to 

articulation (for reviews, see Blackmer & Mitton, 1991; Hartsuiker & Kolk, 2001; Postma, 

1997, 2000). The speech monitor in Levelt’s model is a centralized mechanism that receives 

the output from the conceptualization and formulation stages, and it operates by perceiving 

internal speech. This occurs as the production system incrementally produces phonetic 

plans, which are stored in a buffer prior to articulation. It has been estimated that articulation 

takes place 200–250 ms after the creation of a phonetic plan (Postma, 2000), which 

corresponds to the time that information is stored in the buffer. The speech monitor, which 

“listens” to or comprehends inner speech, is assumed to require processing time in the 

neighborhood of 150–200 ms (Marslen-Wilson & Welsh, 1978). These timing estimates 

therefore, suggest that the language production system has at most 100–150 ms to detect an 

error, and then initiate a correction so that the error does not become part of the speech 

signal (Nooteboom, 1980).

1.1 Intelligence and Executive Function

An important, but understudied, factor in the production of disfluency is individual 

differences. The mean distribution, as assessed by several corpus analyses, is six-to-ten 

disfluencies per 100 words. However, individual speakers vary by up to three times that 

amount (Shriberg, 2001), and individuals also differ in the types of disfluency they tend to 

produce (Bortfeld et al., 2001). The current study focuses on individual differences in 

disfluency production, and whether intelligence and/or executive functions have an 

influence both on speaker’s tendencies to be disfluent and on the types of disfluencies they 

produce. To our knowledge, there has never been a systematic investigation of these issues.
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A relationship between disfluency production and intelligence would be interesting because 

it would suggest that some problems associated with language production may be linked to 

more general processing abilities, and not to specific mechanisms of the language 

production system (e.g., the speech monitor). Relatedly, a relationship between disfluencies 

and executive function would also be interesting because it would begin to reveal how 

lower-level cognitive control mechanisms affect language outputs. Executive functions are 

typically defined as control mechanisms that regulate and modulate performance of various 

higher-order cognitive processes (Burgess, 1997; Denckla, 1996; Logan, 1985; Miyake et 

al., 2000; Rabbit, 1997).

The three most frequently postulated executive functions are set shifting, updating/

monitoring working memory, and inhibition (Miyake et al., 2000). Previous research has 

shown that these three executive functions are related to one another, but can be dissociated 

in statistical models (Duncan, Johnson, Swales, & Freer, 1997; Friedman & Miyake, 2012; 

Teuber, 1972). In the current study, we utilized four cognitive tasks that are believed to tap 

two executive functions (i.e., set shifting and inhibition). Set shifting reflects the ability to 

switch back and forth between tasks or mental sets (Mayr & Kliegl, 2000; Rogers & 

Monsell, 1995; Spector & Biederman, 1976), and a classic measure of set shifting is 

perseveration errors in the Wisconsin Card Sorting task (Stuss & Benson, 1986). Inhibition, 

on the other hand, reflects the ability to inhibit or suppress competing responses and/or 

distracting stimuli. Examples of inhibition tasks are the Stroop task and the Stop Signal task 

(Casey et al., 1997; Friedman & Miyake, 2004; Logan, 1994).

There have been many latent variable studies of executive function and intelligence. A 

prominent example was conducted by Friedman et al. (2006). Their study investigated the 

extent to which executive functions and intelligence are related to one another (see also 

Friedman et al., 2007; Kline, 1991; Miyake et al., 2000). Executive functions and 

intelligence both involve general cognitive ability, and so one would naturally expect some 

degree of shared variance (Ardila, Pineda, & Rosselli, 2000). Indeed, Jester et al. (2009) 

showed that intelligence and executive functions were correlated-dissociable factors, and 

that these abilities transmitted independently in families (see also Martin, 2001). However, 

there is variability in the amount of shared variance between the different executive 

functions and intelligence. Friedman et al. (2006) reported that the shared variance between 

intelligence and inhibition, and intelligence and set shifting was relatively low (i.e., only 2–

14% of the variance was shared). In contrast, working memory has much more shared 

variance with intelligence .70 – .79 (Ackerman, Beier, & Boyle, 2005; Friedman et al., 

2006; Friedman et al., 2007; Miyake et al., 2000).

1.2 Current Study

In the current study, we examined the relationships between intelligence and executive 

function, and how they relate to the tendency to produce different types of disfluency. The 

data for this investigation came from a large-scale research project that involved 

community-recruited adolescent and adult participants. The primary aim of that study was to 

investigate the cognitive profile of individuals with Attention-Deficit/Hyper-Activity 

Disorder (ADHD). However, the project also recruited a large number of typically-
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developing (control) participants. For the purposes of this investigation, we focused only on 

the data provided by controls. We utilized a latent-variable approach, which has several 

advantages given the goals of the study and the nature of the dataset. The first is that latent 

variables represent shared variance from multiple tasks used to tap the same underlying 

construct. Therefore, latent variables are less susceptible to idiosyncratic task properties. 

The second advantage is because measurement error is separated from a latent variable, the 

latent variable provides a purer measure of the constructs of interest. We used three subtests 

from the Wechsler Intelligence Scales (Wechsler, 1997a, 1997b) to construct a latent 

variable representing intelligence (Spearman, 1927). For executive functions, the dataset 

contained tasks that assessed both set shifting and inhibition. Participants completed the 

Wisconsin Card Sorting task and the Trail Making task, which both assess set shifting, and 

they also completed the Stop Signal task and the Stroop task, which both assess inhibition.

For inhibition, we included one additional variable, which was hyper-active/impulsive T-

scores from the Conner’s behavioral rating scale. We did this for three reasons. First, 

prominent theories of ADHD assume that deficits in inhibitory control underlie ADHD 

symptomology (Barkley, 1997; Nigg, 2001; Pennington & Ozonoff, 1996; Schachar, 

Tannock, Marriott, & Logan, 1995; Tannock & Schachar, 1996). Second, the pattern of 

correlations between hyperactive-impulsive symptoms and the two inhibition tasks 

suggested shared variance. Third, Conners questionnaires are well validated and assess 

(dys)executive symptomologies (Burgess, Alderman, Evans, Emslie, & Wilson, 1998; Nigg, 

Carr, Martel, & Henderson, 2007). Therefore, by including hyperactive-impulsive 

symptoms, the latent variable indexed executive dysfunction in everyday activities, which is 

consistent with the view of executive functions providing “control” for a wide range of 

higher-order cognitive processes (Burgess, 1997).

Our main research question was whether individual differences in disfluency production are 

more related to intelligence or to executive function. Theoretically, this question is 

important because it asks whether disfluencies are more related to low-level cognitive 

control (i.e. executive function) or whether disfluencies are more related to intelligence. We 

assume that intelligence reflects functioning across broader and wider neural networks, 

whereas executive functions reflect more specific cognitive-control abilities. To address this 

research question, we created a structural equation model that included three latent variables 

(i.e., intelligence, inhibition, and set shifting). We ensured that our data fit the model, and 

then, we added a disfluency variable. To examine the contribution of each latent variable on 

disfluency production, we used hierarchical tests.

To conduct hierarchical tests, we built pathways from each latent variable to the disfluency 

variable. We first ensured that model fit was good with disfluency included. Second, we 

sequentially set each of the pathways from the latent variables to the disfluency variable 

equal to zero. If model fit significantly decreased when a particular pathway was set to zero, 

then it indicates that there is significant variance associated with that pathway. We elected to 

test each type of disfluency separately because some have argued that the surface form of 

different types of disfluency reflect distinct problems within the production system (Garrett, 

1982). However, the literature is far from clear on this issue (for a review, see Bock, 1996). 

Maclay and Osgood (1959) reported relatively low correlations between the different types 
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of disfluency in their study, which suggests different distributions for the different categories 

or types of disfluency (see also Deese, 1980). As a hypothetical example, if unfilled pauses 

are associated with word retrieval failures and repetitions are associated with planning 

difficulty, then low correlations between unfilled pauses and repetitions would be expected. 

In contrast, if unfilled pauses occur in response to both word retrieval and planning 

problems, and vice versa for repetitions, then correlations between the two should be higher.

Filled pauses are somewhat more complex. Clark and Fox Tree (2002) argued that filled 

pauses are “helpful” collateral signals that speakers produce primarily when a delay is 

imminent. If filled pauses are indeed produced as a helpful signal rather than as a symptom 

of production difficulty, then one might expect a positive relationship between the number 

of filled pauses produced and other cognitive abilities (e.g. intelligence and executive 

function). Unfilled pauses and repetitions are sometimes referred to as covert errors, and 

have been typically linked with several issues, such as planning what is to be said, retrieving 

words, formulating phrasal structure, etc. Because covert repairs do not have a reparandum, 

it is difficult to ascertain what caused the disfluency. Repairs, in contrast, do have a 

reparandum, and are often cases in which a speaker produces the wrong word (e.g. saying 

left when right was intended). Thus, repairs are have sometimes been linked to monitoring 

failures (Levelt, 1983; Postma, Kolk, & Povel, 1990). However, the notion that particular 

types of disfluency are associated with different underlying causes remains a debated issue 

(Bock, 1996).

The goals of this study were to provide (1) a better understanding of individual differences 

in the fluency of speech production, (2) a better understanding of the role that more general 

cognitive abilities have on monitoring and error correction during language production, and 

(3) a better understanding of the different types of disfluencies and what may or may not 

cause them to occur. The findings from this study have important implications for models 

and theories of language production, and specifically, how individual differences in 

cognitive control and intelligence affect language output.

2.0 Method

2.1 Participants

Participants were 106 adolescents and adults who were recruited from the community, 

which provided a broad sample containing a wide range of abilities. Participants ranged in 

age from 14 to 35 (M = 18.8, SD = 5.13), and 60 were male. All participants completed a 

comprehensive multi-stage testing procedure. After an initial telephone screen, they 

participated in two laboratory visits.

During the first visit, participants completed a set of clinical measures, including a semi-

structured clinical interview (i.e., for adults the Structured Clinical Interview for DSM-IV, 

and for adolescents and their parents the Kiddie Schedule for Affective Disorders and 

Schizophrenia; Puig-Antich & Ryan, 1986). Participants also completed several well-

validated clinical questionnaires (e.g., Current Symptoms Scale; Barkley & Murphy, 2006; 

Young Adult Self Report Scale; Achenbach, 1991; Young Adult ADHD Rating Scale; 

Conners, Erhart, & Sparrow, 1999). During this visit, participants also completed the 
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assessments of intelligence. In the second laboratory session, participants completed a 

battery of cognitive tasks, which were administered in a fixed order (Martel, Nikolas, & 

Nigg, 2007). Table 1 contains descriptive statistics for the tasks employed in the current 

study, and Table 2 shows bivariate correlations between variables.

2.2 Standardized Measures

2.2.1 Intelligence—Participants completed several subtests of the Wechsler Adult 

Intelligence Scale third edition (WAIS-III) for participants 17 years of age and older, or the 

Wechsler Intelligence Scale for Children fourth edition (WISC-IV) for participants 16 years 

of age and younger (Sattler, 2001). The subtests used in the current investigation were 

vocabulary, similarities, matrix reasoning from the WAIS-III, and block design from the 

WISC-IV.

2.2.2 Wisconsin Card Sorting Test—A computerized version of the Wisconsin Card 

Sorting Test was administered. The task requires participants to match a card to one of four 

other cards based on one of four attributes (shape, color, quantity, or design). Participants 

were given feedback after every decision. After 10 correct decisions, the correct match 

attribute changed. The dependent measure was number of perseveration errors, that is, the 

number of incorrect decisions based on the previous match attribute. Perseveration errors 

indicate poorer set-shifting or flexibility in the face of changing task requirements 

(Anderson, Damasio, Jones, & Tranel, 1991).

2.2.3 Trail Making Task—The Trail Making task is a commonly used paper-and-pencil 

task to assess set-shifting abilities (Reitan, 1958). In part A, the participant rapidly connects 

a series of numbers in sequential order. In part B, the participant must rapidly draw a line 

between alternating numbers and letters in sequential and alphabetical order, respectively. 

Part B, therefore, requires the ability to rapidly shift between two mental sets (Arbuthnott & 

Frank, 2000). The time to complete part A was subtracted from the time to complete part B, 

and so higher scores indicate worse performance.

2.2.4 Stroop Task—The Stroop task assesses inhibition (or interference control), that is, 

the ability to monitor response conflict and suppress a competing response in order to 

successfully execute the task requirements. Participants completed a paper-and-pencil 

version of the Stroop task (Golden, 1978; Stroop, 1935), in which individual trials occurred 

at 45 second intervals. An interference control composite score was calculated by regressing 

the color-word naming score on the word-reading and color-naming scores and saving the 

unstandardized residual (Martel et al., 2007; Nigg, Blaskey, Huang-Pollack, & Rappley, 

2002). Higher scores indicated better performance.

2.2.5 Stop Task—The Stop task assesses response inhibition, which is the ability to 

suppress a prepotent motor response (Dempster & Corkill, 1999; Logan, 1994). In this task, 

participants saw an X or an O on a computer screen and they had to respond as rapidly as 

possible with one of two keys. These are called “go” trials. On 25% of the trials, a tone 

sounded shortly after the X or O was displayed. The tone was a signal that participants 

should withhold their response. These are called “stop” trials. A stochastic tracking 
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procedure was used to calculate stop signal reaction time (SSRT), or how much warning 

each participant needed to interrupt the button response. Stop signal reaction time was 

calculated by subtracting the average stop signal delay from average reaction time (Logan, 

1994).

2.2.6 Sentence Production—On critical trials, participants were presented with two 

pictures and a verb (see Figure 1). One picture was an animate object and the other was an 

inanimate object. The verb was either an unambiguous past participle verb (e.g. ridden) or a 

verb that could be used optionally in past tense and past participle forms (e.g. dropped). On 

half of the trials, the inanimate object was presented first, and on the other half, the animate 

object was presented first. In general, participle verbs lead to more difficulty because they 

allow fewer syntactic options compared to the optional verbs (Engelhardt, Ferreira, & Nigg, 

2009; cf. Schachter, Christenfeld, Ravina, & Bilous, 1991). The optional verbs can be used 

in active past tense sentences (The man moved the chair), active past participle sentences 

(The man had moved the chair), or passive sentences (The chair was moved by the man). 

The participle verbs can be used in active past participle sentences (The girl had ridden the 
bike) or passive sentences (The bike was ridden by the girl). The active past tense sentence 

is not available with participle verbs (i.e. *The girl ridden the bike), and so these verbs have 

one less syntactic option. The participle verbs included both irregulars (e.g. torn) and -en 

affixes (e.g. ridden).

For this task, the objects appeared one after the other and were followed by the verb. Each 

trial began with a fixation cross presented in the center of the computer screen. This was the 

participants’ cue that s/he could press the space bar to see the first object. After 1 s a second 

object appeared. It was followed 1 s later by the verb. Participants were instructed to begin 

speaking as soon as possible. Participants were given four practice trials with feedback, 

followed by 54 regular session trials. Thirty-six of these were the critical trials, as described 

above. We also included 18 filler trials that had one picture and an intransitive verb (e.g. 

melted).

Participant responses were recorded to audiotape, and then transcribed and coded. Four 

types of disfluency were examined: filled pauses (i.e. uh, um, & er), unfilled pauses, 

repetitions, and repairs. Unfilled pauses were coded as a disfluency only if they lasted for 

longer than 1 s (to rule out ordinary prosodic pauses). Repetitions refer to unintended repeats 

of a word or a string of words (e.g. The ball… the ball was dropped by the boy). Repairs 

occur when a speaker suspends articulation, and then starts over with some new word or 

phrase (e.g., The girl…the boy dropped the ball). The data were transcribed and coded by 

two trained research assistants who transcribed and coded the same data from 50 

participants. Inter-rater reliability was excellent; there was 95.2% agreement. The few 

disagreements that did exist were re-evaluated and resolved. Each research assistant then 

coded approximately half of the remaining data. The order of trials was randomly 

determined for each participant. The proportion of trials with a particular type of disfluency 

is shown in Figure 2.
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2.3 Data Screening and Preparation

Data points greater than 4.0 standard deviations from the mean for each variable in the data 

set were defined as outliers. Outliers were moved toward the mean with rank order 

preserved, so that all data points fell within 3.5 SDs of the mean (McCartney, Burchinal, & 

Bub, 2006; Wilcox, 2002; Wilcox, Keselman, & Kowalchuk, 1998). This resulted in the 

adjustment of only four data points. There were eleven missing data points due to either a 

problem with the experiment software, a participant error, or an experimenter error. Because 

there were so few missing data points (i.e., < 1.0% of the total), we imputed missing values 

with the mean of each variable. This avoids listwise deletion and the corresponding 

reduction in power (Shafer & Graham, 2002). The reliability of the Wechsler tests are 

consistently between .76 – .97 (Wechsler, 1997a, 1997b). The reliability of the stop signal 

task and the Stroop task have been reported as high as .80 (e.g. Friedman et al., 2006). 

Finally, multivariate tests are sensitive to deviations from normality, and therefore, careful 

screening is required prior to inferential analyses (Kline, 1998). We applied transformations 

(i.e. square root, logarithm, or inverse) to the skewed variables in the dataset (see Table 1). 

To assess multivariate outliers, we examined Cook’s D. Variables greater than 1 were 

consider potential outliers: however, there were none.

2.4 Analysis procedures

Structural equation models were created and run using AMOS. In the analyses, we report 

several fit indices for our models, which is recommended practice (Anderson & Gerbing, 

1988; Gonzalez & Griffin, 2001; Hu & Bentler, 1995, 1998; Kane et al., 2004; Kline, 1998; 

Miyake, Friedman, Rettinger, Shah, & Hegarty, 2001). The chi-square statistic reflects 

significant differences between the observed covariance matrix and the reproduced 

covariance matrix. With chi-squared tests, a non-significant value is desirable (Satorra & 

Bentler, 2001). We also report the confirmatory fit index (CFI) and the normed fit index 

(NFI). These tests reflect improvement of the model fit relative to a baseline model in which 

all covariances are zero. These tests reflect the proportion of the observed covariance matrix 

explained by the model, and so, these fit indices reflect how well the model fits the data. The 

traditional acceptability levels of the CFI and NFI is .90 (Stevens, 2002). Finally, we report 

the root mean square error of approximation (RMSEA). Here values less than .05 indicate 

good fit (Kline, 1998). In cases where we wanted to compare (nested) models, we utilized a 

chi square difference test in order to determine whether one model fit the data significantly 

better than another.

3.0 Results

The primary research question that we asked was whether disfluency production is more 

related to intelligence, inhibition, or set shifting. We began by constructing a three factor 

model (see Figure 3). Fit indices showed that a three latent variable model fit the data well 

[χ2(17) = 18.59, p = .35, CFI = .987, NFI = .878, RMSEA = .030]. A two factor model, that 

contrasted intelligence and executive function, also fit reasonably well [χ2(19) = 24.63, p = .

17, CFI = .955, NFI = .838, RMSEA = .053]. However, a one factor model did not fit well 

[χ2(20) = 42.35, p = .002, CFI = .819, NFI = .721, RMSEA = .103]. A chi-squared 
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difference test showed that model fit was significantly better with the three factor model 

than with the two factor model Δχ2(1) = 6.04, p < .02.

The second step in the analysis was to add disfluencies, and recall that we tested each type 

of disfluency separately (see Figure 4). We began by ensuring that model fit was good with 

disfluencies included. We then set the pathway from intelligence to disfluency to zero, in 

order to determine if it significantly decreased model fit. We then set the pathway from 

inhibition to disfluency to zero, and again, looked at whether there was a decrease in model 

fit. Finally, we tested the pathway from set shifting to disfluency. The results of these 

analyses for each of the four types of disfluency are shown in Table 3. We observed one 

significant effect between inhibition and repair disfluencies, which suggests significant and 

unique variance between inhibition and repairs. The factor loading from inhibition to repairs 

was approximately −.33 when all pathways were unconstrained, which suggests that 

approximately one-third of the variance in repair disfluencies can be accounted for by 

individual differences in inhibitory control. Results also revealed a trend between 

intelligence and unfilled pauses, and here, the factor loading was −.22, which suggests that 

approximately one-quarter of the variance in filled pauses can be accounted for by 

individual differences in intelligence.

4.0 Discussion

The main finding of this study relates to repair disfluencies and the relationship with 

inhibition. Results showed that model fits were significantly worse when the pathway from 

inhibition was set to zero, and factor loadings suggested that approximately one-third of the 

variance in repairs can be accounted for by individual differences in inhibitory control. A 

relationship between disfluent speech and populations associated with inhibition deficits (i.e. 

older adults and ADHD) have been previously reported in the literature (Engelhardt, 

Ferreira, & Nigg, 2011; Kemper, 1992; Mortensen, Meyer, & Humphreys, 2006; Schmitter-

Edgecombe, Vesneski, & Jones, 2000). The main contribution of the current study is that it 

shows the relationship also exists in typically-developing individuals. A couple of further 

points are warranted concerning this result. First, the bi-variate correlations indicated a 

significant relationship between two of the intelligence subtests and repair disfluencies (see 

Table 2). Interestingly, the two inhibition tasks and the two set shifting tasks split, there was 

one significant task for each (i.e. Stroop and perseveration errors). One possibility is that the 

significant correlations between intelligence and repairs is attributable to shared variance 

between intelligence and executive function. Our latent variable approach allowed us 

examine the relationship between disfluency production and individual differences, while at 

the same time accounting for (or permitting) inter-correlations between intelligence and the 

two executive functions.

In a recent review paper, Miyake and Friedman (2012) proposed a framework for 

interpreting the shared and unique variance associated with different executive functions 

(i.e. inhibition, updating, and set shifting). More specifically, they argued that after 

accounting for the shared variance in inhibition, there was no unique variance “left over”, 

which suggests that inhibitory control may represent common variance across most, if not 

all cognitive tasks. If so, then it is also likely that inhibition would also have some common/
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shared variance with intelligence, and thus, the Unity-Diversity framework may 

accommodate the somewhat mixed pattern of bivariate correlations that we observed.

As mentioned previously, repairs refer to cases in which a speaker suspends articulation and 

then restarts with a new word or phrase (e.g. the boy … the girl had ridden the bicycle). 

Thus, these disfluencies typically occur when the wrong lemma is selected, and we refer to 

these as lexical-type repairs. In the current study however, most repairs (~60%) were cases 

in which the participant began with one noun phrase and then switched, reversing 

grammatical roles (e.g. the girl … the bicycle was ridden by the girl.). These types of repairs 

are referred to as false starts, and the assumption is that there is a syntactic difficulty (e.g. 

problems inserting the auxiliary verb) that results in a change of structure (Shriberg, Bates, 

& Stolcke, 1997).

With respect to lexical-type repairs, there is a body of work investigating object naming, 

which is a sub-component of the sentence production task used in this study. It is generally 

assumed that when a picture is viewed, there is spreading activation across conceptual-

semantic representations (Dell, 1986; Levelt et al., 1991). Following the spread of 

activation, the second process is to select one of the activated alternatives (Kempen, 1978; 

Wheeldon & Levelt, 1995). The selected lemma is then passed on for phonological encoding 

(i.e. accessing phonemes and assigning metrical and segmental features). With lexical-type 

repairs, it is easy to conceptualize that inhibition of activated but ultimately not selected 

lemmas would reduce the chances of articulating the wrong word. Computational models of 

word production typically include lateral inhibition as a basic mechanism in their processing 

architectures (Berg & Schade, 1992; Dell, 1986; Dell & O’Seghdha, 1992; Dell, Burger, & 

Svec, 1997). In a recent study, Shao, Roelofs, and Meyer (2012) reported data from a group 

of undergraduates, and they found that Stop task performance correlated with object naming 

speed. Thus, it is likely that inhibitory control plays a role in object naming, but research has 

not conclusively linked inhibition to particular levels or processes within the production 

system (e.g. conceptual processing, lemma retrieval, phonological encoding, monitoring, 

etc.).

The role of inhibition in syntactic processing is less well understood compared to word 

production (cf. Dell, Chang, & Griffin, 1999; Engelhardt, Corley, Nigg, & Ferreira, 2010; 

Vosse & Kempen, 2000). However, it stands to reason that if a task requires additional 

demands beyond single word production, then the role of cognitive control would be even 

larger as multiple words need to be arranged into a hierarchical structure with grammatical 

roles, tense markers, function words, etc. (Larson, Merritt, & Williams, 1988; Piai, Roelofs, 

& Schriefers, 2011). Thus, there is an additional layer of planning and integration in 

sentence production compared to producing single words.

There were several non-significant findings worth mentioning. First, unfilled pauses 

revealed a trend (p = .0948) when the pathway from intelligence was set to zero. Unfilled 

pauses were the most common type of disfluency produced, and results indicated that 

approximately one-quarter of the variance in unfilled pauses could be accounted for by 

intelligence. The highest correlation was with vocabulary, which is a measure of verbal 

intelligence. Second, filled pauses did not correlate with any of the variables in our dataset 
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except for unfilled pauses and repairs. However, it is interesting to note that the factor 

loadings were all positive, whereas the other disfluency measures showed primarily negative 

factor loadings (see Table 3). Recall that some researchers (e.g. Brennan & Williams, 1995; 

Clark & Fox Tree, 2002; O’Connell & Kowal, 2005) have argued that filled pauses are 

collateral signals that speakers produce in order to convey certain information to listeners, 

and by such accounts, filled pauses should be more frequently produced by higher-

functioning individuals. Our results are partially consistent with this view, as all of the factor 

loadings on filled pauses were positive. However, the factor loadings were quite low overall, 

and none were statistically significant.

4.1 Limitations

This study had several limitations. The first concerns the nature and size of the sample, 

which was small-to-moderate for an individual differences study. The NFI fit statistic is 

sensitive to sample size, and therefore, has a tendency to underestimate fit with small 

samples. This is the likely reason why NFI consistently showed fits between .85 and .90 (Hu 

& Bentler, 1999). A second aspect of the sample was that it consisted of a large age range 

and ability level. Some might argue that this is a strength rather than a limitation. However, 

it is potentially problematic for a couple of reasons. The adolescents and adults were 

administered different intelligence tests. In order to address this potential problem, we split 

the data file by age group and then saved the standardized values as variables. In addition, 

based on the correlations, we determined that it was best to use matrix reasoning (for adults) 

and block design (for adolescents) as the third variable for intelligence, as both measure 

perceptual organization, but again, ideally the measures and tests for the entire sample 

would be uniform.

The second limitation was that the data were collected for the purposes of a clinical 

investigation, and so the dataset was not a priori designed for the analyses we conducted. 

One consequence of this was that we did not have measures of working memory or attention 

(Oomen & Postma, 2001, 2002). These kinds of measures will be needed in order to gain a 

complete picture of the role individual difference variables in language production. The third 

limitation concerns inherent properties of disfluency. The production of disfluency (in 

typically-developing individuals) is a relatively rare occurrence. As mentioned previously, 

corpus analyses have indicated an overall mean rate of 6 – 10 disfluencies per 100 words. 

However, the disfluencies are then categorized into different subtypes (i.e. filled and unfilled 

pauses, repetitions, and repairs), which leads to potential issues regarding range restriction. 

The final limitation concerns our choice of task. This particular sentence production task 

was chosen because it offered control over the non-verbal messages that speakers were 

trying to convey. However, we must add the standard experimental caveat that laboratory 

production tasks are not the same as naturalistic conversation (e.g. no interlocutor, no 

alternating between production and comprehension, etc.). For these reasons, we think our 

task is less demanding than naturalistic conversation, but at this point, it remains an open 

issue whether executive function effects would be larger or smaller in more naturalistic 

production situations.
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4.2 Conclusions

In evaluating the contribution of this work, we feel that it ties together a unique literature, 

bringing together in one place, important observations about the role of executive function 

in sentence production and overall rates of “normal” disfluency production. We also believe 

that the long-term impact of this work is what the findings will do to stimulate additional 

research into the role that executive control and intelligence have in theories and models of 

language production. This study demonstrates the feasibility of individual differences 

studies using controlled language production tasks, something which is surprisingly absent 

in existing literature. Including individual difference variables into models and theories of 

language production will make questions about intervening processes and mechanisms 

clearer, which should then lead to further investigations of how executive functions and/or 

intelligence mediate the relationship between particular task manipulations and language 

outputs. Based on our data, we conclude that inhibitory control influences speaker’s 

tendency to produce repair disfluencies.
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Highlights

• We examined the role of intelligence and executive function on disfluency 

production

• Structural equation modeling revealed that repairs are related to inhibitory 

control

• Conclusions focus on individual differences in theories of language production

Engelhardt et al. Page 18

Acta Psychol (Amst). Author manuscript; available in PMC 2014 October 23.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 1. 
Example stimuli, panel (a) shows an ambiguous verb, and panel (b) shows a participle verb.
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Figure 2. 
Proportion of sentences with particular type of disfluency. Error bars show the standard 

error of the mean.
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Figure 3. 
Three factor structural equation model.
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Figure 4. 
Path model with factor loadings from all three latent variables loading onto disfluency.
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