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Abstract

Objectives—The dual-task paradigm has been widely used to measure listening effort. The 

primary objectives of the study were to (1) investigate the effect of hearing aid amplification and a 

hearing aid directional technology on listening effort measured by a complicated, more real world 

dual-task paradigm, and (2) compare the results obtained with this paradigm to a simpler 

laboratory-style dual-task paradigm.

Design—The listening effort of adults with hearing impairment was measured using two dual-

task paradigms, wherein participants performed a speech recognition task simultaneously with 

either a driving task in a simulator or a visual reaction-time task in a sound-treated booth. The 

speech materials and road noises for the speech recognition task were recorded in a van traveling 

on the highway in three hearing aid conditions: unaided, aided with omni directional processing 

(OMNI), and aided with directional processing (DIR). The change in the driving task or the visual 

reaction-time task performance across the conditions quantified the change in listening effort.

Results—Compared to the driving-only condition, driving performance declined significantly 

with the addition of the speech recognition task. Although the speech recognition score was higher 

in the OMNI and DIR conditions than in the unaided condition, driving performance was similar 

across these three conditions, suggesting that listening effort was not affected by amplification and 

directional processing. Results from the simple dual-task paradigm showed a similar trend: 

hearing aid technologies improved speech recognition performance, but did not affect 

performance in the visual reaction-time task (i.e., reduce listening effort). The correlation between 

listening effort measured using the driving paradigm and the visual reaction-time task paradigm 

was significant. The finding showing that our older (56 to 85 years old) participants’ better speech 

recognition performance did not result in reduced listening effort was not consistent with literature 

that evaluated younger (approximately 20 years old), normal hearing adults. Because of this, a 

follow-up study was conducted. In the follow-up study, the visual reaction-time dual-task 

experiment using the same speech materials and road noises was repeated on younger adults with 

normal hearing. Contrary to findings with older participants, the results indicated that the 

directional technology significantly improved performance in both speech recognition and visual 

reaction-time tasks.
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Conclusions—Adding a speech listening task to driving undermined driving performance. 

Hearing aid technologies significantly improved speech recognition while driving, but did not 

significantly reduce listening effort. Listening effort measured by dual-task experiments using a 

simulated real-world driving task and a conventional laboratory-style task was generally 

consistent. For a given listening environment, the benefit of hearing aid technologies on listening 

effort measured from younger adults with normal hearing may not be fully translated to older 

listeners with hearing impairment.
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INTRODUCTION

Understanding speech involves not only auditory but also cognitive factors (e.g., Kiessling 

et al. 2003; Worrall & Hickson 2003; Pichora-Fuller & Singh 2006; Humes 2007). When 

speech signals are degraded (e.g., by noise), listeners engage “top-down” cognitive 

processing to understand speech. As a result, even though the level of speech understanding 

can be maintained, listening will be effortful. Although the research community has not 

reached a consensus regarding the definition of listening effort, it has been suggested that 

listening effort could be conceptualized as the cognitive resources allocated for speech 

processing (Hick & Tharpe 2002; Fraser et al. 2010; Gosselin & Gagné 2010; Zekveld et al. 

2010).

Different methodologies have been used to quantify listening effort, including subjective 

measures (e.g., Gatehouse & Noble 2004), physiological measures (e.g., Zekveld et al. 

2010), and behavioral measures (e.g., Sarampalis et al. 2009). Among these, the dual-task 

paradigm is one of the most widely-used behavioral measures (Gosselin & Gagné 2010). In 

this paradigm, listeners perform a primary speech recognition task while executing a 

secondary task. Speech recognition is the primary task because listeners are instructed to 

maximize speech recognition performance. Secondary tasks include visual reaction-time 

(e.g., watching for a visual stimulus and pushing a button) or recall (e.g., memorizing heard 

speech) tasks. Primary task difficulty is systematically varied (e.g., sentence recognition at 

different noise levels). Change in secondary task performance at different primary task 

difficulties reflects a shift in cognitive resources for speech processing, i.e., listening effort. 

This interpretation assumes that: (1) performance on each task requires allocation of some 

common cognitive resources to each task, and (2) cognitive resources are limited.

Dual-task paradigms have been used to investigate the effect of age (Larsby et al. 2005; 

Gosselin & Gagné 2011; Desjardins & Doherty 2013), hearing loss (Hick & Tharpe 2002; 

Larsby et al. 2005), visual cues (Larsby et al. 2005; Fraser et al. 2010; Picou et al. 2013), 

hearing aid amplification (Downs 1982; Gatehouse & Gordon 1990; Hällgren et al. 2005; 

Hornsby 2013; Picou et al. 2013), and noise reduction algorithms (Sarampalis et al. 2009; 

Pittman 2011; Ng et al. 2013; Desjardins & Doherty, 2014) on listening effort. For example, 

Picou et al. (2013) used a visual reaction-time task to investigate the effect of hearing aid 

amplification on listening effort. The results indicated that listeners’ reaction time in the 
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aided condition was shorter than in the unaided condition by 9 msec, suggesting that hearing 

aid use could reduce listening effort. Sarampalis et al. (2009) investigated the effect of noise 

reduction algorithms on listening effort. With the algorithm enabled, listeners responded 

approximately 50 msec faster to the visual stimuli, suggesting that the noise reduction 

algorithms freed up cognitive resources for speech processing and reduced listening effort.

Although research using dual-task paradigms in laboratories has indicated that hearing aid 

technologies could release cognitive resources from speech processing, the clinical meaning 

of dual-task paradigm results is less clear. For example, it is unknown if the 9-msec benefit 

reported by Picou et al. (2013) or the 50-msec benefit reported by Sarampalis et al. (2009) is 

perceived as meaningful by hearing aid users in the real world. Determining the clinical 

impact of these data is difficult because listening effort is not directly measured in the dual-

task paradigm; but is inferred indirectly from change in secondary task performance.

The clinical significance of dual-task paradigm results can be examined by comparing 

laboratory and real-world data. Hornsby (2013) investigated the effects of hearing aid 

amplification and advanced hearing aid features on listening effort and mental fatigue 

(mental fatigue can be conceptualized as the negative consequence of increased listening 

effort; see Hornsby 2013 for details). Participants with hearing impairment acclimated to a 

given hearing aid condition (unaided or aided with basic or advanced features) for one to 

two weeks in the field. Participants were then tested in the laboratory using the dual-task 

paradigm at the end of their work day. Participants also estimated listening effort and mental 

fatigue that they experienced during the work day using a self-report inventory. Laboratory 

dual-task experiment results suggested that hearing aid amplification could reduce listening 

effort, yet participants did not report a significant difference in listening effort during daily 

activities across the three hearing aid conditions. Also, laboratory objective measures of 

mental fatigue did not correlate with listening effort and fatigue experienced during the day.

This mismatch between laboratory and real-world listening effort could be due to the nature 

of the measure. The dual-task paradigm is an objective measure while real-world listening 

effort is often estimated using subjective (self-report) inventories. A large body of literature 

has shown the weak link between subjective and objective measures of listening effort, 

suggesting that they might be measuring different aspects (Larsby et al. 2005; Fraser et al. 

2010; Zekveld et al. 2010).

Another factor in the mismatch might reflect the ecological validity of the dual-task 

paradigm. Real world listeners often multitask, e.g., listening while writing or walking. 

However, most secondary tasks used in the dual-task paradigm (such as pushing a button 

when seeing a light) are uncommon in the real world and lack natural complexity and 

context, i.e., less ecologically valid. Since different tasks could tax various cognitive 

resources and/or require different sensory/motor systems, it is unknown whether listening 

effort measured using less ecologically valid dual-task experiments are generalizable to the 

real world. Based on the assumption that more ecologically valid laboratory testing would 

better predict real-world results, for decades researchers have used speech recognition tests 

that imitate real-world listening tasks (e.g., audio-visual listening tests) and simulated real-

world environments (e.g., simulated classrooms) to examine the benefit of hearing aid 
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technologies. To date, listening effort has not been measured using more ecologically valid 

dual-task paradigms.

The specific objectives of this study were to (1) investigate the effect of hearing aid 

amplification and an advanced hearing aid feature on listening effort, measured using a dual-

task paradigm that was comprised of a more natural task, and (2) compare those results to a 

simpler, laboratory-style dual-task paradigm. The more natural task used in the study was 

driving. Listening while driving is a common dual-task scenario in the real world. Wu and 

Bentler(2012) found that the duration of listening activities involving automobile/traffic was 

approximately 1 hour per day. Survey data indicate approximately forty percent of drivers 

reported talking on phones at least a few times per week (Braitman & McCartt 2010). It has 

been well established that conversations during driving result in longer reaction times in 

braking response or more misses in fast reaction response (Strayer & Johnston 2001; 

Consiglio et al. 2003; McCarley et al. 2004; Morel et al. 2005). Hearing aid technologies can 

make speech understanding easier and less effortful and, therefore, have the potential to 

improve driving performance.

This paper includes three experiments. Experiment 1 examined the effect of hearing aid 

amplification and a directional technology on listening effort using a driving simulator. 

Experiment 2 investigated the relationship between listening effort measured using the 

driving simulator and a dual-task paradigm that was comprised of a simple visual reaction-

time task. Older adults with hearing impairment were tested in these two experiments. 

Because the results of Experiment 2 were not quite consistent with the literature, younger 

adults with normal hearing were tested in Experiment 3 to verify the methodologies of 

Experiment 2.

EXPERIMENT 1

The objective of this experiment was to investigate the effect of hearing aid amplification 

and directional technology on listening effort for older adults with hearing impairment using 

a driving simulator.

Materials and Methods

Participants—Thirty-four adults were recruited. Participants were eligible for inclusion in 

this study if their hearing loss met the following criteria: (1) postlingual bilateral downward-

sloping sensorineural hearing loss (air-bone gap < 10 dB); (2) hearing thresholds no better 

than 20 dB HL at 500 Hz, and no worse than 85 dB HL at 3 kHz (ANSI 2010); and (3) 

hearing symmetry within 15 dB for all test frequencies. Participants were current drivers 

with valid driver’s licenses. Participants were considered current drivers if they drove a car 

within the last 12 months and would drive that day, if needed. Among the 34 participants, 5 

participants did not complete the study because of “simulator sickness.” The simulator 

sickness was due to a mismatch between visual cues of movement (which were plentiful) 

and inertial cues (which were lacking) in the simulator. For the 29 participants (13 males, 16 

females) who completed the experiment, ages ranged from 56 to 85 years with a mean of 

72.7 years (SD = 7.9). The mean pure tone thresholds are shown in Figure 1 as gray circles. 

Of the 29 participants, 25 were experienced hearing aid users. Participants were considered 
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experienced users if they used hearing aids no less than 6 hours per day for at least six 

months during the past 12 months. The processing scheme/gain/output of the user’s previous 

hearing aids was not tested or considered a factor in this investigation because the effect of 

acclimatization on sentence recognition for listeners with mild-to-moderate hearing loss is 

minimal (Saunders &Cienkowski 1997; Bentler et al. 1999). The participants were asked to 

rate the quality of their own driving using a 5-point scale (1: excellent; 2: good; 3: average; 

4: fair; 5: poor) and estimated the miles that they drove in an average seven-day week. The 

reported driving quality was good (mean = 2.2, SD = 0.6) and on average they drove 92.5 

miles per week (SD = 107.5).

As no previous research was available to estimate the effect size of hearing aid technologies 

on driving performance, the sample size of Experiment 1 was determined based on the 

literature in driving research. The literature indicated that, with 10 to 30 participants in each 

subject group, the driving task used in Experiment 1 (see below) was able to detect the 

between-subject effect of age (Ni et al. 2010), poor visibility due to fog (Broughton et al. 

2007), psychoactive substance (Dastrup et al. 2010), or mobile phone use (Alm& Nilsson 

1995) on driving performance. Therefore, it was estimated that, if the effect size of hearing 

aid technologies on driving performance was not smaller than that of the factors listed 

above, a sample size of 29 participants would have enough power to detect the within-

subject effect of hearing aid technologies.

Speech recognition task—In order to increase the ecological validity of the dual-task 

experiment, the speech materials and automobile/road noises were recorded in a van moving 

on a highway. The detailed methodologies used to record and process the stimuli were 

described in the study by Wu et al.(2013b). This section gives a summary of the 

methodologies.

A pair of prototype Siemens Pure hearing aids was used to record the stimuli. This model 

was chosen because it is equipped with a backward-facing directional microphone system, 

which employed an anti-cardioid directivity pattern to enhance speech coming from behind 

the listener. See Wu et al. (2013a) for more details of this technology. The hearing aids were 

mini behind-the-ear aids with receiver-in-the-canal and dome tips. This style was chosen 

because of its frequent use by individuals with mild-to-moderate sloping hearing loss.

To increase ecological validity, ideally the speech stimuli would have been recorded for 

each participant separately using hearing aid settings fitted to their hearing loss. However, 

doing so would have required recording the stimuli on the highway multiple times. This 

would result in a large variation in the noise level because the amount of traffic on the 

highway changes considerably from time to time. Therefore, a different approach was used 

to record speech stimuli. The hearing aids were programmed to fit a pre-determined 

bilateral, symmetrical sloping hearing loss (thresholds 25, 30, 35, 45, 65, and 65 dB HL for 

octave frequencies from 250 Hz to 8000 Hz). These were the average participant hearing 

thresholds from several of our previous studies with identical inclusion criteria. The 

recorded stimuli were then processed to compensate for each participant’s hearing loss. 

Using a pre-determined hearing loss to fit hearing aids allowed us to start the data collection 

before recruiting all participants. The hearing aids were programmed to have two programs 
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with different settings in each. In the first program the omnidirectional microphone mode 

(referred to as the OMNI condition) was used. Backward-facing directional processing was 

enabled in the second program (the DIR condition).

The hearing aids were then coupled to the ears of a manikin (Knowles Electronics Manikin 

for Acoustic Research; KEMAR) using closed domes. Closed domes were chosen to ensure 

adequate low frequency gain for the given hearing loss. In situ responses were measured 

using a probe-microphone hearing aid analyzer (AudioscanVerifit) with a 65 dB SPL speech 

signal (the “carrot passage”) presented from the manikin’s 0° azimuth. The gains of each 

program were adjusted to produce real-ear aided responses equivalent (±3 dB, from 250 to 

6000 Hz) to that prescribed by the NAL-NL1 (National Acoustics Laboratory - Nonlinear 

version 1; Dillon 1999). For both programs, the compression processing, the maximum 

output limits, and the feedback suppression system were set to the fitting software’s default 

without further modification. The noise reduction algorithms were deactivated.

The automobile/road noises and the Connected Speech Test (CST; Cox et al, 1987; Cox et 

al, 1988) sentences were recorded bilaterally with and without hearing aids coupled to 

KEMAR’s ears using closed domes, while KEMAR was in the passenger seat of a 2009 

Ford 150E van. To simulate the conversation between the driver and a talker sitting in the 

back seat, a loudspeaker was placed 180° azimuth relative to KEMAR to present the speech 

stimuli. The distance between the center of the manikin’s head and the loudspeaker was 50 

cm. The CST was chosen because it was designed to approximate everyday conversations.

The recordings were made on Iowa Highway I-80 between Exit 249 to 284. The van’s speed 

was set to 70 miles/hour. Before recording, the speech and noise levels were calibrated. 

Specifically, while the van drove on the highway, the noise level was measured from both of 

KEMAR’s ears without hearing aids. The noise levels at the right and left ears were 

approximately 75 and 78 dBA, respectively. After the noise level had been determined, the 

speech level was set to achieve a -1 dB signal-to-noise ratio (SNR) at the ear with the better 

SNR (right ear). This SNR was chosen in accordance with the data of Pearsons et al. (1976), 

which indicated that the typical SNR in 75-dBA envrionments (e.g., trains and aircraft) was 

-1 dB. See Wu et al.(2013b) for the spectra of the recorded speech and noise.

After calibration, the van was driven on the highway to record the stimuli. All of the CST 

sentences were recorded in three conditions: Unaided condition (without hearing aids in 

KEMAR’s ears), aided OMNI condition, and aided DIR condition. In an effort to make the 

noise level equal across conditions, the driver kept a constant speed using cruise control and 

stayed in the right lane whenever possible. The same section of the road was used across 

conditions such that, between Exit 249 and 284, the recording was always made when 

driving eastbound. In addition to the speech-plus-noise stimuli recording, a noise-only 

recording (i.e., no speech) was made in the Unaided condition.

While recording, the speech signals were presented from a computer with an M-Audio 

ProFire 610 sound interface, routed via a Stewart Audio PA-100B amplifier, and then 

presented from a Tannoy i5 AW loudspeaker, which was located 180° azimuth relative to 

KEMAR. The hearing aids’ outputs were routed through a G.R.A.S. Ear Simulator Type 
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RA0045, a Type 26AC preamplifier, a Type AR12 power module, and the M-Audio ProFire 

610 sound interface, to the computer. The recorded signals were digitized at a 44.1 kHz 

sampling rate and 16-bit resolution.

The speech recognition stimuli were then processed for laboratory testing. Before presenting 

the stimuli to participants in the driving simulator through earphones, the stimuli were first 

processed to eliminate the effect of the playback system and earphones to ensure that the 

sound levels and spectra heard by the listeners were identical to what occurred in the 

manikin’s ear in the van. To do so, the stimuli were played to KEMAR using the playback 

system and earphones, which would be used in the experiment, and were re-recorded from 

KEMAR’s ears using the same recording equipment used in the van. The levels and spectra 

of the re-recorded stimuli were then compared to those of the original recorded stimuli. The 

difference between the two recordings was used to design an inverse filter. The filter was 

then applied to the original recorded stimuli to make the playback system acoustically 

transparent.

The stimuli were further processed to compensate for each participant’s hearing loss. For the 

65 dB SPL speech input, the NAL-NL1 targets generated by the AudioscanVerifit for an 

individual’s hearing loss and the targets for the sloping hearing loss used to program the 

hearing aid were compared. The differences were then used to create a filter, one for each 

ear, to shape the spectra of the stimuli such that the outputs of the hearing aids met an 

individual’s NAL-NL1 targets within ±3 dB from 250 to 6000 Hz for a 65 dB SPL speech 

input.

During the dual-task experiment, the speech-plus-noise stimuli were generated by a laptop 

computer and a Creative Labs Extigy sound interface, and then presented through a pair of 

Sennheiser IE8 insert earphones. The listener’s task was to repeat the CST sentences. One 

pair of CST passages was presented and scored in each condition. Scoring was based on the 

number of key words repeated by the listener out of 25 key words per passage, totaling 50 

key words per condition.

Driving task—Driving performance was assessed using SIREN (Simulator for Research in 

Ergonomics and Neuroscience), which is a fixed-based, interactive driving simulator (Rizzo 

et al. 2005a; Rizzo et al. 2005b). SIREN is comprised of a 1994 GM Saturn with the running 

gear removed, embedded electronic sensors, and miniature cameras for recording driver 

performance, four LCD projectors with image generators, and computers for scenario 

design, control, and data collection. SIREN can generate a range of driving environments 

including roadway types and grades, traffic, signal controls, and light and weather 

conditions, for differing clinical and experimental needs.

A car-following scenario was used in the experiment. This task was chosen because (1) it is 

a sensitive task (Dastrup et al. 2010), (2) the skills required to successfully complete this 

task are essential for driver safety and to avoid rear-end collisions, and (3) the scenario of 

this task is similar to the highway traffic that was used to record the speech recognition 

stimuli. In this task, the driver was asked to follow a lead vehicle at a distance of two-car 

lengths without crashing. The velocity of the lead vehicle was programmed to vary across 

Wu et al. Page 7

Ear Hear. Author manuscript; available in PMC 2015 November 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



time. The scenario started with the lead vehicle 18 m in front of the participant vehicle. As 

the participant accelerated to 55 miles/hour, the lead vehicle started moving. After 500 m, 

the lead vehicle began to vary its velocity.

Driving performance was quantified as the distance between the lead vehicle and participant 

vehicle (i.e., the following distance). The sampling rate was 60 Hz. Three metrics were 

derived based on the following distance: mean, SD, and the interquartile range (IQR) of the 

following distance. In general, the shorter the mean following distance and the smaller the 

SD and IQR of the following distance, the better the driving performance.

Procedures—The study was approved by the Institutional Review Board of the University 

of Iowa. After agreeing to participate in the study and signing the consent form, participants’ 

pure tone thresholds were measured and the auditory speech-plus-noise stimuli were 

processed to compensate individual hearing loss. The participant then sat in the driver’s seat 

of SIREN. The auditory stimuli were presented using earphones. The participants were 

asked about their perception of the loudness of the stimuli. All participants reported that the 

loudness was appropriate. Participants were instructed to follow the lead vehicle and 

maintain a two-car length distance, while repeating the sentences. Note that for most dual-

task measures of listening effort, listeners are instructed to give the priority to speech 

recognition performance (i.e., the primary task). However, in the real world it is not 

reasonable for drivers to treat driving as the secondary task. Therefore, participants were 

instructed to do both the speech recognition and the driving tasks simultaneously, paying 

equal amounts of attention to the two in order to complete them to the best of their abilities.

Each participant was tested in seven conditions. Three of them were dual-task conditions 

wherein participants drove the simulator and listened to/repeated the sentences recorded 

using different hearing aid settings (Unaided, OMNI, and DIR). Participants also completed 

a baseline condition wherein they drove the simulator listening to road noise without the 

speech (the Baseline condition). In this condition, the auditory stimuli were the noise-only 

stimuli recording. The remaining three conditions were single-task conditions wherein 

listeners sat in the simulator and repeated the sentences recorded in different hearing aid 

settings (Unaided, OMNI, and DIR) without driving the vehicle. To minimize the possibility 

of simulator sickness, the driving (dual-task conditions and Baseline) and non-driving 

conditions (single-task conditions) were interleaved. Within the driving and non-driving 

conditions, the test order of the condition was randomized. Prior to beginning the 

experiment, a warm-up and training session was held to familiarize participants with the 

vehicle controls and speech recognition.

Data analysis—For speech recognition performance, the original CST scores (in percent 

correct) were first transformed into rationalized arcsine units (RAU) to homogenize the 

variance (Studebaker 1985). For driving performance, the three metrics (mean, SD, and IQR 

of the following distance) were combined to a composite score to facilitate data analysis. To 

derive the composite score, T-score standardization (a type of linear transformation) was 

carried out for each original metric in each condition. In order to ensure meaningful 

comparisons of means across conditions using the composite score, the original metric of the 

Baseline condition was first T-score transformed to have a mean of 50 and a SD of 10. The 
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transformation of a given hearing aid condition was then completed using the mean and SD 

of the Baseline condition as references. For example, if in the original metric the mean of 

the Unaided condition was higher than the mean of the Baseline condition by twice the 

Baseline SD, the transformation would ensure that the T-score mean of the Unaided 

condition would be higher than the T-score mean of the Baseline condition by twice the 

Baseline T-score SD. Finally, for a given condition the T-score averaged across the three 

driving metrics (mean, SD, and IQR of following distance) served as the composite score of 

that condition. The arcsine transformed speech recognition score and the driving 

performance composite score were then analyzed using the repeated measures analyses of 

variance (ANOVA). Post-hoc analyses were performed using the Holm–Sidak test, adjusting 

for multiple comparisons.

Results

Figure 2A shows the mean CST scores in the single-task (black bars) and dual-task (gray 

bars) conditions as a function of hearing aid condition. The two-way (task type: single/dual; 

hearing aid condition: Unaided/OMNI/DIR) repeated measures ANOVA indicated that both 

task type (F1, 28 = 4.71, p = 0.04, partial η2 = 0.14) and hearing aid condition (F2, 56 = 72.84, 

p< 0.001, partial η2 = 0.72) had a significant effect on CST score. No interaction between 

task type and hearing aid condition was found (F2, 56 = 0.042, p = 0.96, partial η2 = 0.002). 

Post-hoc analysis indicated that, averaged across single- and dual-tasks, all differences 

among Unaided, OMNI, and DIR were significant. These results suggested that adding the 

driving task to speech understanding decreased speech performance, and that hearing aid 

amplification and the directional technology improved speech performance.

Figure 2B shows the mean driving performance composite score (wider light gray bars) as a 

function of test condition (Baseline and the three hearing aid conditions). Note that higher 

scores reflect poorer driving performance. The three original metrics (mean, SD, and IQR of 

the following distance) are also shown in the graph as narrower bars to illustrate their 

relationship with the composite score. Two correlation analyses were first conducted to 

examine the relationship between the Baseline composite score and self-reported (1) quality 

of driving and (2) distance that participants typically drove in a week. Results indicated that 

neither of the correlations were significant (quality: r = 0.085, p = 0.67; distance: r = −0.056, 

p = 0.78).

To examine if additional speech recognition task would compromise driving performance, a 

one-way repeated measures ANOVA was first performed to examine the effect of test 

condition (Baseline/Unaided/OMNI/DIR) on composite score. The result indicated that test 

condition had a significant effect (F3, 84 = 3.35, p = 0.02, partial η2 = 0.11). The contrast 

between Baseline and the dual-task conditions (Unaided, OMNI, DIR) were significant 

(F1, 28 = 9.94, p = 0.004). However, the composite score across the three dual-task 

conditions (Unaided: 59.0; OMNI: 58.4; DIR: 59.5) did not differ significantly from each 

other. To reduce variability in the dual-task driving performance associated with the 

difference in an individual’s motor function and driving skills, the participant’s composite 

score of the Baseline condition was subtracted from the score of each dual-task condition. 

The difference score was then analyzed using the one-way (hearing aid condition: Unaided/
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OMNI/DIR) repeated measures ANOVA. The result revealed that hearing aid condition did 

not have an effect on driving performance (F2, 56 = 0.05, p = 0.95, partial η2 = 0.002).

Discussion

Consistent with Wu et al. (2013b), the CST results revealed that listening in a traveling 

automobile was a very difficult task. At the unfavorable SNR (-1 dB) that occurred in the 

van, the participants could only understand approximately 42% and 47% of the speech in the 

Unaided and OMNI conditions, respectively. Therefore, unless talkers constantly raise their 

voices or drivers turn their heads toward to the talkers, drivers with hearing impairment 

would have great difficulty following the conversation. Also in line with Wu et al. (2013a), 

the backward-facing directional technology was able to improve SNR and increase speech 

recognition performance by approximately 22%. These results supported the feasibility of 

using directional technologies to provide a better listening experience for hearing aid users 

in automobiles.

In line with the literature in driving research, the results indicated that adding the speech 

recognition task to driving compromised driving performance (Figure 2B). Contrary to most 

previous studies that used the dual-task paradigm to measure listening effort, adding the 

driving task to the speech recognition task significantly decreased the speech recognition 

performance (Figure 2A). This result suggests that some cognitive resources used to process 

speech in the single-task condition were allocated to perform the driving task in the dual-

task conditions. Because the decrement in speech recognition performance did not differ 

across the three hearing aid conditions (i.e., the non-significant interaction between task type 

and condition), it seems that the amount of cognitive resources shifted from speech 

recognition task to the driving task were fairly close across the conditions. Therefore, it is 

unlikely that the poorer speech performance in the dual-task conditions would affect the 

interpretation of hearing aid effect on listening effort. Accordingly, the finding that driving 

performance was essentially the same across the three hearing aid conditions was interpreted 

as hearing aid amplification and directional processing did not reduce listening effort.

This finding was somewhat surprising because the better SNR and speech recognition 

performance in the DIR condition should result in less effortful listening (relative to the 

Unaided and OMNI conditions), which would allow drivers to allocate more cognitive 

resources to driving and therefore, improve driving performance. This negative finding 

could be due to the complexity of the task of operating a motor vehicle, which requires a 

driver to constantly maintain adequate awareness, code inputs from central and peripheral 

vision and the other senses, and to switch attention between onboard and roadway targets 

and distracters (Rizzo 2011). Therefore, even if hearing aid technologies could make speech 

understanding easier and free up some cognitive resources, those resources may not be 

sufficient to improve performance in this challenging task. If the effect of hearing aid 

technologies was smaller than what we thought, the experiment sample size, which was 

estimated based on the effect of several factors such as age and mobile phone use, may not 

have enough power to detect the subtle change in driving performance. However, the results 

of Experiment 2 (see below) did not support this speculation. A more plausible explanation 

for the negative effect of hearing aid technologies on driving performance is the SNR used 
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in the speech recognition task. This issue will be discussed in the section General 

Discussion.

EXPERIMENT 2

The objective of this experiment was to examine the consistency between listening effort 

measured using the driving simulator and a dual-task paradigm that used a simple visual 

reaction-time task as the secondary task. In short, the participants from Experiment 1 were 

recruited for this experiment. Participants completed the dual-task experiment described by 

Sarampalis et al. (2009). The results were then compared to the driving simulator data 

collected in Experiment 1.

Materials and Methods

Participants—Nineteen out of the 29 participants of Experiment 1 responded to 

recruitment messages and participated in the study. Eight of them were males. Participants’ 

age ranged from 56 to 85 years with a mean of 71.7 years (SD = 8.2). The mean pure tone 

thresholds are shown in Figure 1 as black diamonds. Of the 19 participants, 18 were 

experienced hearing aid users. Based on (1) the assumption that the directional technology 

used in this study can improve SNR by 4 dB (Wu et al. 2013a) and (2) the effect size of a 4-

dB SNR improvement on the visual reaction-time task performance estimated from the 

study by Sarampalis et al. (2009), with 19 participants Experiment 2 would have over 90% 

power to detect the effect of hearing aid technologies on listening effort.

Dual-task paradigm—The dual-task paradigm used in this experiment required 

participants to perform a speech recognition task and a visual reaction-time task 

simultaneously. The speech recognition task, auditory stimuli, and the audio playback 

equipment were identical to those used in Experiment 1. During the visual reaction-time 

task, two boxes were displayed on a 19 in. computer monitor, which was placed in front of 

the listener. A digit between one and eight was shown in either one of the two boxes at 

random intervals. The participants pressed the arrow button on the computer keyboard 

according to the digit shown on the screen: pressing the arrow that pointed toward the digit 

if it was even, and pressing the arrow that pointed away from the digit if it was odd. Each 

digit remained on the screen for a maximum of 2.5 sec or until the participant pressed the 

arrow keys. The next digit appeared after a random interval, between 0.5 and 2.0 sec, after 

the previous digit had disappeared. Accuracy and reaction times (RTs) were recorded for 

each trial. See Sarampalis et al. (2009) for more details.

The dual-task paradigm by Sarampalis et al. (2009) was chosen because this paradigm and 

the driving dual-task paradigm were similar in three ways. Firstly, both the driving and the 

visual reaction-time tasks involved listeners’ visual and motor systems. Secondly, 

participants in Experiment 1 were asked to pay an equal amount of attention to the driving 

and speech recognition tasks. This instruction was consistent with that used by Sarampalis et 

al. (2009). Thirdly, in Experiment 1 driving performance was measured continuously 

throughout the experiment, i.e., during the times when drivers were listening to and 

repeating the speech. Similarly, in the paradigm described by Sarampalis et al. (2009) the 
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presentations of auditory and visual stimuli were not synchronized, and RTs of all trials 

were used to quantify performance in the visual reaction-time task.

Procedures—The participants sat in a sound-treated booth. The auditory stimuli were 

presented using the playback system that was used in Experiment 1 (i.e., via the Sennheiser 

IE 8 earphones). Prior to the experiment, a warm-up and training session was given to 

familiarize participants with the tasks. For the dual-task condition, the presentations of 

auditory and visual stimuli were started at the same time. The timing of the consequential 

visual stimulus presentation was uncorrelated with the auditory stimuli. The research 

participants were asked to concentrate equally on both the auditory and the visual reaction-

time tasks, in order to complete them to the best of their abilities. One pair of CST sentences 

were presented and scored in each condition. For the visual reaction-time task, the trial 

number varied across conditions and participants, depending on how quickly the participants 

reacted to the stimuli. In general, 50 to 70 trials were completed in a given condition. 

Identical to Experiment 1, seven conditions were tested for each participant: dual-task 

Unaided, OMNI, and DIR conditions, single-task (speech recognition only) Unaided, 

OMNI, and DIR conditions, and the Baseline condition (visual reaction-time task only). 

Experiment 2 started two months after the completion of Experiment 1.

Data analysis—The CST scores were converted to RAU and analyzed using the methods 

described in Experiment 1. For the visual reaction-time task, the accuracy of the task was 

first examined. Across all conditions, the mean accuracy was 97.5% correct (SD = 2%). 

Since the accuracy was high, the median of the RTs across all trials in a given condition 

served as the RT of that condition. The RT data were then analyzed using the repeated 

measures ANOVA. Post-hoc analyses were performed using the Holm–Sidak test, adjusting 

for multiple comparisons. The relationship between driving performance (Experiment 1) and 

visual reaction-time task performance (this experiment) was examined using Pearson’s 

correlations.

Results

Figure 3A shows the mean single-task (black bars) and dual-task (gray bars) CST scores for 

each of the hearing aid conditions. The two-way (task type: single/dual; hearing aid 

condition: Unaided/OMNI/DIR) repeated measures ANOVA indicated that hearing aid 

condition had a significant effect on CST score (F2, 36 = 51.62, p< 0.001, partial η2 = 0.74). 

Post-hoc analysis further indicated that, averaged across single- and dual-tasks, all 

differences among the Unaided, OMNI and DIR conditions were significant. The effect of 

task type (F1, 18 = 0.69, p = 0.42; partial η2 = 0.037) and the interaction between task type 

and hearing aid condition (F2, 36 = 0.28, p = 0.76; partial η2 = 0.015) were not significant. 

These results indicated that hearing aid amplification and directional processing improved 

speech performance, while the addition of the visual reaction-time task did not affect speech 

performance.

Figure 3B shows the RT averaged across participants as a function of test condition. Longer 

RTs represented poorer performance. This figure shows that the RT of the Unaided 

condition was longer than that of the OMNI condition by 5.2 msec, which is in turn longer 
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than the RT of the DIR condition by 4.4 msec. This trend was consistent with the literature 

suggesting that better SNR was associated with better speech intelligibility and less effortful 

listening (Sarampalis et al. 2009; Zekveld et al. 2010). To take into account individual 

differences in motor function, the RT of the Baseline condition was subtracted from the RT 

of the dual-task condition. The differences were then analyzed using a one-way (hearing aid 

condition: Unaided/OMNI/DIR) repeated measures ANOVA. The result indicated that the 

effect of hearing aid condition was not significant (F2, 36 = 0.10, p = 0.90, partial η2 = 

0.006).

To examine the consistency between listening effort measured using the driving and visual 

reaction-time paradigms, the correlation between driving performance composite score and 

RT of the visual reaction-time task was examined. Since hearing aid condition did not have 

an effect on performance in either task, we averaged the three difference scores between 

each dual-task hearing aid condition and Baseline condition in the driving and the visual 

reaction-time tasks. These difference scores measure listening effort in the two paradigms. 

Figure 4 reveals this correlation for the 19 participants to be significantly positive (r = 0.50, 

p = 0.029). If the outlier indicated by the arrow in Figure 4 was eliminated from analysis, the 

correlation coefficient increased to 0.71 (p = 0.0009).

Discussion

Experiment 2 replicated Experiment 1 showing that hearing aid amplification and directional 

processing significantly improved speech recognition performance relative to the Unaided 

condition, but did not have an effect on listening effort. Therefore, the non-significant effect 

of hearing aid technologies on listening effort found in Experiment 1 was unlikely to be due 

to the complexity of the driving task. The significant correlation between listening effort 

measured using the driving and visual reaction-time paradigms further suggests that the two 

paradigms seem equivalent.

The result that directional processing considerably improved CST score but did not reduce 

listening effort, however, is not consistent with the literature. Using the same visual 

reaction-time paradigm, Sarampalis et al. (2009) found that an increase in SNR of auditory 

speech stimuli by 4 dB was associated with an increase in speech recognition performance 

by 15% to 30% and a decrease in RT by 40 to 50 msec (cf. Figure 4 in Sarampalis et al., 

2009, the “Unprocessed” data). In contrast, the current experiment revealed that although the 

SNR improvement provided by directional processing (approximate 4 dB) could increase 

CST score by 18% (relative to the OMNI condition), the RT was shortened only by a non-

significant 4.4 msec. A possible explanation for the inconsistent results between the two 

studies could be participant characteristics: younger adults with normal hearing were tested 

in the study by Sarampalis et al. (2009) while older adults with hearing impairment were 

evaluated in the current study. This speculation was somewhat consistent with the study by 

Ng et al. (2013), which shows that noise reduction algorithms can reduce listening effort 

only for listeners with better working memory capacity. In order to test this speculation and 

to ensure that the methodologies used by Sarampalis et al. (2009) were correctly 

implemented in the current study, Experiment 2 was repeated using younger adults with 

normal hearing.
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EXPERIMENT 3

Materials and Methods

Twenty-four adults (12 males and 12 females) participated in this experiment. Ages ranged 

from 20 to 37 years with a mean of 23.4 years (SD = 3.7). All participants had normal 

hearing (pure-tone thresholds < 25 dB HL at 0.5, 1, 2, and 4 kHz). The auditory stimuli, 

visual reaction-time dual-task paradigm, procedures, and equipment were identical to those 

used in Experiment 2. Experiment 3 differed from Experiment 2 in that (1) the auditory 

stimuli were not processed to compensate individual hearing loss, (2) in the OMNI and DIR 

conditions participants were allowed to adjust the sound level of the auditory stimuli to their 

most comfortable level, and (3) only three dual-task conditions (Unaided, OMNI, and DIR) 

and the Baseline (visual reaction-time task only) condition were tested. The single-task 

conditions (speech recognition task only) were not included in the experiment. Data were 

analyzed using the methods described in Experiment 2.

Results and discussion

Figure 5A shows the mean CST score in each of the dual-task hearing aid conditions. 

Although participants’ speech performance reached the ceiling level and the difference 

between conditions was small, the repeated measures ANOVA indicated that hearing aid 

condition had a significant effect on CST score (converted to RAU) (F2, 46 = 5.88, p = 

0.005, partial η2 = 0.20). Post-hoc analyses indicated that the mean CST score of the DIR 

condition was higher than that of the Unaided and OMNI conditions, while the difference 

between the latter two conditions was not significant. Figure 5B shows the RT as a function 

of test condition. Similar to Experiment 2, the RT of the Baseline condition was subtracted 

from the RT of a given hearing aid condition before analysis. The one-way (hearing aid 

condition: Unaided/OMNI/DIR) repeated measures of ANOVA indicated that the effect of 

hearing aid condition on RT was significant (F2, 46 = 6.32, p = 0.004, partial η2 = 0.22). 

Post-hoc analyses indicated that the mean RT of the DIR condition was shorter than that of 

the Unaided and OMNI conditions, while the difference between the latter two conditions 

was not significant. Lastly, a planned one-tailed t-test was conducted to investigate if 

directional benefit in listening effort (i.e., the difference in RT between the DIR and OMNI 

conditions) of younger adults with normal hearing (this experiment; 57.6 msec) was larger 

than that of older listeners with hearing impairment (Experiment 2; 4.4 msec). The result 

revealed that this is the case (t41 = 1.97, p = 0.028).

Experiment 3 indicated that although the difference in CST scores between the DIR and 

OMNI conditions was small (due to the ceiling effect), directional processing considerably 

reduced listening effort. These results suggested that the inconsistent findings between 

Experiment 2 and the study by Sarampalis et al. (2009) were due to the characteristics of the 

listeners, and that the methods used in Experiment 2 were comparable to those applied by 

Sarampalis et al. The results of Experiments 2 and 3 further suggested that, for a given 

listening situation and SNR, the benefit of hearing aid technologies on listening effort 

measured from younger adults with normal hearing may not be fully realized on older 

listeners with hearing impairment.
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GENERAL DISCUSSION

This study assessed the effect of hearing aid amplification and a directional technology on 

listening effort measured using a dual-task paradigm, wherein participants performed a 

speech recognition task concurrently with a simulated driving task (Experiment 1) or a 

simple visual reaction-time task (Experiment 2). Although the two paradigms generated 

consistent results and the correlation between them was significant, it is premature to 

conclude that the two dual-task paradigms are equivalent. An observation of note is that the 

RT of the visual reaction-time task tended to decrease as CST score increased (Figure 3B), 

but that was not so with driving performance (Figure 2B). Furthermore, although listeners 

who had better driving performance tended to have better visual reaction-time task 

performance (Figure 4), individual variation was not small. Therefore, although the current 

study suggests that laboratory-style dual-task paradigms remain appropriate to measure 

listening effort, researchers and clinicians alike should not ignore the effect of ecological 

validity when designing or choosing a dual-task paradigm.

Although considerable efforts were made to increase the ecological validity of the driving 

dual-task paradigm in Experiment 1, driving the simulator in the laboratory was still very 

different from driving an automobile in the real world. For example, the perception of the 

movement and inertia in the simulator differed significantly from that in the van traveling on 

the road. Because the automobile/road noises were recorded with the van set at a constant 

speed, the level of automobile (engine) noise was not consistent with the acceleration and 

deceleration of the vehicle in the simulator. Furthermore, the speech recognition stimuli 

were recorded using the hearing aids that were not optimized for individual hearing loss. 

The effect of non-optimized hearing aids and stimulus post-processing (to compensate 

individual hearing loss) might alter the listeners’ auditory perception and listening effort. 

Because the stimuli and tasks used in the driving dual-task paradigm are still quite different 

from the real-world listening-while-driving task, it is unknown if listening effort measured 

using this paradigm is generalizable to the real world.

Of note, directional processing considerably increased CST score but did not reduce 

listening effort for older adults (Experiment 2, Figure 3). For younger listeners with normal 

hearing, directional processing slightly improved speech recognition performance but 

greatly reduced listening effort (Experiment 3, Figure 5). To explain these findings, 

psychometric functions that describe the performances in the dual-task experiment as a 

function SNR are proposed (Figure 6). The function of the speech recognition task is 

sigmoid shaped (solid curves in Figure 6) and the function of the visual reaction-time task 

(in RT) is assumed to be reverse-sigmoid shaped (dashed curves). The thicker black curves 

represent the older listeners’ psychometric functions. It is likely that, at the -1 dB SNR used 

in the experiment (indicated by the dark gray rectangle in Figure 6), older listeners’ speech 

recognition performance was at the steep portion of the function (50 to 70% correct), while 

visual reaction-time performance was at the floor level. This floor effect might occur in the 

driving task as well. Because younger participants had better speech recognition 

performance, their psychometric functions would fall to the left side of older listeners’ 

functions (the thinner gray curves; assuming that the psychometric functions of younger and 

older adults have the same shape). At the same SNR (the dark gray rectangle in Figure 
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6),younger listeners’ speech recognition performance was at the ceiling level (> 90% 

correct), while RT was at the steep portion of the function. Therefore, if a better SNR was 

used in the study, both the driving and visual reaction-time dual-task paradigms might be 

able to demonstrate the effect of hearing aid technologies on listening effort for older 

listeners (indicated by the light gray rectangle in Figure 6). The psychometric functions of 

the dual-task paradigm have not been derived empirically. More research is needed to 

investigate the characteristics of dual-task paradigm psychometric function, such as the 

shape of the function and the relationship between the functions of the two tasks, for older 

and younger listeners.

CONCLUSIONS

Based on the results of this study, three important conclusions can be drawn. First, adding 

speech listening/repetition to driving compromised driving performance. Hearing aid 

technologies could not reduce this negative effect at SNRs that typically occur in vehicles 

traveling on the highway. Second, listening effort measured in dual-task experiments using a 

simulated real-world driving task and a simple, laboratory-style task was generally 

consistent. Third, for a given listening environment, the benefit of hearing aid technologies 

on listening effort measured from younger adults with normal hearing may not be fully 

translated to older listeners with hearing impairment.
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Figure 1. 
Average audiograms of study participants. Gray circles and black diamonds are for 

participants in Experiments 1 and 2, respectively. Error bars = 1 SD. The maximum and 

minimum thresholds are shown by the lines.
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Figure 2. 
A: CST score as a function of test condition in Experiment 1. Higher scores reflect better 

speech recognition performance. B: Driving performance composite score (refer to the left 

y-axis) and the three original driving metrics (mean, SD, and interquartile range (IQR) of the 

following distance in meters; refer to the right y-axis) as a function of test condition. Higher 

scores reflect poorer driving performance. Error bars = 1 SE.
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Figure 3. 
A: CST score as a function of test condition in Experiment 2. Higher scores reflect better 

speech recognition performance. B: Reaction time as a function of test condition. Longer 

reaction times reflect poorer performance. Error bars = 1 SE.
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Figure 4. 
Relationship between listening effort measured using the driving (Experiment 1) and visual 

reaction-time tasks (Experiment 2). The data are the average of the three difference scores 

between each dual-task hearing aid condition (Unaided, OMNI, and DIR conditions) and 

Baseline condition. The arrow indicates an outlier.
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Figure 5. 
A: CST score in the dual-task condition as a function of test condition in Experiment 3. 

Higher scores reflect better speech recognition performance. B: Reaction time as a function 

of test condition. Longer reaction times reflect poorer performance. Error bars = 1 SE.

Wu et al. Page 23

Ear Hear. Author manuscript; available in PMC 2015 November 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 6. 
Hypothetical psychometric functions of speech recognition task (solid curves, refer to the 

left y-axis) and reaction-time task (dashed curves, refer to the right y-axis) for older (thicker 

black curves) and younger (thinner gray curves) listeners. Dark gray rectangle represents the 

signal-to-noise ratio used in the study. Light gray rectangle indicates the signal-to-noise ratio 

that corresponds to the steep portion of older listeners’ functions.
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