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Abstract

A large fraction of proteins function as homodimers, but it is not always clear why the 

dimerization is important for functionality since frequently each monomer possesses a distinctive 

active site. Recent work (PLoS Computational Biology, 9(2), e1002924) indicates that 

homodimerization may be important for forming an electrostatic funnel in the spermine synthase 

homodimer which guides changed substrates toward the active centers. This prompted us to 

investigate the electrostatic properties of a large set of homodimeric proteins and resulted in an 

observation that in a vast majority of the cases the dimerization indeed results in specific 

electrostatic features, although not necessarily in an electrostatic funnel. It is demonstrated that the 

electrostatic dipole moment of the dimer is predominantly perpendicular to the axis connecting the 

centers of the mass of the monomers. In addition, the surface points with highest potential are 

located in the proximity of the interfacial plane of the homodimeric complexes. These findings 

indicate that frequently homodimerization provides specific electrostatic features needed for the 

function of proteins.
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Introduction

The role of electrostatics in the cell is evident by the fact that biological macromolecules are 

made of atoms carrying partial charges and frequently the net charge of the macromolecules 

is different from zero [1]. There are hundreds of thousands of different macromolecules and 

substrates in living cells and each receptor must recognize its specific binding partners 

among a plethora of other molecules in order to carry out the needed functions for life 

[2,3,4,5]. Not only must proteins identify their partners among many others, but frequently 

the identification and binding must be done quickly and over relatively large distances 

[6,7,8,9,10]. The best candidate among the molecular forces for providing such a long-range 

guiding mechanism is the electrostatic force [11,12,13,14].

Homodimeric proteins represent a large fraction of biologically active units in the cell 

[15,16,17,18,19]. Since homodimeric proteins are made of two identical chains carrying the 
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same net charge, it is expected that in most cases the electrostatic forces will oppose binding 

[20]. However, homodimerization is frequently found to be necessary for the function of 

many proteins [21,22,23,24]. In some cases, the homodimerization results in a formation of 

a functionally important homodimeric interface [25,26]. In many other cases, homodimers 

are formed from two monomers with distinctive active sites being far away from the dimer 

interfaces [27,28]. For these cases, there should be some advantageous effect, different from 

forming a functionally important homodimeric interface and being important so as to pay the 

price of overcoming unfavorable electrostatic repulsion between identical chains forming 

the homodimer. For some cases the homodimerization is necessary for the regulation 

[28,29,30]. For others, as in the case of the human spermine synthase protein, the 

dimerization works as a switch [27,31] and creates an electrostatic funnel which steers the 

delivery of the reactants to the active sites of the complex [32]. With this work, we explore 

the possibility that such an effect, the electrostatic steering effect, may be common among 

homodimeric proteins, to deliver the substrates to the active site(s) or to enhance the 

molecular recognition.

In order to address the abovementioned effects on homodimer complexes a database of such 

complexes has been created and analyzed. To create the database we extracted a selection of 

204 homodimeric proteins using the PDBsum database (http://www.ebi.ac.uk/pdbsum/) 

[33,34]. Using these proteins and grouping them into subclasses according to their function, 

we show that the dimerization creates specific electrostatic features which can guide the 

molecular recognition or substrate binding.

Methods

Database Creation

To create the database of homodimers, the word “homodimer” was searched using the 

PDBsum database which searches the header records of PDB files located in the Protein 

Data Bank (http://www.pdb.org). The search resulted in a list of 445 different PDB files 

which were then manually inspected to determine if the resulting files are indeed 

homodimers. Files with incomplete information were removed from this list resulting in a 

total of 204 PDB files (Table 1S in supplementary material). Out of these protein 

homodimers, some files also included other biological molecules (i.e. DNA bound to 

homodimeric transcription factors), and these non-protein molecules were removed from the 

structural files. The homodimers were visually inspected with regard to their binding mode 

and it was observed that some of them form symmetrical dimers (mirrored monomers), 

while others showed no symmetry of the binding mode.

Furthermore, the homodimers were grouped into four groups. The first selection was based 

on the Enzyme Commission Number (EC) and resulted in six subgroups: oxidoreductases 

(EC1), transferases (EC2), hydrolases (EC3), lyases (EC4), isomerases (EC5), and ligases 

(EC6). However, EC subgroups 4–6 had only a few structural representatives and were 

deleted from the database. Thus, after the first selection, three groups were formed: EC1, 

EC2 and EC3. The second selection was based on proteins identified as transcription factors 

and DNA binding proteins called the DNA subgroup, resulting in the last fourth group. The 

remaining entries that did not fit into these subgroups were separated and included in 
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analysis when discussing the database as a whole. The contents of the database and each 

group and their relative percentages of the overall database are provided in Table 1.

Electrostatic and geometric calculations using DelPhi

For calculations each structural file in the database was fixed for missing atoms and residues 

using Profix from the JACKAL package (http://wiki.c2b2.columbia.edu/honiglab_public/

index.php/Software:Jackal) and protonated using MCCE [35,36]. In addition, each PDB file 

was split by chain designator and three files were generated: two files containing the atomic 

coordinates of each monomer and another file that contains the entire homodimeric 

structure. DelPhi [37,38,39] was run on each of these three files, and from the output the 

location of the geometric center for each monomer and the locations of the centers of 

positive and negative charges for the homodimer were determined. These runs were 

conducted using Clemson University’s High Performance Computing cluster, Palmetto 

(http://citi.clemson.edu/palmetto/). The following parameters were used for the DelPhi runs: 

percent of protein filling the cube – 70%; scale – 1.0 grids/Å; amber force field; a dielectric 

constant of 4 for the protein and 80 for the solvent; the water probe radius 1.4 Å.

a. Calculating the angle between the center of masses of monomers and the total 

electrostatic dipole moment of the homodimer: Using the point locations of the 

geometric centers of each monomer, C1(x1, y1, z1) and C2(x2, y2, z2) respectively, a 

geometric center vector A⃗ was generated from C1 to C2 (Figure 1a). Using the 

locations of the centers of positive and negative charges for the entire homodimeric 

complex, C3(x3, y3, z3) and C4(x4, y4, z4), a electric dipole moment vector B⃗ was 

generated from C3 to C4. In this approach the center of the vector coincides with 

the middle point between C3 and C4, and no offset was introduced even for cases 

for which the net charge is different from zero (the distribution of the net charge is 

provided in supplementary material Fig. 2S). To make vector B⃗ an electric dipole 

moment vector, it was multiplied by the absolute value of the smaller position or 

negative charge of the dimer (although the charge cancels in eq. (1)). The angle 

between these two vectors was then calculated via the formula

(1)

where θ is the angle between the geometric center vector A⃗ and the dipole moment 

vector B⃗. It should be mentioned that the magnitude of both vectors, A⃗ and B⃗, are 

significantly different from zero, ranging from 2 Å to 76 Å for vector A⃗, and from 2 

eÅ to 1400 eÅ for vector B⃗. This assures that the denominator in the eq. (1) is 

significantly different from zero.

b. Calculating the distance between the interfacial dimeric plane and the surface 

points with largest magnitude of the electrostatic potential: The interface between 

the two monomers of the homodimeric complex was modeled with the plane ax + 

by + cz + d = 0, consisting of the points with equal distance to C1 and C2 (Figure 

1b). The distance from arbitrary point X0(x0, y0, z0) to the plane can be then 

calculated by
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(2)

Determining the positions of largest positive and negative potentials

To indicate and rank the positions X0(x0, y0, z0) of largest positive and negative potentials 

around the proteins we utilized the BION webserver (http://compbio.clemson.edu/

bion_server/) [40]. The algorithm implemented in BION relies on a Delphi generated 

potential map in conjunction with an in-house clustering algorithm [41]. The predictions are 

based on the magnitude of the electrostatic potential at selected surface-bound grid points 

and biophysical properties of ions such as radius and charge. Two types of ions were used as 

probes: Ca++ for determining the positions with largest negative potential and an artificial 

Ca−− for finding the positions with largest positive potential. The representative grid points 

are sorted in descending order (by absolute value) of the potential and the position of a given 

point within this list is termed Rank. For the current project we used a maximum of 10 top 

ranked points.

Visualization

The potential map was obtained in a CUBE format file from DelPhi [39]. The CUBE output 

file represents the electrostatic potential at each grid point within the grid. This output was 

then visualized with VMD software [42] in order to plot the electrostatic potential and 

electrostatic field lines. The electrostatic field lines are shown as lines where the red color 

represents negative potential and the blue represents positive potential. For further 

visualizations of the proteins the program CHIMERA was also used [43].

Results and discussion

We begin our analysis with the investigation of the entire dataset focusing on the 

distribution of the angle between the global electrostatic dipole moment of each homodimer 

(vector B⃗) and the vector A⃗ connecting the centers of mass of each monomer. Figure 2a 

shows the angle distribution for the total dataset of 204 homodimers. It can be seen that the 

vast majority of the angles are very close to 90 degrees indicating that vector A⃗ and the 

dipole moment vector B⃗ are perpendicular. The graph resembles a normal distribution with a 

mean angle value of 87.6 degrees and 74% of the proteins lie within one standard deviation 

of the mean. Such a strong signal indicates that homodimerization indeed provides a specific 

electrostatic environment. Since the electrostatic dipole moment is perpendicular to the 

vector A⃗ connecting the centers of mass of each monomer, the global electrostatic potential 

lines will be focused around the vicinity of the dimer interface. Thus, for homodimers 

binding other charged biological macromolecules or substrates, the electrostatic potential 

will be providing guidance.

Continuing the analysis with the subgroups EC1, EC2, EC3 and DNA (Figure 2b–e 

respectively) it can be seen that the data follows the same trend. While the representative 

cases for these subgroups are not numerous enough to suggest a normal distribution, still one 

appreciates that the majority of the cases are also very close to 90 degrees. Particularly, for 

Campbell et al. Page 4

J Theor Comput Chem. Author manuscript; available in PMC 2014 November 20.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript

http://compbio.clemson.edu/bion_server/
http://compbio.clemson.edu/bion_server/


EC1 subgroup a large amount of cases have angle ranges between 82 and 98 degrees and 

nearly all the cases for EC2 are represented in this same range. The EC3 subgroup has the 

most scattered data but does have the largest amount of cases between 86 and 90 degrees. 

The DNA group shows the best results out of all the subgroups. Over half of the cases for 

this group are within the range of 82 and 98 degrees. It is no surprise that the DNA group 

shows the most convincing results in terms of enhanced electrostatics since transcription 

factors and DNA binding proteins bind to the highly charged DNA molecule. Therefore, a 

dipole moment perpendicular to the geometrical center of the complex will guide the 

homodimer in its approach to the DNA and will facilitate the complex formation.

The motivation to study the distribution of the points with maximal (absolute positive or 

negative) potential stems from the relation between the electrostatic potential and the 

corresponding electrostatic field, the latter being a gradient of the potential. Since the 

presence of an electrostatic “funnel” cannot be easily quantified, an alternative way is to 

model the distribution of the highest potential, which in turn can serve as an indicator of 

where the opposite charged substrate may be delivered. Thus, if these points of maximal 

potential are located at or close to the dimeric interface, this will indicate that dimerization 

enhances the electrostatic properties of the dimer.

To analyze the distribution of positive and negative potentials around the homodimers we 

generated enrichment curves for each group of proteins in the database. The question which 

is intended to be addressed is if the points with largest negative and positive potentials are 

located on or close to the plane of the dimeric interface. The results are shown in Figure 3b–

f. The y-axis represents the accumulative number of cases (true cases) being identified as 

located on or close to the interfacial plane. A point is considered to be true if it is located at a 

distance smaller than 10 Å away from the interface. The x-axis of the figure represents the 

accumulative Ranks. In order to explain the construction of the graphs the following 

example is provided: If 10% of the first Rank points are within 10 Å from the interface, the 

graph point will be x=1, y=10%. Only one success is counted per protein, i.e. if the first 

Rank point for protein “X” is a true point, the other nine predictions are ignored. This is 

done to assure that the enrichment curve does not exceed 100%. Proceeding to the second 

Rank points, we apply the same protocol, and if we identify 15% second Rank pints as true 

points, the next point on the graph will be x=2, y=25% (Note: Proteins for which first Rank 

point were identified as true are removed, and the “y” value is cumulative).

The results shown in Figure 3a–b are for the entire dataset. It can be seen that in 50% of the 

cases the highest negative potential point is on or close to the interfacial plane and 45% of 

the case the same is observed for the point with largest positive potential (Figure 3a). This 

indicates that homodimerization indeed creates an electrostatic environment for which the 

potential is the strongest around the interfacial plane. Furthermore, the enrichment curves 

presented in Figure 3b demonstrate that if one takes into account all ten predictions for each 

homodimer, there almost always will be a prediction on or close to the interfacial plane (the 

enrichment curves reaching 100%).

Based on the functionality of the homodimer enzymes one may expect that oxidoreductases 

(EC1) and hydrolase (EC3) should have a strong electrostatic potential at the active site. 
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Moreover, DNA is known to be a highly charged macromolecule and the proteins binding to 

it (DNA group) must be driven by electrostatics and should have electrostatic field 

promoting the binding. On the other hand, the functionality of transferases (EC2), the 

enzymes that are involved in transferring chemical groups from one protein to another or 

within the same protein, may not necessarily be driven by electrostatics, since the chemical 

groups being involved may not be charged. It should also be taken into account that for 

DNA group homodimers the distribution of the points with strongest positive potential is 

most important, not the points with negative potential. The same is valid for all other 

homodimers, if there is information about the polarity of the interacting partner or substrate. 

At the same time, it should be clarified that in many cases, the highest potential points of 

different polarity are located at the opposite sides on the homodimer, as for example DNA 

binding homodimers. Thus, the positive potential point enhances the binding while the 

negative potential point at the opposite side of the homodimer provides the correct 

orientation by keeping the opposite side away from the DNA.

Having in mind these considerations below we proceed with the analysis of subgroups. One 

can see that for EC1 subgroup the first ranked negative potential position is more than 60 % 

of the cases (Figure 2c). The percentage is a little lower for EC3 and DNA subgroups (45% 

and 50% respectively), but still remarkably high (Figure 3e and f respectively). On the other 

hand, as it is expected, for transferases (EC2) the electrostatics is not involved much in 

enzyme functionality, and the top ranked negative potential position is only 35% of cases 

(Figure 2d). Fewer differences are seen for the enrichment curves for the highest positive 

potential points. As it was suggested above, the DNA subgroup shows almost no difference 

for negatively and positively charged potential points, while the EC1 and EC3 subgroups 

demonstrate the largest difference. Perhaps this is due to the specific binding partners and 

substrates being recognized by the homodimers in our dataset, but unfortunately we do not 

have such information.

In order to demonstrate the electrostatic features suggested by the above analysis, we present 

a case from each subgroup where the electrostatic field lines are generated from the 

corresponding potential map. For each of the figures, the space of interest is circled in 

yellow. As a representative for the EC1 subgroup, the protein 3MAP [42] with an angle 

value of 86.9 degrees between the geometrical center vector and dipole moment vector is 

shown in Figure 4a. A large density of negatively charged electrostatic field lines funneling 

into the homodimer interface from either side can be seen. While there are many other field 

lines distributed around the protein, the largest density of field lines (represented by the 

intensity of the red color) are located in this region. The protein 4GTU [43] with an angle 

value of 77.8 degrees is shown in Figure 4b as a representative for EC2 subgroup. It can be 

seen that the electrostatic field lines form kind of funnel into an interfacial cleft formed by 

homodimerization. The next subgroup, the EC3 subgroup, is represented by the protein 

1EK1 [44] with an angle value of 88.4 degrees (Figure 4c). Similar to the example from the 

EC1 group we see field lines distributed around the protein, but the highest density and 

highest charged field lines are funneling into the interface of the two monomers. From the 

DNA group, Figure 4d shows the protein 2RAM [45] with an angle value of 92.3 degrees. 

The two monomers of this protein form a pocket (circled in yellow) in which DNA binds to. 

We see a large density of positively charged (blue) field lines all funneling into this pocket. 
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This positively charged funnel pulls the negatively charged DNA into the pocket for the 

function of the protein to take place. Note that these examples are not exclusive and for 

many of the homodimers in the dataset, the “funneling” effect cannot be easily 

demonstrated. The main obstacle of providing a more quantitative measure of the existence 

of “funneling” stems from the ambiguity of generating electrostatic field distribution for 

cases having relatively weak fields. The outcome depends on the VMD parameters used to 

convert the electrostatic potential distribution into the electrostatic field distribution. 

Because of that our analysis mostly emphasizes on the measurable quantities such as the 

dipole moment orientation and the distribution of the points with maximal potential, rather 

than the subjective claims of “funnel” existence. These cases are provided for illustration 

only.

Conclusion

It was demonstrated that homodimerization frequently results in electrostatic potential and 

field being strongest on or nearby the dimeric interface and dimeric plane, which is referred 

to as “electrostatic enhancement”. However, the calculated effects depend on the 

functionality of the corresponding homodimers and presumably on the physico-chemical 

properties of the interacting partners, including substrates. The “electrostatic enhancement” 

is strongly present for EC3 and DNA subgroups, and less manifested for EC2 subgroup, but 

still involving more than 50% of examined cases. Similar observations were made in terms 

of the dipole moment of the homodimers, although the effect is not so pronounced. Again, 

the EC3 and DNA subgroups manifest the largest fraction of cases with dipole moments 

perpendicular to the axis of geometrical centers of the monomers. However, EC2 also shows 

significant preference toward the same trend, but the number of cases is relatively small, so 

it is difficult to draw a definite conclusion. The distribution of the angle of the dipole 

moment is much broader for EC1 group, which is along the findings observed for the 

strongest potential discussed above. Combining all these observations together, and having 

in mind that electrostatics is pH- and salt-dependent and that “electrostatic enhancement” is 

homodimerization dependent, one can speculate that the “electrostatic enhancement” can 

serve as an important regulator of an homodimer’s activity.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Illustration of the geometrical quantities used in the analysis. a.) Vectors A⃗ and B⃗ are created 

between the points C1, and C2 (the points of geometrical center of mass for each protein 

within the homodimer), and C3 and C4 (the centers of negative and positive charges, 

respectively). b.) The geometrical centers are used to generate a plane perpendicular to the 

line connecting C1, C2 and intersecting it at the middle. The distance D is the length between 

any point Xo and the length of the perpendicular line from Xo to the plane.
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Figure 2. 
Distribution of the angle between the geometric center vector and electric dipole moment 

vector. The percentage is taken with respect to the number of cases in each group as follows: 

a) all proteins in the entire database, b) proteins in the EC1 group, c) proteins in the EC2 

group, d) proteins in the EC3 group, and e) proteins in the DNA group.
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Figure 3. 
a.) Distance distribution of the top rank positions from the interfacial plane calculated from 

BION server for all proteins in the entire database. b.) Enrichment curve of the top ten rank 

positions for all proteins in entire database. c.) Enrichment curve of the top ten rank 

positions for all proteins in the EC1 group. d.) Enrichment curve of the top ten rank 

positions for all proteins in the EC2 group. e.) Enrichment curve of the top ten rank 

positions for all proteins in the EC3 group. f.) Enrichment curve of the top ten rank positions 

for all proteins in the DNA group.
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Figure 4. 
a.) Shows the protein 3MAP and the interfacial area circled in yellow. Drawing method: 

FieldLines; GradientMag: 3.48; Min Length: 25.95; Max Length: 38.42; Coloring Scale 

Data range: −1.50 to 1.50. b.) Shows the protein 4GTU and the interfacial area circled in 

yellow. Drawing method: FieldLines; GradientMag: 2.08; Min Length: 32.19; Max Length: 

47.78; Coloring Scale Data range: −2.00 to 2.00; c.) Shows the protein 1EK1 and the 

interfacial area circled in yellow. Drawing method: FieldLines; GradientMag: 4.10; Min 

Length: 38.42; Max Length: 66.49; Coloring Scale Data range: −3.00 to 3.00; d.) Shows the 

protein 2RAM and the DNA binding cleft circled in yellow. Drawing method: FieldLines; 

GradientMag: 1.61; Min Length: 16.59; Max Length: 47.78; Coloring Scale Data range: 

−1.00 to 1.00.
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