
Processing properties of ON and OFF pathways for Drosophila 
motion detection

Rudy Behnia1,*, Damon A. Clark2,3,*, Adam G. Carter4, Thomas R. Clandinin3, and Claude 
Desplan1

1Center for Developmental Genetics, Department of Biology, New York University, New York

2Department of Molecular, Cellular, and Developmental Biology, Yale University, New Haven

3Department of Neurobiology, Stanford University, Stanford

4Center for Neural Science, New York University, New York

Abstract

The algorithms and neural circuits that process spatiotemporal changes in luminance to extract 

visual motion cues have been the focus of intense research. An influential model, the Hassenstein-

Reichardt correlator1 (HRC), relies on differential temporal filtering of two spatially separated 

input channels, delaying one input signal with respect to the other. Motion in a particular direction 

causes these delayed and non-delayed luminance signals to arrive simultaneously at a subsequent 

processing step in the brain; these signals are then nonlinearly amplified to produce a direction-

selective response (Figure 1A). Recent work in Drosophila has identified two parallel pathways 

that selectively respond to either moving light or dark edges2,3. Each of these pathways requires 

two critical processing steps to be applied to incoming signals: differential delay between the 

spatial input channels, and distinct processing of brightness increment and decrement signals. 

Using in vivo patch-clamp recordings, we demonstrate that four medulla neurons implement these 

two processing steps. The neurons Mi1 and Tm3 respond selectively to brightness increments, 

with the response of Mi1 delayed relative to Tm3. Conversely, Tm1 and Tm2 respond selectively 

to brightness decrements, with the response of Tm1 delayed compared to Tm2. Remarkably, 

constraining HRC models using these measurements produces outputs consistent with previously 

measured properties of motion detectors, including temporal frequency tuning and specificity for 

light vs. dark edges. We propose that Mi1 and Tm3 perform critical processing of the delayed and 

non-delayed input channels of the correlator responsible for the detection of light edges, while 

Tm1 and Tm2 play analogous roles in the detection of moving dark edges. Our data shows that 

specific medulla neurons possess response properties that allow them to implement the 

algorithmic steps that precede the correlative operation in the HRC, revealing elements of the 

long-sought neural substrates of motion detection in the fly.
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Behavioral and electrophysiological studies in flies have demonstrated that visual motion 

responses display the fundamental signatures predicted by the HRC1,4,5. In Drosophila, 

photoreceptors R1–R6 are required for motion detection, and synapse onto three lamina 

monopolar cells L1, L2 and L36, which provide inputs to distinct motion pathways2,3,7–11. 

L1 feeds into pathways involved in detecting moving light edges2,3 while L2, with 

contributions from L1 and L3, is involved in detecting moving dark edges2,3,10 (Figure 1B). 

Deeper in the optic lobe, two direction-selective neuronal types, T4 and T5, are also 

differentially tuned: T4 cells respond to moving light edges while T5 cells respond to 

moving dark edges12. Both T4 and T5 are required for downstream, direction-selective 

responses of the visual system output cells called lobula plate tangential cells (LPTCs)13,14. 

According to the HRC model, these light and dark edge direction-selective pathways each 

require two processing steps: differential temporal delay and nonlinear amplification (Figure 

1A). Moreover, these two pathways must process changes in contrast differently in order to 

respond differentially to light and dark edges. One such asymmetrical mechanism is ‘half-

wave rectification’, where inputs of one polarity are amplified and inputs of the opposite 

polarity are suppressed.

Since L1 and L2 relay information about both contrast increments and decrements3 (they 

hyperpolarize in response to light increments and depolarize in response to decrements) and 

act as inputs to motion pathways, we focused on medulla neurons that link L1 and L2 to T4 

and T5 to identify potential sites of half-wave rectification and delay. Electron microscopic 

reconstruction of the medulla has identified columnar neurons types Tm3 and Mi1 as 

receiving the large majority of synapses from L115,16. Similarly, Tm1 and Tm2 are the main 

synaptic targets of L215,16. Furthermore, Mi1 and Tm3 together constitute over 80% of the 

presynaptic inputs to T416 and both Tm1 and Tm2 provide input to T517. Based on their 

innervation patterns, Mi1 and Tm3 have been proposed to be core components of the motion 

detector for light edges involving T416. Similarly, Tm1 and Tm2 are likely candidates for 

analogous roles in a motion detector for dark edges.

Since changes in luminance are central to motion detection, we first examined the responses 

of Mi1, Tm3, Tm1 and Tm2 to step changes in light intensity by performing whole-cell 

current-clamp recordings on awake immobilized fruit flies (Figure 1C). Both Mi1 and Tm3 

responded with a strong, transient depolarization at the onset of a 1 s light step, and then 

transiently hyperpolarized to below pre-stimulus levels at light offset (Figure 2A right and 

Extended data Figure 1A). The responses to onset and offset of light differed in magnitude: 

in Mi1, the offset hyperpolarization amplitude was only 11% (SEM=3.5%) of the onset 

depolarization, while in Tm3, this fraction was 36.6% (SEM=7.1%) (Extended data Figure 

1C). A brief flash of light (200 ms) elicited a sharper depolarization in both cells, with the 

offset hyperpolarization terminating the depolarization phase of the response (Figure 2A, 

left). The responses observed in Tm1 and Tm2 were similar to each other, yet were 

strikingly different from those in Mi1 and Tm3 (Figure 2B and Extended data Figure 1B). 

Tm1 and Tm2 hyperpolarized at light onset, and depolarized strongly at light offset. The 

hyperpolarization of Tm1 evoked by stimulus onset was 26.1% (SEM=3.8%) as large as the 

depolarization evoked at offset; for Tm2, this number was 17.7% (SEM=2.3%) (Extended 

data Figure 1C). Finally, rapid sequential presentations of light caused repolarization of 
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these cells while their membrane potential was still peaking or decaying from a previous 

flash (Figure 2B middle). Thus, Mi1 and Tm3, the post-synaptic targets of L1, respond 

mostly to brightness increments. Conversely, Tm1 and Tm2, the post-synaptic targets of L2, 

respond most strongly to brightness decrements, consistent with calcium imaging studies of 

Tm218. All four cells showed asymmetries in their responses to brightness changes, 

consistent with a role in conferring edge selectivity to each pathway. In addition, we 

examined whether these medulla neurons could relay long-term information about contrast 

to downstream circuitry by characterizing responses evoked by 5 s brightness increments or 

decrements presented on an intermediate grey background (Extended data Figures 2A, B, C 

and D). All four neurons displayed a sustained response for both brightness increments and 

decrements, consistent with observations that motion responses can be evoked even when a 

sequential change in luminance at two points in space occurs with a delay period of up to 10 

s in experiments using apparent motion stimuli3,19.

In HRC models, the individual inputs to the cells that perform the nonlinear amplification 

step are not themselves direction selective. We therefore tested the responses of Mi1, Tm3, 

Tm1 and Tm2 to motion stimuli, using light and dark bars moving in different directions, 

under conditions that evoke strong responses from LPTCs20 (Extended data Figure 3). All 

four neurons responded to moving bars with a sharp depolarization (Extended data Figure 

3A and B) but the amplitude of these responses was independent of the direction of motion 

(Extended data Figure 3C). Thus, Mi1, Tm3, Tm1 and Tm2 are not direction selective under 

these conditions, consistent with these cells acting upstream of the nonlinear correlation 

stage of motion detection, as recently reported for Tm218.

We next examined whether Mi1 and Tm3, or Tm1 and Tm2, have different response 

latencies that would allow them to differentially delay responses to contrast changes. To 

quantitatively capture the responses of these neurons to dynamic stimuli spanning a wide 

range of contrast values and time-scales, we used an approximately Gaussian-distributed 

random flicker stimulus with a 50% contrast (standard deviation) and an exponential 

correlation time of 10 ms (see Methods). We used standard procedures to extract the linear 

filter that best described the temporal properties of the response21,22 (see Methods). The 

responses of Mi1 and Tm3 to the noise stimuli were very similar (r=0.91 between mean 

response traces), with temporal filters that comprised a large positive lobe reflecting a sign-

conserving relationship between the input contrast and the neural response (Figure 3A, B 

left, arrow, Extended data Figure 4A, 5A and B). Mean Tm1 and Tm2 responses to these 

noise stimuli were also similar to one another (r=0.90), with temporal filters that included a 

large negative lobe, reflecting a sign-inversion between the contrast input and the neural 

response (Figure 3D, E left, arrow; Extended data Figure 4B, 5E and G). For Mi1 the 

average peak response time was 71 ms after a contrast change (SEM=3.8 ms) while it was 

53 ms (SEM=5.2 ms) for Tm3. Thus, a difference of 18 ms existed between the peak times 

of the filters for Mi1 and Tm3 (Figure 3B right; p<0.01). Similarly, the average peak time 

was 56 ms (SEM=3.8 ms) for Tm1 and 43 ms (SEM=2.7 ms) for Tm2. The difference in 

latency between the two cells was 13 ms (Figure 3E right, p<0.002). Thus, in both cases, 

there was a small but significant temporal offset, with Mi1 exhibiting a delayed response as 

compared to Tm3, and Tm1 being delayed relative to Tm2. Notably, these peak delay 
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differences are not much smaller than delays inferred from some LPTC recordings and 

behavioral experiments3,23,24.

We next asked whether neuronal responses to this stochastic stimulus were linear or whether 

different gains were applied to brightness increments and decrements. The noise stimulus 

was convolved with the corresponding filters for each neuron type to obtain the predicted 

linear response of each neuron. We then compared the linear predictions to the actual 

response to define the instantaneous nonlinearity for each neuron. Consistent with the light 

step results, the nonlinearities extracted for Mi1 and Tm3 revealed that these cells respond 

more strongly to brightness increments than to decrements (Figure 3C, Extended data Figure 

5B and D). Similarly, both Tm1 and Tm2 neurons were less hyperpolarized in response to 

brightness increments and more depolarized in response to brightness decrements than 

predicted by the linear model (Figure 3F, Extended data Figure 5F and H). The noise stimuli 

evoked smaller response asymmetries than those observed with brightness steps, possibly 

because these stimuli use smaller changes in intensity than our step stimuli. Such differences 

in gain for brightness increments and decrements reflect partial half-wave rectification, a 

central feature of models that selectively respond to one contrast polarity2,3,19,25.

Can the dynamics of the linear filters and the extent of the nonlinearities we measured 

account for well-characterized properties of motion detecting pathways? One hallmark of 

the HRC is that it displays a peak response to a defined temporal frequency, creating a 

temporal frequency optimum (TFO). Because of its structure, the output of an HRC is not 

proportional to the speed of motion, but rather increases to a maximum value, before 

decaying at faster speeds. The shape of this tuning curve depends on the temporal properties 

of its two input channels26. We constructed two separate model correlators, one that used 

Mi1 and Tm3 filters and nonlinearities as the two channels preceding multiplication and 

subtraction, and a second one that used Tm1 and Tm2 filters and nonlinearities (Figure 4A, 

data from Extended data Figure 6). We examined whether these model motion detectors 

produced temporal frequency tuning curves similar to those previously measured in flies. 

When we presented these models with moving sine waves of 20% contrast at various 

contrast frequencies, we observed a peak response at approximately 1 Hz for both the 

Mi1/Tm3 and the Tm1/Tm2 models (Figure 4B). This computed TFO compares favorably to 

the optima measured in blowflies and Drosophila14.

Another measured feature of these two motion pathways is their selectivity for edges of 

particular contrast polarity. We presented our model correlators with light and dark edges of 

100% contrast, moving across a grey background. The Tm1/Tm2 model was highly 

selective for dark edges over a range of speeds. The Mi1/Tm3 model was only mildly 

selective for light edges, due to the more linear responses measured in Mi1 and Tm3 as 

compared to Tm1 and Tm2 (Figure 4C). These modeling results are consistent with 

experimentally measured high selectivity of the dark edge motion pathway2,3, and a more 

modest selectivity of the light edge motion pathway3.

Taken together, our data are consistent with a model in which Mi1 and Tm3 represent 

central components of the input channels of a correlator detecting moving light edges, while 

Tm1 and Tm2 represent analogous components for a correlator that is tuned to detect 
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moving dark edges. The asymmetric responses of these four neurons to brightness 

increments and decrements corroborates previous studies that argued for separate processing 

of ON and OFF inputs by distinct channels15,25 to explain the segregation between light and 

dark edge processing. This situation is similar to separate processing of ON and OFF signals 

by bipolar cells in the vertebrate retina27.

The relative delays we measured between the peak responses in these cells is roughly 10 

times smaller than previously calculated for idealized motion detector models that fit a host 

of experimental data. In classical HRC models, input to one channel is not filtered, while 

input to the second channel is low pass filtered with a time constant of τ. In these models, 

the maximum response occurs at a temporal frequency of 1/2πτ, so that the delay for a 1 Hz 

optimum is τ ~ 150 ms26. However, since both filters we measured both act as band pass 

filters, they suppress high frequency inputs, while still producing delay differences between 

the channels. Thus, when input channels contain both these measured filters, a timing 

difference of ~15 ms can result in a TFO of 1 Hz (see Methods and Extended data Figure 7). 

Furthermore, two considerations might lengthen the actual relative delays between 

pathways. First, we performed somatic recordings that may only approximate the true 

axonal response of the neurons. Second, the synapses between Mi1/Tm3 and T4, and those 

between Tm1/Tm2 and T5 could impose additional delays to either input channel prior to a 

correlation operation.

Anatomical reconstruction of the Drosophila medulla connected the predicted spatial 

receptive fields of Mi1 and Tm3 cells to the dendritic arbors of individual T4 cells with 

known directional preferences16. According to predictions derived from that analysis, if Mi1 

signals are delayed relative to those of Tm3, as our recordings indicate, the observed 

direction selectivity in T4 could be accomplished by combining Mi1 and Tm3 inputs with 

opposite signs onto T4 (one inhibitory and the other excitatory). Such an arrangement could 

be similar to the motion detection model proposed to explain direction selective responses in 

the vertebrate retina16,28.

Given the cellular and synaptic complexity of medulla circuitry, as well as the wealth of 

distinct behaviors that are guided by visual motion, additional cell types are likely to play 

computational roles in Drosophila elementary motion detectors. Nonetheless, our data 

shows that Mi1, Tm3, Tm1 and Tm2 possess response properties that are consistent with 

implementing the algorithmic steps that precede the correlation operations in the motion 

detecting pathways in Drosophila.

METHODS

Flies

Flies were reared on standard molasses-based medium at 25C. Flies used for 

electrophysiology were of the following genotype w+; UAS-cytosolicGFP/UAS-

cytosolicGFP; 686-Gal4/+ or TM2 (Figure S1A, also labels Tm2 in the medulla) or w+; 

UAS-cytosolicGFP/UAS-cytosolicGFP; Bsh-Gal4/+ or TM2 for Mi131 (also labels L4 and 

L5 in the lamina), w+; UAS-cytosolicGFP/UAS-cytosolicGFP; R13E12-Gal4/+ or TM2 

from the Janelia Farms Gal4 collection32 for Tm3 (Figure S1B, also labels unidentified 

Behnia et al. Page 5

Nature. Author manuscript; available in PMC 2015 February 28.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



medulla tangential cells), w+; UAS-cytosolicGFP/UAS-cytosolicGFP; 27b-Gal4/+ or TM2 

for Tm133 (also labels Pm1 and Pm2 in the medulla), w+; UAS-cytosolicGFP/UAS-

cytosolicGFP; otd-Gal4/+ or TM2 for Tm233 (also labels photoreceptors). All experimental 

animals were briefly anesthetized using carbon dioxide within 1 to 2 days of eclosion, and 

tested at least 3 hours later at room temperature.

Electrophysiology

Flies were prepared for in vivo whole-cell patch-clamp recording using the following 

procedure, based on ref 34. The flies were immobilized in a perforated piece of foil. A 

window was cut in the caudal backside of the head at the edge of the retina to expose the cell 

bodies of medulla cortex neurons. The eyes and the ventral side of the fly were facing down 

under the foil, which separates the upper part of the preparation covered with saline, from 

the lower dry part. The saline composition was as follows (in mM): 103 NaCl, 3 KCl, 5 N-

tris(hydroxymethyl) methyl-2-aminoethane-sulfonic acid, 8 trehalose, 10 glucose, 26 

NaHCO3, 1 NaH2PO4, 1.5 CaCl2, and 4 MgCl2, adjusted to 270 mOsm. The pH of the 

saline equilibrated near 7.3 when bubbled with 95% O2/5% CO2 and perfused continuously 

over the preparation at 2 ml/min. Patch-clamp electrodes (resistance 6–12 MΩ) were 

pressure polished and filled with a solution composed of the following (in mM): 125 

potassium aspartate, 10 HEPES, 1 KCl, 4 MgATP, 0.5 Na3GTP, and 1 EGTA, 13 biocytin 

hydrazide, pH 7.3, adjusted to 265 mOsm. In most cells, it was necessary to inject a small 

constant hyperpolarizing current immediately after break-in (0–5 pA), in order to bring the 

membrane potential close to −60 mV, which had no effects on the character of light 

responses while the potential was in the range of −50mV to −60mV, spanning the likely 

range of physiological resting potentials.

The membrane potential was measured in current-clamp mode using a Multiclamp 700B 

amplifier (Axon). Electrophysiology data were collected using Igor Pro (Wavemetrics) 

running mafPC (courtesy of M. A. Xu-Friedman). The analysis was performed using Igor 

Pro and Matlab.

Recordings were obtained under visual control using an Olympus (Melville, NY) BX51 with 

60X water-immersion objective. The preparation was visualized using transmitted infrared 

illumination and a long pass filter (850nm). The contrast was adjusted on the camera in 

order to visualize the shape of the neurons. Neurons of interest were marked using a 

cytosolic variant of GFP, and the fluorescence excitation was briefly turned on before 

patching for identification. One neuron was recorded per fly. Recordings were discarded if 

large changes in input resistance or resting potential were detected.

Two distinct classes of Mi1 responses were found (Figure 2A and S2). In one class, detailed 

in the results, responses to steps were transient (Figure 2). The second class (65% of 

recorded Mi1 neurons) comprised cells that depolarized in response to brightness 

increments, but responded tonically (i.e., persistently) during light presentation and returned 

to pre-step levels only when the light was turned off (Figure S2A and B). These Mi1 

neurons depolarized fully in response to very small increases in light and, given their 

elevated membrane potential, could not respond strongly to further brightness increments 

(Figure S2B). In some instances, cells switched from the transient class to this tonic class 
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over a few minutes, and remained tonic thereafter. The converse switch from tonic to 

transient was never observed. A similar phenomenon was also observed in a small fraction 

of Tm3 neurons (18%). For these reasons we believe that the tonic neuronal measurements 

are non-physiological, and have excluded those neurons’ responses from all subsequent 

analyses.

Visual stimulation

Visual stimulation was performed as described previously3,35. Grey scale images were 

projected onto a screen using a digital light projector (DLP, Infocus DepthQ, Bellevue, WA) 

coupled with a coherent fiber optic (100 fibers/mm, 0.63NA) (Schott, Elmsford, NY) and a 

lens. The screen was 55 mm X 55 mm square, placed 40mm away from the fly. Visual 

stimuli were created using custom-written code in Matlab, using PsychToolBox36. The 

mean radiance was 1.1 W/Sr/m2, which corresponds to ~250 cd/m2, and the stimulus was 

updated at 240 Hz, by using color channels as independent intensity channels with the color 

wheel removed3.

The random flicker stimuli were presented on a background luminance, so that the intensity 

q(t) = m(1 + s(t)), where m is the mean background luminance and is s(t) constructed to be 

Gaussian distributed with zero mean and standard deviation σ. The timelag autocovariance 

of s(t) was constructed to be Css(t) = σ2e−|t|/τ, where τ is the reported correlation time for the 

input and σ is the reported contrast. The intensity q(t) was bounded below by 0 and above by 

2m, so that the distribution was approximately Gaussian and rarely clipped when contrast 

was 50% or below. Slower correlation times put more power into low frequencies, which 

were less attenuated by low pass filter properties of the system. Our filter extraction method 

(see below) accounts for these stimulus correlations when computing the empirical linear 

filters. Qualitatively, the response of each of the four cell types to this stimulus was robust 

and highly reproducible, with no systematic differences observed across identical 

presentations of the same stimulus (Extended data Figure 4A and B).

Filters and nonlinearities

Linear filters were extracted using methods described in Baccus & Meister (2002)22. Before 

extracting filters, membrane voltage measurements were filtered with a 60 Hz notch filter to 

exclude noise in that frequency, and with a high-pass filter with cut-off frequency of 0.008 

Hz. Briefly, the filter estimate, K̂(ω), for a stimulus, s(t), and response, r(t), was computed in 

Fourier space to be

where the numerator is the covariance between stimulus and response and the denominator 

is the autocovariance of the stimulus. These two functions were estimated by computing
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where r̃(ω) and s̃(ω) are the Fourier transforms of r(t) and s(t). The averages in each case are 

performed over 5-second long snippets of stimulus and response traces, taken every 0.1 

seconds over the entire trace. The snippets were zero-padded prior to the fast Fourier 

transform. To prevent the amplification of high frequencies in the filter, the quotient was 

regularized by adding to Ĉss(ω) a small term ε, equal to 1% of the average value Ĉss(ω) of 

over all frequencies. Lengthening the snippet duration, eliminating the zero-padding, and 

using a non-Fourier-transformed estimate of the filter19 all yielded filters with shapes and 

peak locations almost indistinguishable from this method. The filters shown in the figures 

are the inverse Fourier transforms of the filters computed for each neuron.

Instantaneous (“static”) nonlinearities were obtained by plotting actual responses against 

linear predictions. The linear responses were binned and the mean actual response was 

computed for each bin. This operation was performed across cells, and then averaged by bin 

to obtain the mean and SEM values of the nonlinearity.

In addition to the filter relating output to input, we also computed the coherence between 

input and output for all 4 neurons, shown in Extended data Figure 4C. The coherence, γ2, 

was computed as

where Ĉss(ω) and Ĉrs(ω) were computed as before, and Ĉrr(ω) = 〈r̃(ω)r̃*(ω)〉. Regularization 

was unnecessary, since coherence is bounded above by 1. Deviations of the coherence from 

1 show the influence of nonlinearities in the input-output relationship or the influence of 

noise in the response.

The temporal filters and nonlinearities obtained with this stimulus were similar to the ones 

computed with the full field noise stimulus, but the longer stimulus allowed a higher quality 

estimate at longer times (Figure 5 and Extended data Figure 6).

Statistics

Sample sizes were commensurate with other studies in the field. All statistical tests 

performed were 2-tailed Student t-tests. Some results were presented using Pearson 

correlation coefficients (r values). We did not test for normality of distributions.

Modeling

To model the responses of the four interneurons, we gathered a distinct set of data to sample 

a range of lower frequencies. Indeed, the full field presentations of the noise stimulus in 

Figure 3 were 10 s long, which did not provide many instances of low-frequency stimuli that 
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could be used to fit a filter. To generate the new stimuli and responses, we displayed a grid 

of 256 squares to flies (each square was approximately 5° across, depending on position on 

the screen), with each square displaying a Gaussian noise stimulus with a correlation time of 

50 ms. The entire stimulus in this case lasted 200 s, so that low frequency stimuli were 

sampled better than in the 10s presentations. Examples of receptive fields obtained with this 

method are presented in Extended data Figure 6A. In these experiments, we chose the 

strongest pixels, whose filter amplitudes were 3.7 or more standard deviations from the 

mean (p<0.05, Bonferroni-corrected for the number of squares), and summed them to obtain 

a filter for each cell. Instantaneous nonlinearities in these experiments were computed by 

comparing the actual response to the sum of the predicted responses due to these pixels.

Using this data set, we created two models to test hypotheses about the filters and 

nonlinearities we measured in these four neurons. The first was a detailed model, in which 

we incorporated as many measurements and known quantities as possible. We used this 

model to compare predictions from our data to two prominent measurements in the 

literature. The second model was a toy model, which was entirely linear in its filtering and 

could include far simpler filters than the empirical ones. We used the toy model to gain 

insight into how filters combinations with small timing differences could generate peak 

stimulus responses at relatively low temporal frequencies. All modeling was performed with 

custom-written code in Matlab (Mathworks, Natick, MA).

Detailed model—Our detailed model used the linear filters and instantaneous 

nonlinearities shown in Figure 4, extracted from the long stimulus presentation (Extended 

data Figure 6). Two photoreceptors, a and b, with Gaussian angular acceptance functions 

and spacing, Δϕ, equal to 5.1°, served as inputs to our motion detector. The spatial filter was

where Z is chosen to normalize the function, θ is azimuthal angle, and q was chosen to 

match the measured full-width-half-maximum value of 5.7°37. The photoreceptor spatial 

receptive fields were centered on θa and θb, so that Δϕ = θb − θa. Thus, from a space-time 

contrast input S(θ, t) (similar to our s(t) above, but also a function of azimuthal angle θ), two 

signals emerged from the model photoreceptors:

These two signals were each filtered by two empirical temporal filters, f1(t) and f2(t), where 

the pairing was Tm2-and-Tm1 or Tm3-and-Mi1. After filtering, the signals were 

transformed by the empirical nonlinearities, N1(.) and N2(.). Thus, the two signals 

originating at photoreceptor a, after filtering and including the nonlinearity, were
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where Fia(t) is the output of the LN model corresponding to filter i on the signal from 

photoreceptor a. Thus, with two photoreceptors and two filters, there were 4 total signals 

after filtering and including the static nonlinearities. To obtain the model output, we 

combined the signals in the antisymmetric fashion of the HRC1:

(1)

where the subscripts 1 and 2 refer to filters and subscripts a and b refer to the photoreceptor 

position. This model was used to compute the mean responses in Figure 4B. The responses 

in Figure 4C are the integrated responses of this model to high contrast light and dark edges 

moving over a gray background.

Toy model—In addition to the detailed models in Figure 4 for Mi1/Tm3 and Tm1/Tm2, 

we constructed a second “toy model”. The aim of the toy model was to gain intuition for 

how a small difference in filter timescales could produce a relatively low temporal 

frequency optimum. This model is like the realistic one, except that the two spatial filters 

were represented by spatially separated delta functions, and no nonlinearities were applied 

before the multiplication step. In this case, it is possible to compute analytical results26. The 

classic equation for the steady-state HRC response to a moving sine wave grating of 

wavelength λ, contrast ΔI, and temporal frequency ω, is:

(2)

where f̃1(ω) and f̃2(ω) are the Fourier transforms of the filters for the two input arms to the 

correlator, Φ1(ω) and Φ2(ω) are the phase shift of each filter, and Δϕ is the angular 

separation between the two photoreceptor inputs.

This equation gives the predicted response of an HRC to a sine wave of a given temporal 

frequency, and simplifies easily under certain circumstances. The first two terms give the 

amplitudes of the input sinewaves after passing through the filters, while the phase term 

sin(Φ1(ω) − Φ2(ω)) relies on the different phases generated by the two filters, and is a result 

of the anti-symmetric subtraction in the model. The last term is a geometrical term that 

relates the overall response amplitude to the wavelength of the sinewave input and the 

distance between photoreceptor receptive fields.

In Extended data Figure 7A, we plot the first three terms in equation (2) (normalizing the 

two filters by the maximum filter strengths, max (|f̃1(ω)|) and max (|f ̃2(ω)|)), and the relative 

total response. The relative total response is the product of the first 3 terms in equation (2) 

(with filters normalized as above), effectively setting (ΔI)2 sin(2πΔϕ/λ) = 1. For the two 

model HRCs we compute both Tm3 + Mi1 and Tm2 + Tm1. The phase terms are 0.1–0.4 for 

these filter pairings in the region around 1 Hz. Much of the decrease in response at higher 

frequencies comes from the low-pass nature of the filters, rather than from the phase term. 

These analytical HRC responses agree closely with our numerical computations in Figure 4 
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when the input amplitude is small, so that the nonlinearities are not much affecting 

numerical results.

If f1(t) = δ(t) and , then

which has a maximum value at ω = 1/τ, or a frequency of 1/2πτ cycles per second, which 

equals 1 Hz when τ~150 ms. This is the origin of the 150 ms time constant often referred to 

in the literature23. Extended data Figure 7C shows the components of the HRC response for 

this model, with τ=150 ms. The decrease in response at high frequency comes from the low-

pass filter, while the decrease at low frequency comes from the phase term.

If the filters in the toy model are both first-order low-pass, so that  and 

, then the steady-state response can also be worked out:

This simplifies to the previous result as one takes τ1 → 0. The location of maximum 

response can be found numerically, or analytically with this solution:

In Extended data Figure 7D, we plot the components of the HRC response in the case of two 

low-pass filters, with time constants of 40 and 55 ms, which roughly match the peak times 

we found in Tm2 and Tm1. This combination of filters gives a frequency optimum around 2 

Hz, even though the difference in time constants is a factor of 10 smaller than the 150 ms 

found with the first model above. Note that these filters are pure low-pass filters, and look 

quite different from the biphasic filters we found empirically. The goal of this exercise was 

to gain intuition about simple filters on the two arms of an HRC.

In Extended data Figure 7E, we plot the contrast frequency optimum (in Hz) for various 

combinations of τ1 and τ2. There are many combinations of these two filter values that result 

in contrast frequency optima in 1–3 Hz range. (When τ1 and τ2 invert order, so that τ1 < τ2 

becomes τ1 > τ2, the response inverts, so we locate the minimum of this inverted response.) 

When the two time-constants are very similar, the phase term in the response, along with the 

total response itself, becomes small (Extended data Figure 7F; again, when the order of τ1 

and τ2 changes, we invert the response sign). In our normalized scaling, when the responses 

are small compared to 1, they may be susceptible to noise, since the signal is the difference 

between two signals of from the multiplication steps, which can be much larger than their 
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difference. Filter pairings with phase terms (and responses) that are closer to 1 are less 

susceptible to noise during the subtraction step of the HRC computation. In the empirical 

cases (Extended data Figure 7A and 7B), the phase terms and relative responses are larger 

than those in our toy model (Extended data Figure 7D) and closer to the toy model with far 

more different low-pass filters (Extended data Figure 7C).

Generation of clones

The flies hsFLP, FRT40A,UAS-CD8::GFP,UAS-rCD2-miRNA/CyO,y+ were crossed with 

hsFLP; FRT40A,UAS-rCD2RFP,UAS-GFP-miRNA/CyO,y+ (gifts from T. Lee), the 

progeny larvae were heat-shocked at 37°C for 12min, and dissected as adults.

Immunostainings

These were done as described38 with some modifications. Adult brains were dissected in 1× 

PBS, and fixed in 4% formaldehyde for 45min on ice. Brains were incubated in primary 

antibody solution overnight at 4°C and in secondary antibody solution at room temperature 

for 3 hours. We used the following antibodies: sheep anti-GFP (1:500, AbD Serotec), rat 

anti-DN-cadherin (1:20, DSHB), mouse anti-chaoptin (1/20, DSHB) diluted in 0.3% PBST 

(Triton X-100 in PBS). Images are acquired using a Leica SP5 confocal. Figures were 

assembled using Photoshop.
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Extended Data

Extended Data Figure 1. Representative raw traces of responses to flashes of light of different 
duration from dark
a, Top: response of an Mi1 neuron to 200 ms, four consecutive 250 ms and 1 s full-field 

flashes of light from dark. Bottom: same as top for a Tm3 neuron. b, Same as a for a Tm1 

neuron and a Tm2 neuron. c, Box plots illustrating the distribution of the OFF response as a 

percentage of the ON response for Mi1 (n =7) and Tm3 (n =10) and the ON response as a 

percentage of the OFF response for Tm1 (n =10) and Tm2 (n =11) averaged in Fig. 1. Black 

line, median; coloured line, average.
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Extended Data Figure 2. Mi1, Tm3, Tm1 and Tm2 neurons encode stable information about 
luminance
a, Top left: averaged evoked responses (± s.e.m.) of Mi1 (n =7) in response to 5 s steps of 

light from dark to grey (0.5 intensity) to light to grey to dark. Top right: excerpts from the 

left trace where the pre-contrast change voltages have been matched. Bottom left and right: 

same as above for Tm3 (n =10). b, Tonic component (average difference in membrane 

potential between post- and pre-contrast change between 4 and 5 s after contrast change) as 

a percentage of the maximum peak response for brightness increments of the corresponding 

contrast difference. Error bars, s.e.m. c, d, Same as a and b for Tm1 (n =9) and Tm2 (n =7). 

The tonic component was measured as a percentage of the peak response for brightness 

decrements of the corresponding contrast difference. In all cases, expect for those marked 

with a cross, the distributions are significantly different from zero (P <0.05).
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Extended Data Figure 3. Mi1, Tm3, Tm1 and Tm2 are not direction selective
a, Top: response of an Mi1 neuron to a white bar moving rightwards, upwards, leftwards 

and downwards at 100° s−1 on a dark background. Bottom: same as top for a Tm3 neuron. b, 

Top: response of a Tm1 neuron to a black bar moving rightwards, upwards, leftwards and 

downwards at 100° s−1 on a light background. Bottom: same as top for a Tm2 neuron. c, 

Average amplitude of the voltage response as a function of angle (0°, 90°, 180° and 270°) 

for Mi1 (n =2), Tm3 (n =2), Tm1 (n =2) and Tm2 (n =3) for a bar moving at 100° s−1 (solid 

lines) and 400° s−1 (dashed lines). The response amplitude was independent of the direction 

of motion in all cases.
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Extended Data Figure 4. The response of Mi1, Tm3, Tm1 and Tm2 to a Gaussian noise stimulus 
is very reliable
a, Left: response of an Mi1 neuron to three consecutive 10 s presentations of an approximate 

Gaussian noise stimulus with 50% standard deviation and correlation time of 10 ms. Right: 

same as left for Tm3. b, Same as a for Tm1 (left) and Tm2 (right). c, Coherence of the 

measured responses in the four cell types. Deviations from 1 mean that variance in the 

output is not entirely accounted for by a linear transformation of the input. This can be 

caused by noise in the response unrelated to the input, or by the nonlinearities in the system 

response that we measured. The linear filter amplitude for each frequency is distinct from 

coherence, and those amplitudes as a function of frequency are plotted in Extended data Fig. 

7a, b.

Behnia et al. Page 16

Nature. Author manuscript; available in PMC 2015 February 28.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Extended Data Figure 5. Individual filters and nonlinearities from the Gaussian noise analysis of 
Mi1, Tm3, Tm1 and Tm2
a, Individual filters (in grey) overlaid on the average filter (± s.e.m.) for Mi1 neurons. b, 

Individual nonlinearities (in grey) overlaid on the averaged nonlinearity (±s.e.m.) for Mi1 

neurons. c, d, Same as a and b for Tm3. e, f, Same as a and b for Tm1. g, h, Same as a and 

b for Tm2.
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Extended Data Figure 6. Spatio-temporal analysis of Mi, Tm3, Tm1 and Tm2
a, Representative receptive fields of Mi1, Tm3, Tm1 and Tm2 neurons shown as a heat map 

of 256 pixels using the r value of linear prediction for each pixel intensity. b, Average 

temporal filters (± s.e.m.) extracted from the highest responding pixels for each neuron for 

Mi1 (n =4) and Tm3 (n =8) (see Methods). The peaks of the filters, with the average timing, 

are enlarged in the inset. c, Average nonlinearities over several neurons for both Mi1 and 

Tm3. To obtain each neuron’s nonlinearity, the neuron’s measured response was plotted 

against the linear prediction from the relevant pixels. Error bars, s.e.m. A line of slope 1 is 

shown in black. d, e, Equivalent to b and c for Tm1 (n =8) and Tm2 (n =7).
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Extended Data Figure 7. Numerical and analytical HRC responses
a, b, We plot three terms in equation (2) of the Methods, and the total HRC response, using 

the empirical measurements for Tm1/Tm2 and Mi1/Tm3 as the twoinput arms for the 

correlator (f2(t) and f1(t), respectively). The analytical results computed here match the 

numerical ones shown in Fig. 4. Here and in all subsequent plots, we normalize the filter 

values so that they have a maximum of 1, and compute the relative HRC response from 

those normalized filters and the phase term. c, The same three components of equation (2) 

are plotted in the special case where f1(t) =δ(t) and . We plot the result with τ 

=150 ms, so that the peak response occurs at ~1 Hz. d, The same components of equation 

(2) are plotted in the case where both f1(t) and f2(t) are first-order low-pass filters, with time 

constants of 40 ms and 55 ms, respectively. e, False-colour plot of the temporal frequency 

optimum for various combinations of τ1 and τ2. Many combinations result in frequency 

optima near 1 Hz. f, The value of the relative HRC response at the optimal frequency in e is 

plotted for those same combinations of τ1 and τ2. To compute this, temporal filters have a 

maximum gain of 1, as in a–d. The responses become small primarily when the phase term 

becomes small. When the phase term is very small, the subtraction performed by the HRC is 

susceptible to noise, since it can be subtracting two larger numbers to yield the small 

difference. Therefore, filter combinations with very small differences seem less biologically 
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plausible than those with larger phase terms. The phase terms for the two model HRCs in a 
and b are between 0.2 and 0.4 in the 1-Hz region, larger than for the toy model shown in d.

Extended Data Figure 8. 686-Gal4 labels Mi1 neurons and R13E12-Gal4 is specific to Tm3 
neurons
a, Confocal image of a single Mi1 neuron obtained through a flip-out clone procedure with 

686-Gal4. Mi1 neurons present processes at the level of M1 and M5 and terminate in the 

most proximal layers of the medulla. This line also sparsely labels Tm2 neurons, which were 

distinguishable both visually and functionally. b, Confocal image of twin-spot MARCM 

clones obtained using R13E12-Gal4. Tm3 neurons present processes at the medulla layers 

M1 and M5 and project to proximal layers of the medulla and superficial layers of the 

lobula.
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Extended Data Figure 9. Evoked response of ‘tonic’ Mi1 neurons
a, Average evoked responses (± s.e.m.) of ‘tonic’ Mi1 (n =9) in response to 200 ms, four 

consecutive 250 ms and 1 s full-field flashes of light from dark. b, Average evoked 

responses (± s.e.m.) of ‘tonic’ Mi1 (n =7) in response to 5 s steps of light. c, Top: 2 s excerpt 

of the intensity signal from the 10 s full-field Gaussian noise stimulus. Correlation time is 10 

ms. Bottom: average voltage response (± s.e.m.) of ‘tonic’ Mi1 (n =8) in response to the 2 s 

noise stimulus on top. The black trace corresponds to the average predicted linear response 

obtained by convolving the stimulus with the filters in d (± s.e.m.). d, Average temporal 

filters (± s.e.m.) extracted from the data in c that best predict the measured response of 

‘tonic’ Mi1 as a function of contrast history. Individual filters are shown in grey. e, 

Nonlinearities for ‘tonic’ Mi1 cells. Actual responses are plotted against their linear 

predicted responses. Individual cell nonlinearities in grey; mean and s.e.m. are represented 

by the coloured line and patch. A line of slope 1 is shown in black. f, Average temporal 
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filters (± s.e.m.) extracted from the highest-responding pixels for each ‘tonic’ Mi1 neuron in 

the spatio-temporal experiments. g, Averaged actual responses of ‘tonic’ Mi1 plotted against 

their averaged linear predicted responses in the spatio-temporal experiments. Error bars, 

s.e.m. A line of slope 1 is shown in black.
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Figure 1. Motion detection and the fly optic lobe
A. A half Hassenstein-Reichardt correlator (HRC) sensitive to rightward motion. An object 

moving from left to right first activates input 1 and then input 2. The signal from input 1 is 

delayed (τ) and arrives at the correlation stage (M for multiplication) close in time to the 

signal from unit 2, nonlinearly enhancing the signal. For leftward motion, the signals are 

separated in time by the delay and no motion signal is generated. In the full correlator 

model, two mirror symmetric correlators are subtracted, producing responses that have 

opposite signs for opposite directions (see Figure 4A).

B. Light edge (L1) and dark edge (L2) motion sensitive pathways in the Drosophila optic 

lobe. L1 and L2 lamina monopolar cells in the lamina provide inputs to two distinct motion 

sensitive pathways that selectively respond to moving light edges and dark edges, 

respectively. L1 and L3 also contribute to the pathway detecting moving dark edge (not 

shown). T4 and T5 in the lobula complex are the main inputs to LPTCs, and are themselves 

direction selective. T4 neurons respond selectively to moving light edges and T5 neurons 

respond to moving dark edges. Mi1 and Tm3 are the main postsynaptic targets of L1 while 

Tm1 and Tm2 are the main postsynaptic targets of L2. The axons of Mi1 and Tm3 contact 

T4 in the most proximal medulla layer, whereas Tm1 and Tm2 contact T5 dendrites in 

superficial lobula layers (modified from ref. 30).

C. In vivo electrophysiology set up: A window is cut in a dorsal region of the head cuticle of 

an immobilized live fly to expose the cell bodies of medulla neurons to a glass pipette used 

to perform the recordings. Grey-scale images are displayed on a screen positioned in front of 

the fly, using a digital light projector (DLP) coupled to a coherent fiber optic.
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Figure 2. Mi1/Tm3 respond selectively to brightness increments while Tm1/Tm2 respond 
selectively to brightness decrements
A. Average evoked responses of Mi1 (N=7) and Tm3 (N=10) in the L1 pathway, in response 

to 200 ms, four consecutive 500 ms, and 1s full field flashes of light from dark. Thick lines 

indicate the mean and shaded region indicates ± SEM.

B. Averaged evoked responses (+/− SEM) of Tm1 (N=10) and Tm2 (N=11), in the L2 

pathway in response to the same stimuli.
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Figure 3. Mi1/Tm3 and Tm1/Tm2 respond with different delays and nonlinearities to a Gaussian 
noise stimulus
A. Top: 2s excerpt of the intensity signal from a 10 s full-field Gaussian noise stimulus. 

Signal correlation time was 10 ms (see Methods). Middle: Average voltage response (+/− 

SEM) of Mi1 (N=7) and Tm3 (N=11) to the 2s noise stimulus on top. The black trace 

corresponds to the average predicted linear response (+/− SEM) obtained by convolving the 

stimulus with the filters in B. Bottom: Overlay of the Mi1 and Tm3 responses showing the 

high similarity in their response.

B. Left: Average linear filters extracted from the data in panel A that best predict the 

measured response of Mi1 and Tm3 as a function of preceding light intensity changes (+/− 

SEM). The filters are comprised of a large positive lobe (arrow) and shallow negative lobe 

(see Extended data Figure 5). Right: Box plots of the distribution of the timing of the peak 
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responses of the Mi1 and Tm3 neurons. There is, on average, an 18ms delay between the 

peak of Mi1 filters and Tm3 filters. Black line is the median, colored line is the average.

C. Average actual responses of Mi1 and Tm3 plotted against their average linear predicted 

responses. Error bars represent +/− SEM. A line of slope 1 is shown in black.

D–F. Same as above for Tm1 (N=15) and Tm2 (N=14). The filters are comprised of a large 

negative lobe (arrow) and a shallow positive lobe (Extended data Figure 5). The average 

delay between the peak of Tm1 and Tm2 filters is 13ms.
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Figure 4. Modeling Mi1/Tm3 and Tm1/Tm2 as the delayed and non-delayed channels of light 
edges and dark edges correlators
A. Left: The average filters and nonlinearities from the receptive field stochastic data set 

(200 s noise presentation, 50 ms correlation time, Extended data Figure 6) were used to 

model Mi1 and Tm3 as the delayed and non-delayed channels of a correlator model in 

bottom left. Right: same as left with Tm1 and Tm2 as the delayed and non-delayed 

channels of correlator model.

B. Computed normalized temporal frequency tuning curves obtained numerically for the 

Mi1/Tm3 model correlator (left) and the Tm1/Tm2 model correlator (right) using sine 

waves of different temporal frequencies.

C. Computed normalized response of the Mi1/Tm3 model correlator (left) and Tm1/Tm2 

model correlator (right) to light or dark edges of 100% contrast, moving at a range of 

speeds.
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