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The 3= end processing of animal replication-dependent histone mRNAs is activated during G1/S-phase transition. The processing
site is recognized by stem-loop binding protein and the U7 snRNP, but cleavage additionally requires a heat-labile factor (HLF),
composed of cleavage/polyadenylation specificity factor, symplekin, and cleavage stimulation factor 64 (CstF64). Although HLF
has been shown to be cell cycle regulated, the mechanism of this regulation is unknown. Here we show that levels of CstF64 in-
crease toward the S phase and its depletion affects histone RNA processing, S-phase progression, and cell proliferation. More-
over, analyses of the interactions between CstF64, symplekin, and the U7 snRNP-associated proteins FLASH and Lsm11 indicate
that CstF64 is important for recruiting HLF to histone precursor mRNA (pre-mRNA)-resident proteins. Thus, CstF64 is central
to the function of HLF and appears to be at least partly responsible for its cell cycle regulation. Additionally, we show that mis-
processed histone transcripts generated upon CstF64 depletion mainly accumulate in the nucleus, where they are targets of the
exosome machinery, while a small cytoplasmic fraction is partly associated with polysomes.

Most eukaryotic mRNAs have poly(A) tails, which are pro-
duced in a two-step reaction consisting of an endonucleo-

lytic cleavage of a longer precursor mRNA (pre-mRNA) and the
subsequent addition of the poly(A) tail to the upstream fragment
(cleavage and polyadenylation [CPA]) (1, 2). The only major class
of protein-coding genes whose transcripts are not processed by
CPA are the replication-dependent histone genes (3, 4). Their
expression is cell cycle regulated to meet the need for histones to
package the newly synthesized DNA during the S phase. An �40-
fold increment in histone mRNA levels during the G1/S-phase
transition involves upregulation of both transcription (�5-fold)
and 3= end processing (�8-fold) (5). Later, during the G2 phase,
the histone mRNAs are destabilized and rapidly degraded.

Histone RNA 3= end processing consists of a single cleavage
and leaves a conserved hairpin structure at the end of the mRNA
(3, 4). The cleavage site, usually after a CA dinucleotide, is defined
by the upstream hairpin, recognized and bound by stem-loop- or
hairpin-binding protein (SLBP or HBP, respectively), and a his-
tone downstream element (HDE), bound through RNA:RNA
base pairing by the RNA moiety of the U7 small nuclear ribonu-
cleoprotein (U7 snRNP). These two components are bridged by a
100-kDa zinc finger protein (ZFP100). The U7 snRNP contains a
unique Sm core, composed of five canonical Sm proteins and two
special Sm-like proteins named Lsm10 and Lsm11 (6, 7). Impor-
tantly, the N-terminal domain of Lsm11 is essential for histone
RNA processing (6). An interaction of this domain with another
histone processing protein, FLASH, is required for further assem-
bly of the cleavage complex (8–10). However, the cleavage activity
is associated with a separate moiety, originally termed heat-labile
factor (HLF) (11). HLF consists of a subset of the proteins in-
volved in CPA: cleavage/polyadenylation specificity factor
(CPSF), of which the 73-kDa subunit catalyzes the cleavage reac-
tion, symplekin, and part of the cleavage stimulation factor (CstF)
(12). More recently, our own studies indicated that the 68-kDa
subunit of mammalian cleavage factor I (CFIm68) interacts with
Lsm11 and plays a role in histone RNA processing as well (13).
However, CFIm68 does not appear to be part of the HLF (10, 12).

Both SLBP and HLF have been shown to be cell cycle regulated

(14, 15). While the upregulation of SLBP has been studied in some
extent and involves changes in SLBP translation, posttranscrip-
tional modifications, and turnover (15–18), no details are known
about the cell cycle regulation of HLF.

As mentioned above, only part of CstF is present in the HLF. A
first analysis identified CstF64 and CstF77, but not CstF50, as HLF
members (12). However, the presence of CstF77 has recently been
questioned (10). In CPA, the three CstF components are assumed
to form a hexamer composed of two copies of each subunit (19).
CstF77 is important for nuclear localization of the other subunits
(20) and mediates some interactions with other components of
the CPA machinery (1, 2). CstF50 contains WD40 repeats and
may form a core for assembly of the other two CstF members.
Importantly, CstF64 has an RNA recognition motif (RRM)
through which it binds to the U/GU-rich downstream element
and thereby helps to define the polyadenylation site (2). However,
concerning the role of CstF64 in histone 3= end processing, it is not
known whether it also acts by binding to RNA or what its exact
role may be.

The CstF64 gene (CSTF2) is located on the X chromosome but
has an autosomal paralogue (CSTF2T) coding for CstF64� (21).
CstF64� is most predominant in spermatogenic precursor cells
where the X chromosome becomes silenced. Nevertheless, it is
expressed ubiquitously, albeit at low levels. We previously showed
that due to a lower affinity for CstF77 compared to CstF64, it is not
efficiently incorporated into CstF complexes, and its free form is
relatively unstable (20). However, in case of loss of CstF64,
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CstF64� is more efficiently incorporated into CstF and thereby
becomes upregulated and can compensate for the loss of CstF64 in
CPA. However, our study also indicated that CstF64� may not be
able to contribute to histone RNA processing.

In summary, it is not known how the HLF gains activity or is
assembled when cells enter the S phase, how it is distinguished
from the polyadenylation machinery, and how it is recruited to
histone pre-mRNAs. Additionally, it was shown that if normal
processing is prevented, histone transcripts can become polyade-
nylated at downstream poly(A) sites (22–25). However, neither a
possible function nor the metabolism of these transcripts has been
characterized.

Here, we address some of the open questions outlined above.
Our results indicate that CstF64 is cell cycle regulated and that its
depletion slows down S-phase progression. We also show that
CstF64 interacts with FLASH:Lsm11, suggesting that it may be the
main link that recruits the HLF to the factors bound on histone
pre-mRNA. We further confirm that CstF64� does not efficiently
contribute to histone RNA processing and demonstrate that it is
deficient in the interaction with FLASH:Lsm11. Finally, we show
that most of the misprocessed transcripts generated upon CstF64
depletion are polyadenylated, display a nuclear localization, and
are targets of the exosome machinery. However, a small fraction of
these read-through transcripts can be found in the cytoplasm, and
some of these appear to be associated with polysomes, suggesting
that they may direct the synthesis of histone proteins.

MATERIALS AND METHODS
Cell culture, transfection, and synchronization. HeLa or HEK293T cell
lines were grown in Dulbecco’s modified Eagle medium (DMEM) (12
g/liter DMEM–F-12 powder [AMIMED BioConcept, Allschwil, Switzer-
land], 2.44 g/liter NaHCO3 [Merck, Zug, Switzerland]) supplemented
with 10% fetal calf serum (Sigma-Aldrich, Buchs SG, Switzerland), 100
U/ml penicillin (AMIMED BioConcept), and 100 �g/ml streptomycin
(AMIMED BioConcept) at 37°C in a moist atmosphere containing 5%
CO2. For plasmid transfection, cells were grown to 60% confluence in cell
culture dishes of the appropriate size. Either FuGene (Promega, Mann-
heim, Germany) or polyethylenimine (PEI) (Polysciences, Cham, Swit-
zerland) was used as the transfection reagent. RNA interference was
achieved by pSUPuro-based depletion (26), followed by selection of tran-
siently transfected cells with 1.5 �g/ml puromycin (Sigma-Aldrich). Syn-
chronization in G2/M was done by addition of 200 ng/ml nocodazole
(Sigma-Aldrich) for 18 to 20 h to normal medium. For S-phase synchro-
nization, complete medium was complemented with 4 �g/ml aphidicolin
(Sigma-Aldrich) for 24 h; the cells were collected 4 h after release.

Doxycycline (Clontech, TaKaRa Bio Europe SAS, Saint-Germain-en-
Laye, France) was added to complete medium at a final concentration of 5
�g/ml to activate HeLa inducible cell lines. The cell lines were created by
lentiviral vector transduction according to reference 27 and sorted by
fluorescence-activated cell sorter (FACS). The resulting inducible cell
lines were always grown in DMEM containing 10% tetracycline-free fetal
calf serum (AMIMED BioConcept) until induced. For sequences of the
short hairpin RNA (shRNA) constructs, see Table S1 in the supplemental
material.

Cell cycle analysis. Cells were trypsinized, washed with phosphate-
buffered saline (PBS), and fixed by dropwise addition to ice-cold 70%
ethanol. After removal of the ethanol by centrifugation, the cells were
washed once more with PBS, and DNA was stained with propidium iodide
(PI) solution (0.1% Triton X-100 in PBS, 0.2 mg/ml RNase A, 0.2 mg/ml
PI) for 1 h. Cell cycle profiles were analyzed by cytofluorometry with a BD
FACSCalibur (Becton Dickinson, San Jose, CA) and processed with
FlowJo software (Tree Star, Ashland, OR).

RNA extraction, RT, and real-time qPCR. RNA was extracted from
cells by Tri-Reagent isolation (1 M guanidine thiocyanate [Sigma-Al-
drich], 1 M ammonium thiocyanate [Merck], 0.1 M sodium acetate [pH
5.2], 5% vol/vol glycerin, 38% vol/vol saturated acidic phenol, in diethyl-
pyrocarbonate [DEPC]-treated water [Sigma-Aldrich]). For reverse tran-
scription (RT), usually 1 to 2 �g total RNA was reverse transcribed in 50
�l AffinityScript reverse transcriptase reaction mixture (Stratagene/Agi-
lent Technologies, Basel, Switzerland) complemented with 0.5 mM all
four deoxynucleoside triphosphates, 0.4 �M random hexamers, and 8 U
RNasin (Promega). For real-time PCR, reverse-transcribed material was
amplified in 20 �l by using Mesa Green quantitative PCR (qPCR) Mas-
terMix Plus for SYBR assay ROX (Eurogentec, Seraing, Belgium) with
canonical primers or by using qPCR MasterMix Plus with TaqMan prim-
ers and probes (see Table S2 in the supplemental material). Data were
acquired with Rotor-GeneQ (Qiagen, Hombrechtikon, Switzerland) and
analyzed with the associated software. For each primer or probe set, the
amplification efficiency was calculated by the standard curve method. The
apparent in vivo 3= end formation efficiency is expressed in molar ratios of
precursor over total RNA. The TaqMan assay measures total histone 3C
(H3C) mRNA with a primer/probe set spanning the translation initiation
codon. The corresponding pre-mRNA is measured with a primer/probe
set spanning the 3= processing site (13).

Selection of polyadenylated RNAs. Thirty-five microliters (0.175 mg)
of oligo(dT)-conjugated magnetic beads [Dynabeads oligo(dT)25 (Invit-
rogen)] was washed with 500 �l binding buffer (20 mM Tris-HCl [pH
7.5], 1 M LiCl, 2 mM EDTA) and then blocked with 500 �l of the same
buffer supplemented with 0.1% yeast tRNA. After a supplemental wash,
the beads were resuspended in 100 �l fresh binding buffer.

Ten micrograms of total RNA in 200 �l binding buffer, previously
incubated at 65°C for 2 min and quickly cooled in ice, was added to the
beads, and the mixture was incubated for 5 min at room temperature. The
beads were washed twice with washing buffer (10 mM Tris-HCl [pH 7.5],
0.15 M LiCl, 1 mM EDTA), and then the poly(A)� RNA fraction was
eluted by addition of 20 �l 10 mM Tris-HCl and incubation at 75°C for 2
min. The eluted RNA was then used for reverse transcription.

The nonpolyadenylated RNA contained in the supernatants collected
after the annealing step was isolated by phenol-chloroform extraction and
ethanol precipitation. The RNA pellet was resuspended in 20 �l DEPC-
water and used directly for reverse transcription. For reverse transcrip-
tion, the same RNA volumes of polyadenylated and nonpolyadenylated
RNA were used.

Immunoprecipitation. Cells were harvested, washed with PBS, and
resuspended in hypotonic lysis buffer (10 mM Tris [pH 7.8], 10 mM
NaCl, 2 mM EDTA, 0.5% Triton X-100) eventually containing 200 �g/ml
RNase A and supplemented with 1� complete EDTA-free protease inhib-
itor (Roche, Rotkreuz, Switzerland). The cells were lysed for 30 min on ice,
followed by the addition of NaCl to 150 mM. The extract was cleared by
centrifugation at 4°C at 16,000 � g for 30 min. The cleared extract was
then incubated head over tail for 2 h at 4°C with 30 �l anti-Flag M2
magnetic beads (Sigma-Aldrich) or antihemagglutinin (anti-HA) mag-
netic beads (Pierce-Fisher Scientific, Reinach, Switzerland), followed by
five washes with NET-2 HD (50 mM Tris [pH 7.8], 150 mM NaCl, 0.1%
NP-40). Elution was achieved by boiling the beads in SDS loading buffer.
Immunoprecipitated material was then analyzed by Western blotting, by
using the antibodies listed in Table S3 in the supplemental material.

In vitro interaction assay. HEK293T cells transfected with individual
constructs encoding either mFLASH-FLAG or HA-tagged CstF64 (wild-
type or mutants) were synchronized in the S phase, harvested, washed in
PBS, and then lysed in radioimmunoprecipitation assay (RIPA) buffer
without SDS addition (150 mM NaCl, 1% NP-40, 0.5% sodium deoxy-
cholate, 50 mM Tris-HCl [pH 8]) supplemented with 1� complete
EDTA-free protease inhibitor (Roche) for 15 min on ice. The extracts
were cleared by centrifugation at 16,000 � g at 4°C for 30 min. Immuno-
precipitation with antibodies directed against the respective tag was per-
formed as described above. Elution was performed with 0.1 M glycine (pH
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2.3), neutralized with 1 M Tris-HCl (pH 9.0). The material was then
analyzed by SDS-PAGE followed by Coomassie staining. Recombinant
proteins were combined in pairs in Tris-buffered saline (TBS) (150 mM
NaCl, 50 mM Tris-Cl [pH 7.5]) and incubated at 4°C to test interactions.
Samples were then subjected to immunoprecipitation as described above
and eluted by boiling the beads in SDS loading buffer. The immunopre-
cipitated material was analyzed by Western blotting with antibodies di-
rected against the tags listed in Table S3 in the supplemental material.

Nuclear and cytoplasmic fractionation. Cells were harvested, washed
with PBS, resuspended in cytoplasmic buffer (10 mM HEPES [pH 7.9], 60
mM KCl, 1 mM EDTA, 1 mM MgCl2, 1 mM dithiothreitol [DTT], 0.3%
NP-40, 1� protease inhibitor, 1� RNase inhibitor, 10% glycerol) and
incubated on ice for 2 min. Cytoplasmic proteins were collected in a new
tube after centrifugation at 800 � g for 1 min. The pellet was washed once
with washing solution (10 mM HEPES [pH 7.9], 60 mM KCl, 1 mM
MgCl2, 1 mM DTT, 1� protease inhibitor, 10% glycerol) and then resus-
pended in nuclear lysis buffer (250 mM Tris-HCl [pH 7.9], 60 mM KCl, 1
mM EDTA, 1 mM MgCl2, 1 mM DTT, 0.3% NP-40, 1� protease inhibi-
tor, 1� RNase inhibitor, 20% glycerol) and shaken for 30 min at 4°C.
Nuclear proteins were collected in a new tube after clearing by centrifu-
gation at 16,000 � g for 30 min. The quality of the separations was assessed
by Western blotting by detection of �-tubulin and lamin A/C (see Table
S3 in the supplemental material for antibody specification). For RNA
extraction, Tri-Reagent was added to the obtained fractions, and RNA
isolation was continued as described above.

Sucrose gradients. Usually, 8 to 10 million HeLa cells were pretreated
for 30 min with cycloheximide-containing complete medium (100 �g/ml
[Sigma-Aldrich]) before being washed in PBS and harvested. Cytoplasmic
fractions were obtained by lysis in low-salt buffer (adapted from reference
28 and consisting of 20 mM Tris-HCl [pH 7.5], 10 mM NaCl, 3 mM
MgCl2, 1 mM DTT, 0.3% Triton X-100, 50 mM sucrose) with 1 mM
RNAsin (Dundee Cell Products, Dundee, United Kingdom) and 100
�g/ml cycloheximide, by quickly vortexing. Lysates were cleared by cen-
trifugation for 10 min at 10,000 � g. Linear 15 to 45% (wt/wt) sucrose
gradients were prepared in a mixture containing 25 mM Tris-HCl (pH
7.5), 25 mM NaCl, 5 mM MgCl2, and 100 �g/ml cycloheximide with a
BioComp gradient station (Science Services, Munich, Germany) and then
cooled for 30 min at 4°C. Lysates were loaded on gradients and ultracen-
trifuged at 36,000 rpm at 4°C for 2.5 h in an SW40 Ti swing-out rotor.
Fifteen fractions were collected with Fraction collector 2110 (Bio-Rad,
Cressier, Switzerland) at a 0.2-mm/s EM1 speed, with a distance of 6.33
mm per fraction, and absorbance was monitored at 254 nm (A254) with an
Econo UV monitor (Bio-Rad). Two hundred microliters of each fraction
was used for RNA extraction. For EDTA-treated gradients, 20 mM EDTA
was directly added to the cleared lysate prior to the gradient centrifuga-
tion. As an alternative to prevent polysome formation, cells were incu-
bated for 15 min with 200 nM pactamycin in complete medium before
harvesting.

RESULTS
CstF64 is cell cycle regulated, and its depletion affects cell cycle
progression, cell growth, and histone RNA processing. Based on
previous indications that CstF64 might be regulated in the cell
cycle or in response to the proliferation state of certain cells (29–
31) and also based on the presence of CstF64 in the histone pro-
cessing factor HLF (12), we decided to analyze the levels of CstF64
and CstF64� as well as those of other proven or potential HLF
members during the cell cycle of HeLa cells. For this purpose,
HeLa cells were arrested in G2/M by incubation with nocodazole
and then released from this block. Cell cycle profiles were analyzed
by flow cytometry after DNA staining with propidium iodide. As
shown in the top panels of Fig. 1A and B, the cells traversed the G1

phase synchronously and reached the S phase by 12 to 14 h after
release. As the cell cycle profiles differed somewhat between indi-

vidual synchronizations, we chose the 4-h time point as a refer-
ence, when the majority of cells were in the early G1 phase in all
experiments. The expression of CstF64 and CstF64� was measured
by Western blotting with an antibody recognizing both proteins
(Fig. 1A). This suggested that both proteins are upregulated to-
ward the G1/S transition. A quantification of the results from sev-
eral experiments revealed that this regulation is statistically signif-
icant for CstF64 at 10 to 14 h postrelease and amounts to 50 to
75% of the 4-h value (Fig. 1C). In contrast, CstF64� was only
slightly elevated at 6 h (24%) but not at the later time points. Of
the other analyzed factors, CstF77 showed no cell cycle regulation
(Fig. 1D). Symplekin showed a reduction at 14 h (�33%), and
CPSF100 was reduced by 45 to 50% at 10 to 14 h. Finally,
CPSF73 showed an elevated level (�57%) at 14 h, but because
this protein was measured less often, this result needs to be
further investigated. Thus, CstF64 was the only analyzed pro-
tein whose expression profile paralleled the upregulation of
histone RNA processing.

To further analyze the relationship of CstF64 with the cell cycle
and with the expression of replication-dependent histone genes,
we created HeLa cell lines in which a depletion of either CstF64 or
CstF64� can be induced with doxycycline. With these cells, we
performed identical nocodazole synchronization experiments af-
ter depletion of either CstF64 or CstF64�. Note that CstF64 deple-
tion leads to an upregulation of CstF64� (Fig. 2B), as described
previously (20). Importantly, CstF64-depleted cells tended to ac-
cumulate in the S phase and showed a delay in progressing though
this phase and entering G2 compared with the uninduced control
cells (Fig. 2A). This phenomenon was also seen in three additional
experiments, two of which are shown in Fig. S1A and B in the
supplemental material, even though the actual cell cycle kinetics
varied somewhat between different synchronization experiments.
In contrast, CstF64� depletion did not alter the cell cycle progres-
sion. Consistent with these findings, cell proliferation was inhib-
ited by prolonged CstF64 depletion (see Fig. S1C).

These results indicated that the increment in CstF64 expres-
sion that occurs as the cells approach the S phase is connected to
phase-specific events as is replication-dependent histone RNA
processing. Therefore, we measured the apparent in vivo histone
RNA processing efficiency for histone 3C (H3C) (13). Briefly, the
levels of H3C mRNA precursors (i.e., uncleaved) and of the total
mRNA (i.e., uncleaved plus correctly cleaved) were measured by
reverse transcription-quantitative PCR (RT-qPCR) (Fig. 2C, top).
The processing efficiency was then calculated as the molar ratio of
uncleaved to total H3C mRNA. We call this “apparent in vivo
processing efficiency” because the levels of the precursor and total
RNAs are also affected by turnover, which is likely to differ be-
tween the two RNA species. As expected from our previous data
(20), histone RNA processing was impaired after CstF64 deple-
tion. Importantly, however, this effect was relatively more pro-
nounced during the G1/S transition and S phase than in other
periods of the cell cycle (Fig. 2C). This effect of CstF64 depletion
on histone RNA processing is most likely not due to an indirect
effect of blocking CPA, because the upregulated CstF64� func-
tions well in CPA (20) and global polyadenylation is not signifi-
cantly affected by a CstF64 depletion (32).

Interestingly, different from asynchronously cycling cells (20),
CstF64� depletion also inhibited the apparent histone RNA pro-
cessing activity at the 10- and 12-h time points. Whether this in-
dicates a direct role of CstF64� in histone RNA processing is un-
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clear because, despite its upregulation in CstF64-depleted cells,
CstF64� cannot compensate for the loss of histone RNA process-
ing activity caused by CstF64 depletion.

Taken together, these data therefore indicate that CstF64 is a
cell-cycle-regulated member of the histone processing complex
(more specifically of the HLF) and that it plays an important role
in replication-dependent histone RNA processing.

CstF64 needs to interact with symplekin to fulfill its role in
histone RNA processing. Symplekin has been identified as the
heat-labile member of the HLF and has been proposed to act as an
assembly platform for the other HLF components (12). Moreover,
symplekin binds CstF64 on its hinge domain, which consists of
five �-helices (33). This hinge domain of CstF64 mediates mutu-
ally exclusive interactions with CstF77 (via helices 1 to 4) and
symplekin (via helices 2 to 5) (20). The interaction with CstF77 is
essential for the nuclear localization of CstF64. Importantly, we
previously showed that a mutant form of symplekin, unable to
interact with CstF64, is significantly impaired in its ability to func-
tion in histone RNA processing (20). We therefore hypothesized
that CstF64 might in turn need to interact with symplekin in order
to fulfill its function in histone RNA processing. To address this
question, we induced CstF64 depletion in HeLa cells, and then we
reintroduced by transient transfection HA-tagged forms of either

normal CstF64 or of a helix 5 mutant (HA-CstF64-H5) that is
unable to interact with symplekin but still interacts with CstF77
(20). We then performed apparent in vivo processing assays to
measure the complementation effect. Full-length HA-CstF64 was
able to partly complement the histone processing defect induced
by CstF64 depletion (Fig. 3A). Within 24 h posttransfection, it
reduced the accumulation of histone precursor transcripts by
�20%, compared to an empty vector-transfected sample. As
CstF64 depletion usually causes a 1.5- to 2-fold increase in the
H3C precursor/total RNA ratio in asynchronously dividing cells
(20), the reexpression of HA-CstF64 was able to counteract about
half of the depletion effect. In contrast, the CstF64-H5 mutant did
not rescue the phenotype but rather seemed to worsen it. This
indicated that CstF64 must be able to interact with symplekin in
order to carry out its function in histone RNA processing.

CstF64 directly interacts with FLASH and/or Lsm11. It has
recently been suggested that the interaction between FLASH and
the amino terminus of Lsm11 is required to form a platform onto
which the HLF can bind. Importantly, symplekin and CstF64 were
identified as the strongest interactors with FLASH and/or Lsm11
(10). Having shown that CstF64 is cell cycle regulated, we hypoth-
esized that its increased availability during S-phase entry could be
required and limiting for the formation or stability of the HLF

FIG 1 Cell cycle regulation of CstF64. HeLa cells were synchronized in the G2/M phase by nocodazole block. After release, samples were collected at the indicated
time points for cell cycle analysis by flow cytofluorometry and for Western blotting. (A) Analysis of CstF64 (64 kDa), CstF64� (70 kDa), and 	-actin (45 kDa
[loading control]). (B) Analysis of symplekin (SYMPK [150 kDa]), CPSF100 (100 kDa), CPSF73 (73 kDa), and CstF77 (77 kDa). The upper panels in panels A
and B show cytofluorometric analyses of the cell populations at the different time points. DNA was stained with propidium iodide (PI). The first sample (labeled
“C”) represents asynchronously cycling cells, G2 corresponds to cells 2 h after block release, early G1 is represented by 4- and 6-h samples, the late G1 phase and
S-phase transition are shown in 10- and 12-h samples, and the majority of the cells are in the S phase at 14 h after release. The lower panels contain representative
Western blots of extracts from synchronized cells. Thin vertical lines indicate where a lane has been omitted from the figure. (C) Western blot quantifications by
densitometry analysis using AIDA software reveal a significant upregulation of CstF64 in the late G1 and S phases (samples from 10 to 14 h). CstF64� shows a less
pronounced increase that is only significant at 6 h postrelease. (D) Quantification and statistical analysis of the other detected proteins, which are nearly constant
if not downregulated. The only exception is a small but significant upregulation of CPSF73 in the S phase (14 h). Asterisks in panels C and D indicate significance
levels for the Welch t test: *, P 
 0.05; **, P 
 0.01; and ***, P 
 0.001. The data were collected from four independent experiments (biological replicates).

CstF64 in Histone RNA Processing

December 2014 Volume 34 Number 23 mcb.asm.org 4275

http://mcb.asm.org


and/or its recruitment onto histone pre-mRNA. To analyze if
CstF64 might indeed help to recruit the HLF to RNA-resident
proteins, we aimed to determine whether it directly binds to
FLASH or to a combination of FLASH and Lsm11, and which of
its domains might be involved. Based on the structure of human
CstF64 and literature data, we defined several macrodomains, as
depicted in Fig. 4A. We then created a series of HA-tagged CstF64
deletion mutants: �RRM lacks the RNA recognition motif (amino
acids [aa] 1 to 105); �P/G1 and �P/G2 have, respectively, lost the
first and second halves of a long, unstructured proline/glycine-
rich domain. (�P/G1 lacks aa 202 to 318, and �P/G2 lacks aa 320
to 405.) �MEARA/G is missing the 12 repeats of the MEARA/G
domain (aa 404 to 519). Finally, �CTD lacks the carboxy-terminal
domain (aa 509 to 577) (Fig. 4A). Because the endogenous human
FLASH protein consists of almost 2,000 aa, we created a FLAG-
tagged version of a minimal FLASH domain of 314 amino acids
(mFLASH-FLAG) that had previously been shown to be fully

functional in histone RNA 3= end processing (8, 34). Additionally,
we produced a FLAG-tagged fusion between mFLASH and the N
terminus of Lsm11 (aa 1 to 153; mFLASH:Lsm11-FLAG). First, we
showed by immunofluorescence that all recombinant proteins ac-
cumulate in the cell nucleus (see Fig. S3A in the supplemental
material). Moreover, the ability of endogenous CstF77 to associate
with all CstF64 mutants was demonstrated by coimmunoprecipi-
tation (see Fig. S3B).

Because direct interaction studies with recombinant proteins
produced in bacteria or by coupled in vitro transcription/transla-
tion had failed (unpublished results and reference 10), and in vivo
coimmunoprecipitation (co-IP) experiments only revealed inter-
actions between CstF64 and FLASH when performed with ex-
tracts from S-phase cells (described below), we decided to purify
the recombinant proteins from S-phase-synchronized HEK293T
cells. Briefly, constructs encoding mFLASH-FLAG, HA-tagged
CstF64, or HA-CstF64 mutants were transfected separately into

FIG 2 Effects of CstF64 depletion on S-phase progression and histone RNA processing. HeLa cell lines carrying doxycycline-inducible shRNA expression
cassettes for the depletion of either CstF64 or CstF64� were generated by lentiviral transduction. After induction of shRNA expression by doxycycline, the cells
were arrested in G2/M by nocodazole treatment. (A) After release, the cell cycle progression was monitored by flow cytometry (PI DNA staining) and compared
with identically synchronized doxycycline-free cells. The three panels from top to bottom show the subpopulations of G1-, S-, and G2-phase cells. Shown in gray
are cells containing shCstF64� without (triangles) or with (circles) doxycycline induction. Cells containing shCstF64 without (diamonds) or with (squares)
doxycycline induction are shown in black. CstF64 depletion appears to delay passage through the S phase, resulting in an accumulation of cells in the S phase and
delayed entry into the G2 phase. (B) Western blot showing the efficiency of depletion. The upper panel shows CstF64 and CstF64� revealed by the H300 antibody,
which recognizes both proteins. The lower panel shows 	-actin (the loading control). kd, knockdown. (C) Determination of apparent in vivo processing of
histone H3C mRNA. (Top) Scheme showing the positions of qPCR primer/probe sets that were used to measure total (tot) and precursor (pre) RNAs. (Bottom)
Quantifications of H3C pre-RNA/total RNA ratios for normal, nondepleted cells (control) as well as Cstf64�-or CstF64-depleted (kd) cells. The pre-RNA/total
RNA ratios have been set as 1 for each cell line for cells at 2 h postrelease (which express very little histone RNA) and are shown as multiples of these values for
the other time points. Error bars represent standard deviations from three independent experiments (biological replicates). Asterisks indicate significance levels
for the Welch t test as described in the legend to Fig. 1. Unless labeled explicitly, the variations are not significant. Fold changes of H3C pre-RNA/total RNA ratios
between CstF64-depleted or Cstf64�-depleted cells and the controls are listed below to illustrate the precursor accumulation during the G1/S-phase transition.
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HEK293T cells. The transfected cells were synchronized by
aphidicolin block and collected 4 h after release, when the major-
ity of the population was in the S phase (Fig. 4B). The recombinant
proteins were purified from whole-cell protein extracts by strin-
gent immunoprecipitation with antibodies against the respective
tag, and their amounts and purity were assessed by SDS-PAGE
and Coomassie blue staining (see Fig. S2 in the supplemental ma-
terial).

When these recombinant proteins were used in coimmuno-
precipitation experiments, the full-length CstF64 was efficiently
precipitated with mFLASH-FLAG, as were the mutants lacking
the RRM, P/G1, P/G2, or CTD (Fig. 4C). Importantly, however,
the CstF64 mutant lacking the MEARA/G region had a very
strongly reduced binding ability. These results were confirmed in
multiple in vivo co-IP experiments. For these, the two interaction
partners to be tested were cotransfected into HEK293T cells, the
cells were similarly synchronized in the S phase, and co-IP exper-
iments were performed with whole-cell protein extracts. As shown
in Fig. 4D, wild-type HA-CstF64 and the mutants lacking P/G2 or
the CTD could be coprecipitated with mFLASH-FLAG also after
in vivo coexpression. The RRM and P/G1 mutants were expressed
at lower levels but were nevertheless coprecipitable with
mFLASH-FLAG. Again, the MEARA/G deletion mutant showed a
strongly reduced interaction. An inverse IP experiment yielded
similar results (see Fig. S4A in the supplemental material). Upon
precipitation of the HA-tagged �MEARA/G mutant, only small
amounts of mFLASH-FLAG were coprecipitated, whereas for all
other CstF64 mutants, the amount of coprecipitated mFLASH-
FLAG was roughly proportional to the amount of precipitated
CstF64.

A number of further control experiments validated these find-
ings. We repeated the same experiments with the fusion protein
mFLASH:Lsm11-FLAG (see Fig. S4B in the supplemental mate-
rial) and for both mFLASH-FLAG and mFLASH:Lsm11-FLAG in
the presence of 200 �g/ml RNase A (see Fig. S4C). These two
controls indicated that these interactions are actually protein me-
diated. Thus, in conclusion, the CstF64 variant lacking the
MEARA/G region exhibited the strongest deficiency in binding to
either mFLASH or mFLASH:Lsm11_NTerm in all experiments
performed and under all conditions.

In these in vivo co-IP experiments, we also tested the
CstF64-H5 (hinge domain helix 5) mutant, which is impaired in
its ability to interact with symplekin (20). As expected, this mutant
was also significantly impaired in its interactions with mFLASH-
FLAG (Fig. 4D) but in this case most likely because of its reduced
binding to symplekin. Therefore, we wondered whether symple-
kin can autonomously bind to FLASH/Lsm11 or whether its re-
cruitment is entirely mediated by CstF64. We thus performed a
similar immunoprecipitation from cells that had been cotrans-
fected with HA-tagged mFLASH and FLAG-symplekin (either the
wild-type protein or the hydro mutant unable to bind CstF64
[SYMPK-H]). This mutant is altered in four hydrophobic residues
of an amphipathic �-helix (residues 442 to 460) in symplekin that
mediates the interaction with CstF65 (20). As shown in Fig. 4E,
wild-type symplekin and the hydro mutant were both able to bind
mFLASH-HA. However, we could confirm that the symplekin
hydro mutant cannot be coprecipitated with HA-CstF64 (Fig. 4E,
right panel). Finally, we also performed a similar coprecipitation
experiment with mFLASH-HA and FLAG-tagged CstF64�. In this
case, the analysis by Western blotting revealed no coimmunopre-
cipitation (Fig. 4E), indicating that CstF64� cannot bind to
FLASH.

In additional control experiments, we tested all CstF64 mu-
tants for their ability to bind symplekin. As expected, the
CstF64-H5 mutant was completely deficient in binding to symple-
kin (see Fig. S5A in the supplemental material). However, except
for a possible slight reduction in the case of the �P/G1 mutant, all
other CstF64 mutants retained the ability to interact with symple-
kin (see Fig. S5B). This further supported the view that the ob-
served effect of the �MEARA/G mutant may reflect the loss of a
direct interaction and is not indirectly caused by an impaired in-
teraction with symplekin.

In summary, the experiments described above demonstrate
that CstF64 can directly bind to FLASH and/or Lsm11 and that the
MEARA/G region plays an important role in this binding. In con-
trast, CstF64� appears to be unable to interact with FLASH, which
may explain its lack of activity in histone RNA 3= end processing.
However, our experiments also show that symplekin can bind
FLASH independently.

Read-through transcripts of replication-dependent histone
genes are predominantly polyadenylated and accumulate in the
nucleus. Having shown that unprocessed replication-dependent
histone pre-mRNAs exist in HeLa cells throughout the G1 phase
and accumulate upon CstF64 depletion (Fig. 2E), we wanted to
characterize their nature, metabolism, and potential function.
Several reports suggested that upon misprocessing, replication-
dependent histone transcripts acquire a poly(A) tail (22–25). In-
deed, we found by in silico analysis that several members of the
human replication-dependent histone genes contain cryptic poly-
adenylation signals downstream of the canonical cleavage sites. To

FIG 3 Exogenous HA-CstF64 needs to interact with symplekin to comple-
ment a histone RNA processing defect caused by CstF64 depletion. CstF64-
depleted cells (after 4 days of doxycycline induction) were transiently trans-
fected with HA-tagged cDNAs for either wild-type CstF64 (HA-CstF64) or a
CstF64 mutant unable to interact with symplekin (HA-CstF64-H5) (20) or
with an empty vector (EV) as a control. Total RNA was isolated 24 h after
transfection, and histone H3C precursor (pre-RNA) and total mRNA levels
were quantitated by RT-qPCR. (A) H3C pre-RNA/total RNA ratios. HA-
CstF64 reduces the precursor accumulation by �20% (P � 0.0089, Welch t
test). In contrast, the mutant HA-CstF64-H5, unable to bind symplekin, fails
to rescue the defect or even aggravates it (P � 0.0962). The error bars represent
standard deviations from three biological replicates. (B) Western blots show-
ing the efficiency of CstF64 depletion before transfection (upper panel) and
the expression of tagged wild-type and mutant forms of CstF64 24 h posttrans-
fection (lower panel). 	-Actin was probed as a loading control. Thin vertical
lines indicate where a lane has been omitted from the figure.
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FIG 4 CstF64 directly interacts with a minimal FLASH domain. (A) Schematic representation of CstF64 mutants. HA-tagged CstF64 mutants were created in
which individual structural domains of human CstF64 were deleted. Additionally, we used a mutant with a multiple-point mutation in helix 5 of the hinge
domain (CstF64-H5) that is unable to interact with symplekin (20) or an empty vector (EV) control. As a binding partner, we used a FLAG-tagged version of
mFLASH (i.e., a minimal 314-aa domain of FLASH that is functional in histone RNA processing) (8, 34). (B) Outline of the experimental strategy. HEK293T cells
were transfected either with individual expression constructs (for the experiment shown in panel C) or in pairwise combinations. The transfected cells were
synchronized in the S phase with aphidicolin and harvested 4 h after release of the block. The cytofluorometric profile shows the extent of synchronization at the
time of harvesting. (C) Association of mFLASH-FLAG with wild-type or mutant CstF64 in vitro. The recombinant proteins expressed in S-phase-synchronized
HEK293T cells were purified by antitag immunoprecipitation under stringent conditions. They were then incubated in couples to assay their interaction potential
by immunoprecipitation with FLAG-coated magnetic beads. Western blots from input samples (10% of the total) were probed with anti-HA and anti-FLAG
antibodies to show the presence of the various proteins. The immunoprecipitated (IP) material was analyzed in the same way. The mutant HA-CstF64 lacking
the MEARA/G domain loses the ability to interact with mFLASH-FLAG. (D) Association of mFLASH-FLAG with wild-type or mutant CstF64 in vivo. Lysates
from cells transfected with pairwise combinations of expression constructs were subjected to immunoprecipitation with FLAG-coated magnetic beads. Other-
wise, the analyses of input and immunoprecipitates (IP) were performed as in panel C. (E) Interaction of FLAG-CstF64� and wild-type or mutant FLAG-
symplekin with HA-tagged mFLASH. Immunoprecipitations from lysates of pairwise cotransfections were performed with HA-coated magnetic beads, and
Western blots were probed for the presence of FLAG-tagged symplekin or CstF64�. The panels on the right show that the symplekin hydro mutant (H) is unable
to bind CstF64, as published (20). Nevertheless, it still associates with HA-mFLASH (left panels). The lack of interaction of FLAG-CstF64� with HA-tagged
mFLASH is also shown.
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identify if and to what extent the unprocessed read-through tran-
scripts are polyadenylated, we selectively purified poly(A)� cellu-
lar RNAs from exponentially growing HeLa cells with oligo(dT)-
conjugated magnetic beads and analyzed the enriched RNAs by
RT-qPCR. While �91% of 	-actin transcripts bound to the
poly(A) beads, only �23% of 18S rRNA was enriched by poly(A)
selection (Fig. 5A). In comparison with these positive and negative
controls, �67% of the replication-dependent histone H3C read-
through transcripts were found in the selected material, indicating
that a large proportion of the histone precursor transcripts are
polyadenylated.

To further elucidate the metabolism and possible function of
these transcripts, we investigated their intracellular localization by
nuclear/cytoplasmic fractionation (Fig. 5B) followed by RT-qPCR
detection of precursor and total H3C RNA. We performed this
experiment in control and in CstF64- or CstF64�-depleted HeLa
cells. As shown in Fig. 5D, the precursor RNA (pre-RNA) tran-
scripts accumulated mostly in the nuclear compartment. Never-
theless, a small fraction was present in the cytoplasm. Based on
equal cell equivalents, it appeared that 75 to 80% of U2 snRNA
and 80 to 90% of histone read-through transcripts are nuclear
under our fractionation conditions. Interestingly, upon CstF64
knockdown (kd), the nuclear accumulation of precursors was in-

creased, whereas CstF64� depletion led to the opposite result (Fig.
5D). Due to the coregulation of the two paralogues (20), the de-
pletion of CstF64� results in an overexpression of CstF64 (Fig.
5C), which may explain this effect, as CstF64 but not CstF64� is
active in histone RNA processing.

Nuclear histone read-through transcripts are targets of the
exosome machinery. Because most histone precursor transcripts
were located in the nucleus (Fig. 5D) and the cell cycle regulation
of histone transcripts in budding yeast had been shown to depend
in part on the TRAMP-exosome pathway (35), we investigated
whether the nuclear histone read-through transcripts are targets
of the exosome machinery also in human cells. For this purpose,
we created an shRNA construct targeting DIS3, the exonuclease of
the human nuclear exosome, and used a scrambled-sequence
shRNA as control. The depletions were performed in CstF64-,
CstF64�-depleted, or control HeLa cell backgrounds. The extent
of CstF64 or CstF64� depletion is shown in Fig. 6A, and the extent
of Rrp44/DIS3 depletion in each of the three cell populations is
shown in Fig. 6B. The RNA from these cells was analyzed for the
H3C pre-RNA/total RNA ratio. Consistent with our hypothesis,
the unprocessed histone precursor transcripts accumulated upon
DIS3 depletion, suggesting that they are physiologically controlled
by the nuclear exosome (Fig. 6C). In fact, the fraction of precursor
transcripts that were restored by Rrp44/DIS3 depletion was higher
in the CstF64-depleted cells than in the other two cell populations,
confirming that CstF64 depletion affects histone RNA processing.

Cytoplasmic histone read-through transcripts can associate
with polysomes. As a large proportion of the histone read-
through transcripts appeared to be polyadenylated (Fig. 5A), we
asked whether the small fraction of these transcripts that are pres-
ent in the cytoplasm may associate with polysomes and get trans-
lated. Thus, cytoplasmic extracts of HeLa cells were subjected to
polysome profiling on 15 to 45% sucrose gradients (Fig. 7A),
and the distribution of total and precursor H3C transcripts in
the gradient fractions was analyzed by RT-qPCR. As control,
we also profiled the polysome association of 	-actin mRNA. As
the precursor transcripts are present in a very small amount, we
plotted the data as a percentage of the input (defined as total
signal detected over the entire gradient) for each type of RNA.
As expected, 	-actin mRNA was found mainly in polysome
fractions (Fig. 7C). Total histone RNAs were also mostly pres-
ent in polysome fractions (Fig. 7B). Importantly, however,
�2/3 of histone H3C precursors were found in the polysome
fractions as well (Fig. 7B, fractions 6 to 10). In Fig. S6 in the
supplemental material, we show that this polysome association
could be observed in both the G1 and S phases of the cell cycle.
Addition of EDTA to the gradients, which dissociates ribosome
particles (Fig. 7D), completely shifted the total histone H3C
and 	-actin RNAs but importantly also the histone H3C pre-
RNAs into the free RNA fractions (Fig. 7E and F). Similarly,
pactamycin, which prevents polysome formation by blocking
translocation (36), led to a shift of all three investigated RNAs
into the light fractions of the gradient (Fig. 7H and I). This
release was incomplete for 	-actin mRNA, which may have
been due to some ribosome contaminations of fraction 11 or to
alternative complexes containing 	-actin mRNA. However,
taken together, these experiments indicate that the cytoplasmic
histone read-through transcripts are indeed associated with
polysomes.

FIG 5 Polyadenylated histone read-through transcripts accumulate in the
nucleus upon CstF64 depletion. (A) The majority of histone read-through
transcripts are polyadenylated. Polyadenylated RNAs were selected from total
HeLa cell RNA by using oligo(dT)-conjugated magnetic beads. The eluted
[poly(A)�] and unbound supernatant fractions were retrotranscribed with
random hexamers and subjected to qPCR analysis for the presence of 	-actin
mRNA (ACTB [positive control]), 18S rRNA (r18S [negative control]), and
H3C precursors (H3C pre). (B to D) Untreated HeLa cells as well as CstF64-
and CstF64�-depleted cells were fractionated, and cytoplasmic and nuclear
RNAs were extracted. (B) Protein samples from the fractionations were
probed with antibodies detecting lamin A/C and �-tubulin as markers of nu-
clear and cytoplasmic compartments, respectively. kd, knockdown. (C) Nu-
clear extracts were probed with an antibody recognizing both CstF64 and
CstF64� to reveal the extent of depletion. (D) The levels of unprocessed H3C
precursors and total H3C RNA were measured by RT-qPCR experiments. H3C
pre-RNA/total RNA ratios were calculated for the nuclear and cytoplasmic
fractions, in either the unmodified (Control) or CstF64 or CstF64� depletion
background. The error bars represent standard deviations from three indepen-
dent experiments (biological replicates).
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DISCUSSION

Histone production is highly regulated in space and time. As
the cell approaches the S phase, histone locus bodies (HLBs)
form on the clusters of replication-dependent histone genes.
HLBs are devoted to histone gene transcription and RNA pro-
cessing and contain important factors, such as NPAT (a his-
tone-specific transcription factor), Ars2, and FLASH (37).
Moreover, during the G1/S-phase transition, histone gene tran-
scription increases �5-fold and 3= end processing becomes �8
times more efficient (5).

Regarding histone RNA 3= end processing, two components of
the processing machinery have been described to be cell cycle reg-
ulated: SLBP (15) and the HLF (14, 38). HLF is known to contain
symplekin, CstF64, as well as the entire CPSF complex, including
the processing endonuclease CPSF73; evidence concerning the
additional presence of CstF77 is controversial (10, 12). However,
the mechanisms by which HLF is regulated during the cell cycle
and by which its components assemble in a composition distinct
from a cleavage/polyadenylation complex have not been eluci-
dated. Furthermore, it is not fully understood how HLF gets re-
cruited to the histone pre-mRNA, even though two of the specific
factors interacting with the pre-mRNA (i.e., the U7 snRNP com-
ponent Lsm11 and FLASH) appear to provide a binding platform
for the HLF (10). Our work indicates that CstF64 plays an impor-
tant role in these processes. The main conclusions, which will be
discussed below, are schematically illustrated in Fig. 8.

A first conclusion is that CstF64 is regulated not only during a
transition from a resting to a proliferative state (29–31) but also
during the cell cycle (Fig. 1). Its accumulation during the G1/S-
phase transition temporarily mirrors the formation of HLBs (37)
and the upregulation of replication-dependent histone mRNA
transcription and processing (5). Moreover, CstF64 is important
for correct histone RNA processing, since its depletion affects the
normal cleavage reaction, so that read-through transcripts accu-
mulate (Fig. 2). Its depletion also affects cell cycle progression,
leading to a delayed S phase and inhibition of cell proliferation.

These effects are unlikely to be caused by deficient polyadenyla-
tion, based on two main arguments. First, CstF64� gets upregu-
lated upon CstF64 depletion (Fig. 2B) and functions well in CPA
(20). Second, a published global transcriptome sequencing (RNA-
seq) study did not reveal major CPA changes after CstF64 deple-
tion (32). It rather appears that the upregulation of CstF64 is im-
portant for the formation or activation of the HLF during the G1/S
transition. In contrast, the other HLF members, as far as they have
been analyzed here, do not show a similar upregulation during
G1/S transition (Fig. 1D). While the manuscript for this article was
under review, the MacDonald group published related findings
from mouse embryonic stem cells. When depleted of CstF64,
these cells displayed slower growth, loss of pluripotency, and a
lengthened G1 phase, correlating with an increase in polyadenyl-
ated histone RNAs (39).

A stable interaction between CstF64 and symplekin is very im-
portant for histone RNA processing. In fact, both the symplekin
“hydro” mutant, unable to interact with CstF64 (20), and the
CstF64 “hinge helix 5” mutant, unable to interact with symplekin
(Fig. 3), are inefficient in histone RNA processing. Considering
that the binding of CstF64 to symplekin and the binding of CstF64
to CstF77 are mutually exclusive (20, 33), it is tempting to specu-
late that these interactions may dictate in which type of processing
reaction the resulting complex gets used (Fig. 8). In G1, a relatively
limited amount of CstF64 might be efficiently recruited by CstF77,
and this might in turn determine its preferential inclusion in the
CPA complex. Inversely, elevated concentrations of CstF64 to-
ward the S phase might kinetically favor the assembly of active
HLF through an increased formation of CstF64-symplekin inter-
actions. Another possibility that is not mutually exclusive with the
one described above is that posttranslational modifications of
CstF64 regulate its differential association with CstF77 or symple-
kin. That such modifications may occur is supported by the fact
that we could only demonstrate and assay CstF64-FLASH inter-
actions with recombinant proteins from S-phase-synchronized
cells. Thus, it is quite likely that CstF64 may be the crucial element

FIG 6 Misprocessed histone transcripts are exosome targets. HeLa cells were depleted of active nuclear exosome by transfection of a DIS3/Rrp44-specific shRNA
expression plasmid on the background of normal (control), CstF64- or CstF64�-depleted cells. A plasmid with a scrambled sequence shRNA was used as control.
The cells were selected for the presence of the plasmids by incubation with puromycin for 3 days and harvested. The various depletion efficiencies as well as
histone H3C pre-RNA and total RNA levels were analyzed by RT-qPCR. (A) Extent of CstF64 and CstF64� depletions. kd, knockdown. (B) Extent of DIS3/Rrp44
depletions in control (not depleted for a CstF64 paralogue) as well as CstF64- or CstF64�-depleted cells. (C) Accumulation of H3C precursors over total
transcripts upon impairment of the exosome (black bars). The values in cells not depleted of DIS3/Rrp44 were set as 1 (gray bars) for each tested condition. The
error bars in the graphs represent the standard deviations from three independent experiments (biological replicates). Asterisks indicate significance levels for the
Welch t test: *, P 
 0.05; and ****, P 
 0.0001.
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required to activate HLF either from a precursor composed of
symplekin and CPSF or from the individual components.

Additionally, we have shown that besides an indirect binding
to FLASH or Lsm11 via symplekin (effect of CstF64 “helix 5”
mutant), CstF64 also interacts with FLASH and/or Lsm11 inde-
pendently of symplekin (Fig. 4). This interaction is strongly af-
fected by deletion of the poorly characterized MEARA/G domain
of CstF64. As indicated by circular dichroism spectroscopy and
differential scanning calorimetry, this domain appears to adopt a
helical conformation (40). Interestingly, a major structural differ-
ence between CstF64 and CstF64� that is unable to bind to FLASH
(Fig. 4E) and does not contribute to histone RNA processing (Fig.
2C) resides in this MEARA/G repeat domain. The dissimilarity of
this domain in CstF64� may in part explain the differential func-
tionality of the two paralogues in histone RNA processing. An-
other reason may be that CstF64� also appears to interact less
efficiently with symplekin than CstF64 (41). Most importantly,
however, our results indicate that CstF64 contributes to tethering
the HLF to histone pre-mRNA by interactions that are indepen-
dent of symplekin and that are also not dependent on RNA, as they
can be observed in RNase-treated samples (see Fig. S4C in the
supplemental material).

In our in vivo binding assays, the �P/G1 mutant also seemed to
be partly deficient in interaction with mFLASH or mFLASH:

Lsm11 (Fig. 4; see Fig. S2D in the supplemental material). This
may have been due to its somewhat reduced binding to symplekin
(see Fig. S3 in the supplemental material). This explanation would
be in line with a recent report suggesting that the proline/glycine-
rich domain is involved in strengthening the interaction with
symplekin (41).

In exponentially growing cells, read-through transcripts that
represent either histone mRNA precursors or molecules that have
escaped the canonical processing pathway, are present in ex-
tremely small amounts; however, they accumulate to a certain
extent in G1-arrested cells (14). Here we have confirmed these
findings and extended them to synchronized HeLa cells (Fig. 2C).
Importantly, we could also show a higher accumulation of these
read-through transcripts after depletion of CstF64 but not
CstF64�. In fact, upon CstF64� depletion, less read-through,
poly(A)� histone transcripts accumulated (Fig. 5D). This might
simply reflect the fact that CstF64� depletion results in increased
CstF64 levels (20). Another possible explanation is that CstF64�
plays a direct role in polyadenylating histone read-through tran-
scripts.

A similar accumulation of read-through transcripts has previ-
ously been described after the depletion of several other factors
important for histone RNA processing (22–25). In agreement
with these previous studies, we could show that the majority of

FIG 7 Polyadenylated histone read-through transcripts associate with polysomes. HeLa cells were treated with cycloheximide to preserve polysomes, and
cytoplasmic extracts were subjected to centrifugation on linear 15 to 45% (wt/wt) sucrose gradients. In panels D, E, and F, the gradients contained EDTA
to dissociate polysomes. In panels G, H, and I, polysomes were dissociated with pactamycin. Note that pactamycin treatment leads to an accumulation of
80S particles. Moreover, in this experiment, fraction 11 still contained some ribosomal material. This may partly explain the incomplete shift observed for
	-actin mRNA. (A, D, and G) Absorption profiles (A254) of the gradient elutions. Fractions 4 and 5 in panel A, 3 to 5 in panel D, and 3 and 4 in panel G
contain ribosomal subunits; free RNA is present in earlier fractions and ribosomes and polysomes in later fractions. RNA was extracted from the obtained
fractions, and H3C precursor RNA (pre) and total (tot) RNA, as well as 	-actin (ACTB) mRNA levels (as a control), were measured by RT-qPCR and
plotted as percentage of the calculated input (sum of all fractions). (B, E, and H) Distribution of H3C total (tot) and precursor/read-through (pre) RNAs.
(C, F, and I) Distribution of 	-actin mRNA. Unprocessed 	-actin pre-mRNAs were present in such small amounts that a meaningful distribution could
not be determined.
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these read-through transcripts are polyadenylated (Fig. 5). Impor-
tantly, our fractionation studies showed that these read-through
transcripts are mostly present in the nuclear compartment (Fig.
5), where they are targeted for degradation by the exosome com-
plex (Fig. 6). As many human histone genes contain cryptic poly-
adenylation sites downstream of the canonical cleavage site, this
might represent a safety mechanism to avoid read-through into
neighboring genes in the tightly packed histone gene clusters, as
previously suggested (22–25). In case of misprocessing during
pervasive transcription in the S phase, read-through might other-
wise result in fusion transcripts that could be deleterious, espe-
cially if they would be exported to the cytoplasm and translated.
Polyadenylation of histone read-through transcripts might there-
fore be a signal to trigger their degradation. In this context, it is
interesting that in budding yeast, the TRAMP-exosome complex
regulates histone metabolism (35). Moreover, it has recently been
shown that polyadenylation induces exosome-mediated decay of
promoter upstream transcripts (PROMPTs) to control promoter
directionality (42, 43). The same authors revealed that exosome
components are associated with the 3= ends of replication-depen-
dent histone genes (42).

Here we also showed that a small fraction of the histone read-
through transcripts are present in the cytoplasm (Fig. 5). More-

over, these transcripts are potentially capable of being translated,
as they can associate with polysomes (Fig. 7). This might allow
cells to replace decaying histones outside the S phase or during
quiescence and might be particularly important for those histones
for which there are no replication-independent gene variants. In
this context, a recent study showed that a subset of histone H2B-
encoding polyadenylated transcripts can associate with polysomes
under certain cellular stress conditions, suggesting that this path-
way may be regulated (44).

Finally, one can speculate that a low level of transcription
over the entire cell cycle may help to keep the histone loci in a
euchromatic state, in order to allow a rapid transcriptional
response at the onset of the S phase of every replication cycle. A
low level of read-through transcripts might thus represent a
trade-off to allow such a quick response. Alternatively, the his-
tone read-through transcripts might also play a hitherto unsus-
pected regulatory role.

Most importantly, however, our study indicates that CstF64
is an important cell-cycle-regulated member of the HLF and
that it determines the formation of the active HLF and contrib-
utes to histone RNA 3= end processing by helping to tether the
HLF and its catalytic endonuclease CPSF73 to the factors al-
ready bound to histone pre-mRNA—i.e., FLASH and the U7
component Lsm11.
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