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ABSTRACT

Latently infected cells are considered a major barrier to the cure of HIV infection, since they are long-lived under antiretroviral
therapy (ART) and cause viral replication to restart soon after stopping ART. In the last decade, different types of antilatency
drugs have been explored with the aim of reactivating and purging this latent reservoir and the hope of achieving a cure. Because
of toxicity and safety considerations, antilatency drugs can only be given for a short time to patients on long-term ART, with lit-
tle effect. We recently investigated the turnover of latently infected cells during active infection and have found that it was
strongly correlated with viral load. This implies that although latently infected cells had long life spans in a setting of a low viral load
(such as during ART), they turned over quickly under a high viral load. Possible reasons for this could be that an increased viral load
causes increased activation or death of CD4� T cells, including those that are latently infected. Taking these results into account, we
developed a mathematical model to study the most appropriate timing of antilatency drugs in relationship to the initiation of ART. We
found that the best timing of a short-term antilatency drug would be the start of ART, when viral load, CD4� T cell activation, and la-
tent cell turnover are all high. These results have important implications for the design of HIV cure-related clinical trials.

IMPORTANCE

The antiretroviral therapy (ART) of HIV-infected patients currently needs to be lifelong, because the cells latently infected with
HIV start new rounds of infection as soon as the treatment is stopped. In the last decade, a number of different types of antila-
tency drugs have been explored with the aim of “reactivating” and “purging” this latent reservoir and thus achieving a cure.
These drugs have thus far been tested on patients only after long-term ART and have demonstrated little or no effect. We use
mathematical modeling to show that the most efficacious timing of a short-term antilatency treatment may be the start of ART
because of possible interactions of antilatency drugs with natural activation pathways.

Human immunodeficiency virus (HIV) remains a major cause
of morbidity and mortality worldwide. Antiretroviral treat-

ment (ART) can successfully maintain an undetectable viral load
in infected individuals and thus limit transmission and drastically
improve the duration and quality of life of patients, but ART can-
not cure the disease. Current antiretroviral drugs block new cycles
of infection but leave the cells with already integrated provirus
intact. The main barrier to curing HIV infection is the existence of
a reservoir of latently infected cells that harbor integrated virus with-
out expressing it (1–3), which is very long-lived in the setting of long-
term ART (2–4). Since these cells are not affected by antiretroviral
drugs (4), they reactivate and start a new round of infection within
weeks after ART is stopped (5). ART is therefore currently lifelong
and is associated with significant cost and side effects. As the number
of people living with HIV grows beyond 40 million despite the de-
crease in cost and increase in availability of ART medications, provid-
ing lifelong therapy is becoming a huge public health burden.

Reducing the number of latently infected cells that remain after
long-term ART is designed to increase the average time to reemer-
gence of infection after ART interruption and to possibly eradicate
the virus. In recent years, different pharmacological approaches
have been tried in attempts to reduce the latent HIV reservoir,
each addressing a different possible mechanism that may cause
HIV-infected cells to stably integrate transcriptionally silent HIV
DNA (6). These include (i) drugs that trigger the NF-�B activation
pathway by different targeting mechanisms, such as interleukin-2
(7, 8), prostratin and analogues (9), or bryostatin and analogues

(10), (ii) drugs that enhance the binding of the viral transactivator
Tat protein to the HIV TAR element, such as JQ1 and the other
BET inhibitors (11), and (iii) epigenetic modifiers such as histone
deacetylase inhibitors (HDACi), including valproic acid (12, 13),
vorinostat (14), and panobinostat. The HDACi were considered
among the most promising because several studies have suggested
that they may activate a proportion of latently infected cells in vitro
and in vivo. However, one detailed recent study (15) found many of
these promising drugs ineffective in reversing HIV latency in vitro.

As the search for HIV cure continues, new activating/antila-
tency drugs will be developed and tested, with the overall effect of
reactivating latently infected cells to express HIV and either die or
be cleared by the immune system. Such interventions are studied
for short durations (2 weeks or less) because of toxicity concerns
and usually in patients on long-term ART. We discuss here the
possibility that administering antilatency drugs at the initiation of
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ART may in some circumstances enhance the ability of these drugs
to purge the latent reservoir (16).

The life span of latently infected cells has usually been mea-
sured in the setting of long-term ART and has been found to be
very long (months to years). However, there have been only a few
studies attempting to measure how long-lived latently infected
cells are during active infection in the absence of ART. In a recent
study (17), we measured the turnover of SIV DNA in resting in-
fected CD4� T cells in vivo in simian immunodeficiency virus
(SIV)-infected pigtail macaques not on ART. We found that this
reservoir turned over slowly (with a half-life on the order of years)
in animals that had a low chronic viral load (�104 RNA copies/
ml), consistent with the findings in humans on ART. However, we
found that SIV DNA within resting CD4 T cells turned over with a
half-life of 0.8 day�1 or less in the animals with high viral loads
(�106 RNA copies/ml). A possible reason for this could be that
an increased viral load may cause increased activation (18) or
death (19) of CD4� T cells, including those that are latently
infected. In other words, a high viral load could provide a nat-
ural mechanism for purging the latent reservoir during active
infection, and the antilatency drugs may be interacting with
this mechanism in different ways. We model here how to opti-
mize the reduction of the latent reservoir for two types of such
interaction by choosing the best timing of antilatency drug
administration during ART.

MATERIALS AND METHODS
In order to better understand the implications of the hypothesized virus-
mediated activation or death for the possible dynamics of the latent pool
during antilatency drug administration, we developed a simple model of
HIV infection (Fig. 1A). The model is the extension of the standard model
of viral dynamics (20, 21). In this model, the uninfected susceptible CD4�

T cells (T) are replaced at the rate � and die at the rate dT. They are infected
by free virus (V) according to the mass action law with infectivity �. A
large fraction f becomes productively infected (I) and short-lived, produc-
ing virus at the rate p and dying at the death rate 	. A small fraction (1 – f )
becomes latently infected (L) and does not produce virus. In the model we
assume that these fractions remain constant throughout the infection.
The latently infected cells are activated at the rate 
, upon which they
become productive and short-lived, and die at the rate �:

dT ⁄ dt � � � dTT � �VT

dI ⁄ dt � f �VT � �I � �L

dL ⁄ dt � (1 � f )�VT � (� � 	)L

dV ⁄ dt � pI � cV (1)

The death rate of productively infected cells, assumed constant during
infection, includes the averaged influence of immune control compo-
nents, as do the other infection parameters (infectivity, virus production
rate, and clearance). An implicit assumption of the model is that the
reactivated latently infected cells behave the same as the productively in-
fected cells, most importantly that they die at the same rate, which may not
be true for reactivation with currently investigated antilatency drugs (22)
but should be the outcome of a successful latency-reversing agent. This
simple model is essentially the same as a model used earlier (23), the only
difference being that the activation rate 
 and/or the death rate � of
latently infected cells in our model may increase with viral load V (Fig.
1B). The correlation of viral load with latent cell turnover is consistent
with our previous experimental observations (17). However, we do not
imply that this relationship is causative (i.e., that viral load itself drives
activation). Instead, viral load may be a proxy correlating with a number
of other potential stimuli, such as antigenic stimulation, proinflammatory
cytokines, and homeostatic cytokines.

Using the conventions of the standard model (20, 21), we follow the
cell and virion frequencies in peripheral blood, i.e., T, I, and L are ex-
pressed in numbers per microliter, and V is expressed in RNA copies per
milliliter. These are also the quantities most easily measured in vivo. How-
ever, we assume that similar dynamics of turnover would be found in
tissues, where viral load would follow the same dynamics as in plasma.

We used our earlier results (17) (full circles in Fig. 1B) to define the
dependence of the activation or death rate on viral load. We found that the
shifted arctan(logV) function is a good approximation for the observed
dependence (full line, Fig. 1B):

� � 	 � 0.8{0.5 � arctan[3(log V � log 5 · 105)] ⁄ 
} day�1 (2)

where viral load V is expressed in RNA copies/ml. We used the arctan
function because it changes between two limiting values within an adjust-
able interval like the data points in Fig. 1B and is easier to use in a simu-
lation than a more conventional spline fit. Some general predictions of the
model are discussed in the supplemental material. The relationship be-
tween the steady states of the viral load and the size of the latent reservoir
for different variations of parameters are shown in Fig. S1 in the supple-
mental material.

FIG 1 Model of the dynamics of the latent reservoir in HIV infection. (A) Simple model of infection. Uninfected CD4� T cells (T) are replaced at the rate � and
die at the rate dT. They have susceptibility � to infection by virus (V). A large fraction f is productively infected (I); they produce virus at the rate p and die at the
rate 	. The remaining small fraction 1 � f is latently infected (L). They do not produce virus but are activated by virus at the rate 
 and die at the rate �. (B)
Dependence of activation or death rate on viral load. Full circles indicate results from reference 16; the full line shows the fit to experimental results used in
modeling. (C) Dynamics of viral load (black line), productively infected cells (red line), and latently infected cells (green line) obtained from the model.
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In an earlier study (17), we measured the turnover rate of the latent
reservoir in SIV-infected macaques by comparing the replacement of the
wild-type strain of the virus by an escape mutant in plasma and in the
latently infected cells over time. We obtained the results by fitting of one
overall turnover rate for each animal and correlating it with the chronic
viral load for this animal. Therefore, Fig. 1B shows the results that are
essentially cross-sectional (in “chronic infection”), although they were
obtained by fitting longitudinal data for each animal. The results showed
a strong positive correlation of this overall turnover rate and chronic viral
load. In the present study we used this cross-sectional data to model the
longitudinal dependence of the turnover rate on the current viral load. In
Fig. S2 in the supplemental material we show that instantaneous depen-
dence of the turnover on viral load as in equation 2 could produce the
overall correlation observed in Fig. 1B if a wide range of parameter vari-
ations in equation 1 cause the differences in the chronic viral load in
different individuals. The results are not at all sensitive to the choice of the
turnover function in equation 2 as long as it has similar saturation prop-
erties as the data, i.e., as long as it is similarly S-shaped.

Irrespective of whether the activation or the death rate of latently
infected cells or both depend on viral load as in equation 2, the model
predicts qualitatively similar dynamics of the latent cell reservoir (Fig.
1C). We used a model in which only the activation rate is virus dependent
and the death rate of latently infected cells is constant (� � 2  10�4

day�1) to generate the dynamics of viral load and latently infected cells in
Fig. 1 and 2. For the infection parameters 	, c, p, and �, we used the values
from the literature (24–28), and the disease-free parameters were chosen
so that the disease-free concentration of target cells T0 � �/dT is 1,000
cells/�l and � is small compared to T0 (20). The values and sources for the
parameters are listed in Table 1.

RESULTS
Levels of latently infected cells in the absence of ART. We first
modeled the size of the latent reservoir in the absence of ART.
Early in infection the model (Fig. 1C) predicts that the size of the
latent reservoir would grow and reach a peak before the peak viral
load because the subsequent growth to the peak viral load would
cause the rise in the turnover rate of the latent reservoir to its
highest level during the infection. Therefore, the early peak in
latently infected cells would be followed by a trough (around the
peak viral load) caused by this high turnover rate. The size of the
latent reservoir may subsequently vary depending on variations in
the viral load. In the chronic phase of infection (at the viral set
point) the viral load and the latently infected cell levels would be
generally lower than at the peak viral load. In this chronic stage,
latently infected cells accumulate to reach a steady state where
their slower accumulation from new infections is balanced by
slower activation due to lower viral load. In the acute phase of
infection the latent reservoir obtained from the model may be
highly variable, varying from the large peak before the peak viral
load to low levels just after the peak but would later stabilize at
higher levels for higher viral loads. Apart from the early peak, the
acute-phase level of latently infected cells would on average be
lower than in the chronic phase. The experimental estimates of the
latent pool in untreated patients in different stages of HIV infec-
tion indicate that it could indeed be smaller in the acute phase (29)
and that later it positively correlates with the chronic viral load
(23). Our model reproduces these known features of the latently
infected cell accumulation. An important caveat is that we have
not explicitly modeled the impact of CD8� T lymphocyte control
in acute infection. Depending on the dynamics of CD8� T cells
and the mechanisms by which they suppress virus (which are con-

troversial [30–32]), this may also have effects on the size of the
latent reservoir during acute infection.

Timing of the antilatency drugs with respect to ART. We then
modeled how the initiation of ART and treatment with antilatency
drugs may alter levels of latently infected cells. In the model we
assumed that ART is 100% effective in preventing new infection
events and that antilatency drugs increase the natural activation
rate of latently infected cells (Fig. 2A). Each type of these drugs
may interact differently with the specific combination of natural
activation mechanisms already present in each host and specifi-
cally with the virus-mediated activation. The interaction could be
of two types (Fig. 2B). One is additive, where latency-reversing
agents activate a fixed proportion of the latent pool, independent
of the baseline level of host cell activation. We consider this an
additive effect. The second type of effect of the latency-reversing
drugs may be multiplicative, where they amplify the existing acti-
vation level by a dose-dependent factor. This type of interaction
would occur if the activation processes induced by the latency-
reversing drug partially overlapped with the global activation
processes such as virus-associated activation. The mechanisms of
current latency-reversing agents appear to induce global gene ex-
pression (15, 33), suggesting that they may have a multiplicative
effect. In this case, at high viral loads an already high activation
rate would become even higher (e.g., twice as high for a doubling
dose), while at a low viral load a low activation rate may increase
(e.g., double) but would still stay relatively low.

The antilatency drugs with multiplicative effects would have
the highest impact on activation rate when it is already high (Fig.
2B). The possible results of 3-day administration of such drugs at
different times relative to the initiation of ART are illustrated in
Fig. 2C. Antilatency drugs would be the most effective if given
when the viral load and the natural activation rate are still high.
However, if given before the start of ART, the virus produced by
the reactivated latently infected cells could infect new cells, some
of which could become latent. Thus, the effectiveness of antila-
tency activation would be somewhat impaired by reseeding of the
latent pool by the enhanced viral load. Therefore, we predict that
the optimal timing of the antilatency treatment would be just at
the start of ART, when any increase in viral production is blocked
by ART from forming new latently infected cells. This model pre-
dicts that the antilatency drugs would have minimal effect when
given after long-term ART when the viral load (and consequently
the level of virus-induced immune activation) was low.

If instead of increasing activation by a multiplicative factor, the
effect of the antilatency drug were simply additive, we would have
a different scenario. The antilatency drugs with the additive effect
on the natural activation rate (Fig. 2D) would also be less effective
if given before starting ART because of reseeding. However, it
would make no difference at which point during ART they were
given, because the effect on the latent reservoir would be the same
at all times, since the additive effect implies a constant boost of
activation independent of endogenous level of activation. In all
cases there may be a slightly slower decay or a blip of virus during
antilatency treatment because of the rise in the number of latently
infected cells becoming productive.

In our interpretation of the reduced life span of the latently
infected cells under high viral load (Fig. 1B), we have assumed that
increased viral load causes an increased rate at which latently in-
fected cells reactivate and produce virus and that they die at the
same rate as the other activated, productively infected cells. An
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FIG 2 Effect of timing of antilatency drug treatment relative to ART. (A) We assume that antilatency drugs increase the rate of activation of latently infected cells.
(B) The effect of antilatency drugs on the activation rate can be either multiplicative (activation rate is multiplied by a dose-dependent factor) or additive
(activation rate increases by a dose-dependent amount). (C and D) ART starts at time � 0 (black vertical line). Antilatency drugs are given for 3 days either just
before ART (pink interval), at the start of ART (purple interval), or after more than a week of ART when the viral load is close to undetectable (green interval).
A black line represents the set point viral load (upper panel) and the stable latently infected cell pool (lower panel) in the untreated infection. A red line shows
the effect of an activator given just before the start of ART. A purple line shows the effect of activator given at the start of ART. A green line represents ART with
the activator given late during ART. The parameters for the untreated infection were the same as in Fig. 1. During ART, � � 0; multiplicative effect, � � 3; additive
effect, � � 0.5.
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alternative interpretation would be that virus causes the latently
infected cells to reactivate and die before starting virus produc-
tion. It is not clear whether and how the antilatency drugs would
interact with this killing mechanism, but the results of an additive
or multiplicative effect would be similar to reactivation, although
without the increase in viral load.

DISCUSSION

In our understanding of HIV latency, major questions remain as
to when and how the latent reservoir is formed during infection,
how the natural turnover of latently infected cells changes during
active infection and treatment, and what are the natural mecha-
nisms and dynamics of reactivation of latently infected cells on
therapy. The recently investigated antilatency drugs and interven-
tions seem to show less promise than initially hoped and antici-
pated (15). This is partly due to the limited understanding of their
mechanisms of action. The most important thing we need to know
about a potentially successful latency-reversing agent is whether it
can drive a lasting activation of latently infected cells that leads to
faster cell death (3, 34) in vivo. If the cells reactivated by antila-
tency drugs fail to die or revert to latency as soon as the drug is
removed, such a drug would have no benefit. The second ques-
tion, essential for designing strategies for use of antilatency drugs
during ART, concerns the interactions of these activators with the
natural activation mechanisms. Do they amplify the natural acti-
vation rate by a dose-dependent factor (multiplicative mecha-
nism), or do they act independently of these natural pathways by
adding a dose-dependent boost (additive mechanism)?

Using antilatency drugs at a time when they would be most
efficient in purging the latent pool is important because of the
concerns about their toxicity, which limit the duration of treat-
ment. Here we have analyzed the possible outcomes of treatment
with antilatency drugs in the light of our recent discovery that high
viremia increases the turnover of the latent reservoir. We have not
explicitly modeled the possible mechanisms that may cause this
type of correlation (for example, antigen-driven activation, ho-
meostatic activation or the effects of virus binding to CD4� T
cells), all of which may predict somewhat different dynamics. We
have also assumed that the treatment with antilatency drugs acts
by driving the latently infected cells to reactivate, produce virus,
and die rapidly, which would be the desired effect of successful
latency-reversing agents.

However, using this simple model we found that, if the antila-
tency activators act multiplicatively, they are best given at the start
of ART when the viral load and the natural activation rate are still
high. Their effect after long-term ART would be negligible. On the
other hand, if the antilatency drugs act independently of the nat-
ural activation pathways (that is, act additively), their effect would

be the same irrespective of their time of administration during
ART. Giving activators without ART would decrease their effect
because of reseeding of the latent pool by the increased viral load.

In the absence of knowing precisely how the activating drugs
interact with the natural activation pathways of latent virus (mul-
tiplicatively or additively) and to what extent the reactivated la-
tently infected cells produce virus or die, our model suggests that
giving these drugs at the initiation of ART may be more effective,
and should not be less effective, than giving them after long-term
ART. Current trials of antilatency drugs have been on patients
who have been suppressed for extended periods of time so that a
baseline reservoir size can be established, and any reduction from
that measured as an outcome. However, trials to test the efficacy of
latency-reversing drugs during ART induction do not have this
stable reservoir size, as HIV DNA levels decline rapidly during
early ART (35). Thus, we predict that antilatency drugs adminis-
tration in early ART will lead to a greater decline in reservoir size
from active infection to treatment. Thus, trials comparing the
drop in HIV-DNA levels from pre-ART to 6 months in the pres-
ence or absence or latency-reversing drugs would directly test this
prediction.

The limited data from the few current antilatency drug studies
show no impact on reservoir size (14, 36–38). This lack of effect on
reservoir size likely occurs because too few latent cells are activated
during chronic ART (39). However, great efforts are being made
worldwide to discover new, less toxic, and more effective antila-
tency treatments (34, 39). As new drugs are being investigated in
an urgent race to approach at least a functional cure, we point to
the importance of testing them for their interaction with the nat-
ural activation mechanisms in order to optimize their effective-
ness in treatment. In the meantime, their administration at the
start of ART seems a better option than after long-time ART.
Under long-term ART, latent virus is quiescent and may be hard
to reactivate, whereas during active infection and early ART it may
be turning over much faster. Attempting to purge the latent virus
in this more active early stage may be more effective and cannot be
less effective, than doing it later.

ACKNOWLEDGMENTS

This study was supported by NHMRC (Australia) grants APP 1025567
and APP 1052979. M.P.D. is an NHMRC Senior Research Fellow.

REFERENCES
1. Chun TW, Fauci AS. 1999. Latent reservoirs of HIV: obstacles to the

eradication of virus. Proc. Natl. Acad. Sci. U. S. A. 96:10958 –10961. http:
//dx.doi.org/10.1073/pnas.96.20.10958.

2. Siliciano JD, Kajdas J, Finzi D, Quinn TC, Chadwick K, Margolick JB,
Kovacs C, Gange SJ, Siliciano RF. 2003. Long-term follow-up studies
confirm the stability of the latent reservoir for HIV-1 in resting CD4� T
cells. Nat. Med. 9:727–728. http://dx.doi.org/10.1038/nm880.

3. Katlama C, Deeks SG, Autran B, Martinez-Picado J, van Lunzen Jan
Rouzioux C, Miller C, Vella S, Schmitz JE, Ahlers J, Richman DD,
Sékaly R-P. 2013. Barriers to a cure for HIV: new ways to target and
eradicate HIV-1 reservoirs. Lancet 381:2109 –2117. http://dx.doi.org/10
.1016/S0140-6736(13)60104-X.

4. Finzi D, Blankson J, Siliciano JD, Margolick JB, Chadwick K, Pierson T,
Smith K, Lisziewicz J, Lori F, Flexner C, Quinn TC, Chaisson RE,
Rosenberg E, Walker B, Gange S, Gallant J, Siliciano RF. 1999. Latent
infection of CD4� T cells provides a mechanism for lifelong persistence of
HIV-1, even in patients on effective combination therapy. Nat. Med.
5:512–517. http://dx.doi.org/10.1038/8394.

5. Chun T-W, Davey RT, Jr, Engel D, Lane HC, Fauci AS. 1999. Re-
emergence of HIV after stopping therapy. Nature 401:874 – 875. http://dx
.doi.org/10.1038/44755.

TABLE 1 Parameters used in Fig. 1 and 2

Parameter Value Reference(s)

� (cells �l�1 day�1) 20 20
dT (day�1) 0.02
	 (day�1) 0.8 24–27
c (day�1) 20 26, 27
� (�l copy�1 day�1) 3.6  10�5 28
p (copies cell�1 day�1) 2,000 26
f 0.995
� (day�1) 10�4

Petravic et al.

14054 jvi.asm.org Journal of Virology

http://dx.doi.org/10.1073/pnas.96.20.10958
http://dx.doi.org/10.1073/pnas.96.20.10958
http://dx.doi.org/10.1038/nm880
http://dx.doi.org/10.1016/S0140-6736(13)60104-X
http://dx.doi.org/10.1016/S0140-6736(13)60104-X
http://dx.doi.org/10.1038/8394
http://dx.doi.org/10.1038/44755
http://dx.doi.org/10.1038/44755
http://jvi.asm.org


6. Margolis DM. 2010. Mechanisms of HIV latency: an emerging picture of
complexity. Curr. HIV/AIDS Rep. 7:37– 43. http://dx.doi.org/10.1007
/s11904-009-0033-9.

7. Chun TW, Engel D, Mizell SB, Hallahan CW, Fischette M, Park S,
Davey RT, Dybul M, Kovacs JA, Metcalf JA, Mican JM, Berrey MM,
Corey L, Lane HC, Fauci AS. 1999. Effect of interleukin-2 on the pool of
latently infected, resting CD4� T cells in HIV-1-infected patients receiv-
ing highly active anti-retroviral therapy. Nat. Med. 5:651– 655. http://dx
.doi.org/10.1038/9498.

8. Stellbrink H-J, van Lunzen Jan Westby M, O’Sullivan E, Schneider C,
Adam A, Weitner L, Kuhlmann B, Hoffmann C, Fenske S, Aries PS,
Degen O, Eggers C, Petersen H, Haag F, Horst HA, Dalhoff K, Möck-
linghoff C, Cammack N, Tenner-Racz K, Racz P. 2002. Effects of inter-
leukin-2 plus highly active antiretroviral therapy on HIV-1 replication
and proviral DNA (COSMIC trial). AIDS 16:1479 –1487. http://dx.doi
.org/10.1097/00002030-200207260-00004.

9. Beans EJ, Fournogerakis D, Gauntlett C, Heumann LV, Kramer R,
Marsden MD, Murray D, Chun T-W, Zack JA, Wender PA. 2013.
Highly potent, synthetically accessible prostratin analogs induce latent
HIV expression in vitro and ex vivo. Proc. Natl. Acad. Sci. U. S. A. 110:
11698 –11703. http://dx.doi.org/10.1073/pnas.1302634110.

10. DeChristopher BA, Loy BA, Marsden MD, Schrier AJ, Zack JA, Wender
PA. 2012. Designed, synthetically accessible bryostatin analogues potently
induce activation of latent HIV reservoirs in vitro. Nat. Chem. 4:705–710.
http://dx.doi.org/10.1038/nchem.1395.

11. Boehm D, Calvanese V, Dar RD, Xing S, Schroeder S, Martins L, Aull
K, Li P-C, Planelles V, Bradner JE, Zhou M-M, Siliciano RF, Wein-
berger L, Verdin E, Ott M. 2013. BET bromodomain-targeting com-
pounds reactivate HIV from latency via a Tat-independent mechanism.
Cell Cycle 12:452– 462. http://dx.doi.org/10.4161/cc.23309.

12. Shehu-Xhilaga M, Rhodes D, Wightman F, Liu HB, Solomon A, Saleh
S, Dear AE, Cameron PU, Lewin SR. 2009. The novel histone deacetylase
inhibitors metacept-1 and metacept-3 potently increase HIV-1 transcrip-
tion in latently infected cells. AIDS 23:2047–2050. http://dx.doi.org/10
.1097/QAD.0b013e328330342c.

13. Lehrman G, Hogue IB, Palmer S, Jennings C, Spina CA, Wiegand A,
Landay AL, Coombs RW, Richman DD, Mellors JW, Coffin JM, Bosch
RJ, Margolis DM. 2005. Depletion of latent HIV-1 infection in vivo: a
proof-of-concept study. Lancet 366:549 –555. http://dx.doi.org/10.1016
/S0140-6736(05)67098-5.

14. Archin NM, Liberty AL, Kashuba AD, Choudhary SK, Kuruc JD,
Crooks AM, Parker DC, Anderson EM, Kearney MF, Strain MC,
Richman DD, Hudgens MG, Bosch RJ, Coffin JM, Eron JJ, Hazuda DJ,
Margolis DM. 2012. Administration of vorinostat disrupts HIV-1 latency
in patients on antiretroviral therapy. Nature 487:482– 485. http://dx.doi
.org/10.1038/nature11286.

15. Bullen CK, Laird GM, Durand CM, Siliciano JD, Siliciano RF. 2014.
New ex vivo approaches distinguish effective and ineffective single agents
for reversing HIV-1 latency. Nat. Med. 20:425– 429. http://dx.doi.org/10
.1038/nm.3489.

16. Kent SJ, Reece JC, Petravic J, Martyushev A, Kramski M, De Rose R,
Cooper DA, Kelleher AD, Emery S, Cameron PU, Lewin SR,
Davenport MP. 2013. The search for an HIV cure: tackling latent
infection. Lancet Infect. Dis. 13:614 – 621. http://dx.doi.org/10.1016
/S1473-3099(13)70043-4.

17. Reece J, Petravic J, Balamurali M, Loh L, Gooneratne S, De Rose R,
Kent SJ, Davenport MP. 2012. An “escape clock” for estimating the
turnover of SIV DNA in resting CD4� T cells. PLoS Pathog. 8:e1002615.
http://dx.doi.org/10.1371/journal.ppat.1002615.

18. Cohen Stuart JW, Hazebergh MD, Hamann D, Otto SA, Borleffs JC,
Miedema F, Boucher CA, De Boer RJ. 2000. The dominant source of
CD4� and CD8� T-cell activation in HIV infection is antigenic stimula-
tion. J. Acquir. Immune Defic. Syndr. 25:203–211. http://dx.doi.org/10
.1097/00126334-200011010-00001.

19. Doitsh G, Galloway NL, Geng X, Yang Z, Monroe KM, Zepeda O, Hunt
PW, Hatano H, Sowinski S, Muñoz-Arias I, Greene WC. 2014. Cell
death by pyroptosis drives CD4 T-cell depletion in HIV-1 infection. Na-
ture 505:509-514. http://dx.doi.org/10.1038/nature12940.

20. Nowak MA, May RM. 2000. Virus dynamics: mathematical principles of
immunology and virology. Oxford University Press, Oxford, United King-
dom.

21. Lloyd AL. 2001. The dependence of viral parameter estimates on the

assumed viral life cycle: limitations of studies of viral load data. Proc. Biol.
Sci. 268:847– 854. http://dx.doi.org/10.1098/rspb.2000.1572.

22. Shan L, Deng K, Shroff NS, Durand CM, Rabi SA, Yang H-C, Zhang H,
Margolick JB, Blankson JN, Siliciano RF. 2012. Stimulation of HIV-1-
specific cytolytic T lymphocytes facilitates elimination of latent viral res-
ervoir after virus reactivation. Immunity 36:491–501. http://dx.doi.org/10
.1016/j.immuni.2012.01.014.

23. Archin NM, Vaidya NK, Kuruc JD, Liberty AL, Wiegand A, Kearney
MF, Cohen MS, Coffin JM, Bosch RJ, Gay CL, Eron JJ, Margolis DM,
Perelson AS. 2012. Immediate antiviral therapy appears to restrict resting
CD4� cell HIV-1 infection without accelerating the decay of latent infec-
tion. Proc. Natl. Acad. Sci. U. S. A. 109:9523–9528. http://dx.doi.org/10
.1073/pnas.1120248109.

24. Ho DD, Neumann AU, Perelson AS, Chen W, Leonard JM, Markow-
itz M. 1995. Rapid turnover of plasma virions and CD4 lymphocytes
in HIV-1 infection. Nature 373:123–126. http://dx.doi.org/10.1038
/373123a0.

25. Wei X, Ghosh SK, Taylor ME, Johnson VA, Emini EA, Deutsch P,
Lifson JD, Bonhoeffer S, Nowak MA, Hahn BH. 1995. Viral dynamics in
human immunodeficiency virus type 1 infection. Nature 373:117–122.
http://dx.doi.org/10.1038/373117a0.

26. Perelson AS, Neumann AU, Markowitz M, Leonard JM, Ho DD. 1996.
HIV-1 dynamics in vivo: virion clearance rate, infected cell life-span, and
viral generation time. Science 271:1582–1586. http://dx.doi.org/10.1126
/science.271.5255.1582.

27. Ramratnam B, Bonhoeffer S, Binley J, Hurley A, Zhang L, Mittler JE,
Markowitz M, Moore JP, Perelson AS, Ho DD. 1999. Rapid production
and clearance of HIV-1 and hepatitis C virus assessed by large volume
plasma apheresis. Lancet 354:1782–1785. http://dx.doi.org/10.1016/S0140
-6736(99)02035-8.

28. Davenport MP, Zhang L, Shiver JW, Casmiro DR, Ribeiro RM, Perel-
son AS. 2006. Influence of peak viral load on the extent of CD4� T-cell
depletion in simian HIV infection. J. Acquir. Immune Defic. Syndr. 41:
259 –265. http://dx.doi.org/10.1097/01.qai.0000199232.31340.d3.

29. Murray JM, McBride K, Boesecke C, Bailey M, Amin J, Suzuki K,
Baker D, Zaunders JJ, Emery S, Cooper DA, Koelsch KK, Kelleher
AD, on behalf of the PINT Study Team. 2012. Integrated HIV DNA
accumulates prior to treatment while episomal HIV DNA records on-
going transmission afterwards. AIDS 26:543–550. http://dx.doi.org/10
.1097/QAD.0b013e328350fb3c.

30. Klatt NR, Shudo E, Ortiz AM, Engram JC, Paiardini M, Lawson B,
Miller MD, Else J, Pandrea I, Estes JD, Apetrei C, Schmitz JE, Ribeiro
RM, Perelson AS, Silvestri G. 2010. CD8� lymphocytes control viral
replication in SIVmac239-infected rhesus macaques without decreasing
the lifespan of productively infected cells. PLoS Pathog. 6:e1000747. http:
//dx.doi.org/10.1371/journal.ppat.1000747.

31. Wong JK, Strain MC, Porrata R, Reay E, Sankaran-Walters S, Ignacio
CC, Russell T, Pillai SK, Looney DJ, Dandekar S. 2010. In vivo CD8�

T-cell suppression of SIV viremia is not mediated by CTL clearance of
productively infected cells. PLoS Pathog. 6:e1000748. http://dx.doi.org/10
.1371/journal.ppat.1000748.

32. Balamurali M, Petravic J, Loh L, Alcantara S, Kent SJ, Davenport MP.
2010. Does cytolysis by CD8� T cells drive immune escape in HIV infec-
tion? J. Immunol. 185:5093–5101. http://dx.doi.org/10.4049/jimmunol
.1002204.

33. Ellis L, Pan Y, Smyth GK, George DJ, McCormack C, Williams-Truax
R, Mita M, Beck J, Burris H, Ryan G, Atadja P, Butterfoss D, Dugan M,
Culver K, Johnstone RW, Prince HM. 2008. Histone deacetylase inhib-
itor panobinostat induces clinical responses with associated alterations in
gene expression profiles in cutaneous T-cell lymphoma. Clin. Cancer Res.
14:4500 – 4510. http://dx.doi.org/10.1158/1078-0432.CCR-07-4262.

34. Deeks SG, Autran B, Berkhout B, Benkirane M, Cairns S, Chomont N,
Chun T-W, Churchill M, Di Mascio M, Katlama C, Lafeuillade A,
Landay A, Lederman MM, Lewin SR, Maldarelli F, Margolis DM,
Markowitz M, Martinez-Picado J, Mullins JI, Mellors JW, Moreno S,
O’Doherty U, Palmer S, Penicaud M-C, Peterlin M, Poli G, Routy J-P,
Rouzioux C, Silvestri G, Stevenson M, Telenti A, Van Lint C, Verdin E,
Woolfrey A, Zaia J, Barre-Sinoussi F. 2012. Towards an HIV cure: a
global scientific strategy. Nat. Rev. Immunol. 12:607– 614. http://dx.doi
.org/10.1038/nri3262.

35. Murray JM, Zaunders JJ, McBride KL, Xu Y, Bailey M, Suzuki K,
Cooper DA, Emery S, Kelleher AD, Koelsch KK, for the PINT Study
Team. 2014. HIV DNA subspecies persist in both activated and resting

Timing of Antilatency Drug Administration in HIV

December 2014 Volume 88 Number 24 jvi.asm.org 14055

http://dx.doi.org/10.1007/s11904-009-0033-9
http://dx.doi.org/10.1007/s11904-009-0033-9
http://dx.doi.org/10.1038/9498
http://dx.doi.org/10.1038/9498
http://dx.doi.org/10.1097/00002030-200207260-00004
http://dx.doi.org/10.1097/00002030-200207260-00004
http://dx.doi.org/10.1073/pnas.1302634110
http://dx.doi.org/10.1038/nchem.1395
http://dx.doi.org/10.4161/cc.23309
http://dx.doi.org/10.1097/QAD.0b013e328330342c
http://dx.doi.org/10.1097/QAD.0b013e328330342c
http://dx.doi.org/10.1016/S0140-6736(05)67098-5
http://dx.doi.org/10.1016/S0140-6736(05)67098-5
http://dx.doi.org/10.1038/nature11286
http://dx.doi.org/10.1038/nature11286
http://dx.doi.org/10.1038/nm.3489
http://dx.doi.org/10.1038/nm.3489
http://dx.doi.org/10.1016/S1473-3099(13)70043-4
http://dx.doi.org/10.1016/S1473-3099(13)70043-4
http://dx.doi.org/10.1371/journal.ppat.1002615
http://dx.doi.org/10.1097/00126334-200011010-00001
http://dx.doi.org/10.1097/00126334-200011010-00001
http://dx.doi.org/10.1038/nature12940
http://dx.doi.org/10.1098/rspb.2000.1572
http://dx.doi.org/10.1016/j.immuni.2012.01.014
http://dx.doi.org/10.1016/j.immuni.2012.01.014
http://dx.doi.org/10.1073/pnas.1120248109
http://dx.doi.org/10.1073/pnas.1120248109
http://dx.doi.org/10.1038/373123a0
http://dx.doi.org/10.1038/373123a0
http://dx.doi.org/10.1038/373117a0
http://dx.doi.org/10.1126/science.271.5255.1582
http://dx.doi.org/10.1126/science.271.5255.1582
http://dx.doi.org/10.1016/S0140-6736(99)02035-8
http://dx.doi.org/10.1016/S0140-6736(99)02035-8
http://dx.doi.org/10.1097/01.qai.0000199232.31340.d3
http://dx.doi.org/10.1097/QAD.0b013e328350fb3c
http://dx.doi.org/10.1097/QAD.0b013e328350fb3c
http://dx.doi.org/10.1371/journal.ppat.1000747
http://dx.doi.org/10.1371/journal.ppat.1000747
http://dx.doi.org/10.1371/journal.ppat.1000748
http://dx.doi.org/10.1371/journal.ppat.1000748
http://dx.doi.org/10.4049/jimmunol.1002204
http://dx.doi.org/10.4049/jimmunol.1002204
http://dx.doi.org/10.1158/1078-0432.CCR-07-4262
http://dx.doi.org/10.1038/nri3262
http://dx.doi.org/10.1038/nri3262
http://jvi.asm.org


memory CD4� T cells during antiretroviral therapy. J. Virol. 88:3516 –
3526. http://dx.doi.org/10.1128/JVI.03331-13.

36. Routy JP, Tremblay CL, Angel JB, Trottier B, Rouleau D, Baril JG,
Harris M, Trottier S, Singer J, Chomont N, Sékaly RP, Boulassel MR.
2012. Valproic acid in association with highly active antiretroviral therapy
for reducing systemic HIV-1 reservoirs: results from a multicentre ran-
domized clinical study. HIV Med. 13:291–296. http://dx.doi.org/10.1111
/j.1468-1293.2011.00975.x.

37. Archin NM, Cheema M, Parker D, Wiegand A, Bosch RJ, Coffin JM,
Eron J, Cohen M, Margolis DM. 2010. Antiretroviral intensification and
valproic acid lack sustained effect on residual HIV-1 viremia or resting

CD4� cell infection. PLoS One 5:e9390. http://dx.doi.org/10.1371/journal
.pone.0009390.

38. Rasmussen TA, Tolstrup M, Brinkmann CR, Olesen R, Erikstrup C,
Solomon A, Winckelmann A, Palmer S, Dinarello C, Buzon M, Lich-
terfeld M, Lewin SR, Østergaard L, Søgaard OS. 2014. Panobinostat, a
histone deacetylase inhibitor, for latent-virus reactivation in HIV-infected
patients on suppressive antiretroviral therapy: a phase 1/2, single group,
clinical trial. Lancet HIV 1:e13– e21. http://dx.doi.org/10.1016/S2352
-3018(14)70014-1.

39. Kent SJ, Davenport MP. 2014. Tentative first steps to eradicate latent HIV.
Lancet HIV 1:e2–e3. http://dx.doi.org/10.1016/S2352-3018(14)70015-3.

Petravic et al.

14056 jvi.asm.org Journal of Virology

http://dx.doi.org/10.1128/JVI.03331-13
http://dx.doi.org/10.1111/j.1468-1293.2011.00975.x
http://dx.doi.org/10.1111/j.1468-1293.2011.00975.x
http://dx.doi.org/10.1371/journal.pone.0009390
http://dx.doi.org/10.1371/journal.pone.0009390
http://dx.doi.org/10.1016/S2352-3018(14)70014-1
http://dx.doi.org/10.1016/S2352-3018(14)70014-1
http://dx.doi.org/10.1016/S2352-3018(14)70015-3
http://jvi.asm.org

	Modeling the Timing of Antilatency Drug Administration during HIV Treatment
	MATERIALS AND METHODS
	RESULTS
	Levels of latently infected cells in the absence of ART.
	Timing of the antilatency drugs with respect to ART.

	DISCUSSION
	ACKNOWLEDGMENTS
	REFERENCES


