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Abstract

How the brain takes in information, makes a decision, and acts on this decision is strongly 

influenced by the ongoing and constant fluctuations of state. Understanding the nature of these 

brain states and how they are controlled is critical to making sense of how the nervous system 

operates, both normally and abnormally. While broadly projecting neuromodulatory systems 

acting through metabotropic pathways have long been appreciated to be critical for determining 

brain state, more recent investigations have revealed a prominent role for fast acting 

neurotransmitter pathways for temporally and spatially precise control of neural processing. 

Corticocortical and thalamocortical glutamatergic projections can rapidly and precisely control 

brain state by changing both the nature of ongoing activity and by controlling the gain and 

precision of neural responses.

Introduction

The cerebral cortex is never quiet. From the deepest sleep to solving complex cognitive 

tasks, cortex displays robust ‘spontaneous activity’ which is not associated with specific 

sensory or motor content. Far from being intrinsic noise, we now recognize that spontaneous 

cortical activity reflects dynamic self-organization into various states which biases sensory 

and motor processing according to internal drives. In the following sections, we provide 

perspectives about cortical state diversity, mechanisms of modulation, effects on sensory 

processing and involvement in higher cognitive function. In this review, ‘modulation of 

cortical state’ refers to both fast (presumably ionotropic-mediated) and slow (metabotropic-

mediated) mechanisms, in contrast to ‘neuromodulatory pathways’ which refers to long-

range, primarily metabotropic connections.

Diversity of cortical state

Foundational studies of forebrain state [1] provided a highly discrete view of cortical 

dynamics. Sleep and waking states were unambiguous and distinct, with abrupt transitions 
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between the two. During slow wave sleep, neurons displayed large (10–20 mV) 

subthreshold oscillations with the spiking phase locked to the depolarized Up state (slow 

oscillatory state). These dynamics are relatively synchronized throughout the local network, 

and as a result produce the slow waves seen in the electroencephalogram (EEG)/local field 

potential (LFP). In the waking state, membrane potential fluctuations to the hyperpolarized 

phase (Down state) are abolished, neurons are maintained at depolarized potentials and 

display tonic firing (activated state), the rate of which depends on cell type and layer [2–4]. 

Reduced amplitude subthreshold oscillations and reduced synchrony across the local 

network result in the low amplitude EEG/LFP signals (Figure 1A).

Recent intracellular recordings in waking mice have complicated this view. Carl Petersen’s 

laboratory suggested that cortical state can exhibit slow oscillatory components in waking, 

but quiescent, mice. Specifically, 3–5 Hz subthreshold oscillations were observed in primary 

somatosensory cortex of head-fixed, stationary mice, which were eliminated abruptly upon 

movement (whisking) [5,6] (Figure 2A). Curiously, the subthreshold oscillations observed in 

stationary mice have a similar structure to oscillations observed during sleep and anesthesia, 

consisting of large subthreshold fluctuations and phasic firing. Similar cortical activations in 

mice with movement-related (walking or whisking) state changes have since been observed 

by other labs and in other cortical regions [7,8**,9**,10**], from which we may generalize 

that movement correlates with activated cortical dynamics in these animals (Figure 2A, B).

In contrast to the activation associated with movement, we cannot yet fully describe or 

explain cortical dynamics in stationary mice, particularly across cortical regions. Various 

laboratories have reported spontaneous activity varying from largely inactive and 

synchronous, resulting in large “bumps” of synaptic inputs [11,12], to rhythmic barrages of 

synaptic potentials reminiscent of slow-wave sleep like activity [13,14**] (Figure 3A), to 

nearly continuously activated [15]. In our recordings from stationary awake mice we find 

that cortical state varies constantly, ranging from slow oscillatory to activated [8**], and 

correlates with task engagement (Zagha, McGinley, McCormick unpublished observations). 

Assessing the baseline dynamics of the cortical waking state is complicated by comparing 

across species, cortical regions and behavioral tasks. For example, sleep-wake transitions in 

freely moving mice are frequent and rapid, occurring hundreds of times per day, with the 

average waking period lasting only a few minutes [16,17] (although the distribution allows 

for long active periods). This propensity towards rapid and frequent wake to sleep 

transitions may increase the likelihood for slow oscillatory cortical activity in nominally 

awake, head fixed mice that are not actively engaged in a task. Indeed, low frequency 

oscillations, or Down states, increase their prevalence and density with time over the active 

period in rodents [18*,19]. The equivalent state, if any, in healthy human cortical activity is 

not yet known. Increased prevalence of Down states in rodents is associated with decreased 

performance on a learned task [18*]. Therefore, we speculate that the slow oscillatory 

activity in rodents may be analogous to drowsiness in humans, which is associated with 

significant performance deficits and enhanced local and global low frequency EEG 

fluctuations [20–22].

In light of these recent findings, we propose a reassessment of traditional views of cortical 

state. We consider state to be a recurring set of neural conditions that is stable for a 
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behaviorally significant period of time (Figure 2C, D). Common vernacular presumes a 

relatively small number of states (e.g. SWS, REM sleep, quiet waking, active waking, 

attentive) and it is common to treat the transition between these states as global, sudden, and 

well delineated (Figure 2C). An alternative is that the major states (e.g. waking) actually 

overlap and flow into one another [23] (Figure 2C, D) with each large state consisting of a 

number of sub-states, varying for example in either amplitude and/or the degree to which 

they are generalized throughout cortical and associated networks. Fluctuations of these 

multiple sub-states in both time and cortical space can result in a highly dynamic and 

complex control of network responsiveness and processing in relation to behavior. A major 

task for neuroscience is determining exactly how many sub-states exist and how they 

organize, interact and influence behavior.

Neurotransmitter systems involved in state control

Ever since the discovery of an ascending reticular activating system by Moruzzi and 

Magoun [24], a wide range of recording, lesion, stimulation, and pharmacological studies 

have implicated the broad projecting neuromodulatory systems (e.g. those releasing ACh, 

NE, 5-HT, DA, HA) in the control of neural and behavioral state (reviewed in [25–28]). 

These studies have been enormously successful, particularly in explaining the possible 

mechanisms of state-dependent transitions of thalamic and cortical (neocortex and 

hippocampus) activities on both a single cell and network level (Figure 1). In addition to 

these classic studies, more recent investigations have revealed important roles for hypocretin 

neurons in the hypothalamus [29–31], and fast glutamatergic and GABAergic projections 

between cortex and other cortical or subcortical regions [8**,14,32**].

A complete cataloging of all of the known neurotransmitter actions that may contribute to 

state change is beyond the scope of this review. Moreover, despite extensive 

characterization of the cellular effects of neuromodulators, we lack a basic understanding of 

the relevant pre- and post-synaptic actions of these neurotransmitters in situ. Especially 

problematic, for example, is the varying affinities and distances from transmitter release of 

multiple subtypes of receptors for the same neurotransmitter, the ability of some 

neurotransmitter systems to activate opposing postsynaptic responses (e.g. opening one K+ 

current while closing another), the ability of synapses to release more than one transmitter 

[33], species specific differences in the response of neurons to a given transmitter [34,35], 

and the dependence of the response of a neuron to a neurotransmitter on the state of 

activation of other neurotransmitter receptors on that neuron [36]. The recent use of 

optogenetics to release neurotransmitters from selective terminals will enhance our 

understanding of the cellular mechanisms of state control. However, optogenetic stimulation 

in its current form induces highly artificial spatio-temporal patterns of transmitter release, 

and therefore can only provide suggestive evidence.

Despite the challenges mentioned above, convergent data over the past years provides a 

useful framework for global state changes. In particular, the closure of specialized K+ 

currents (e.g. IKleak, IM, IAHP) in cortical and/or thalamic neurons may underlie the shift in 

cortical networks from non-REM sleep to waking (Figure 1) [25]. Reducing K+ 

conductances is an effective mechanism for state change, since it depolarizes neurons 
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towards firing threshold, while also causing an increase in excitability through increases in 

membrane resistance. Acetylcholine, released by brainstem and basal forebrain cholinergic 

projections to thalamus and cortex, respectively, is likely to play a major role. Notably, 

acetylcholine induces a muscarinic receptor mediated decrease in K+ conductance in both 

cortical pyramidal cells and thalamic relay neurons. Additionally, the transition from sleep 

to waking may also be facilitated by the reduction of these same K+ conductances by the 

release of NE, HA, 5HT, and other modulators, and the activation of metabotropic glutamate 

receptors [37,38] in a cell type specific manner. Numerous other neurotransmitter effects, 

such as cAMP-dependent control of hyperpolarization-activated cation channels, are likely 

to contribute to state-dependent alterations in forebrain function and communication [25].

Since these classical mechanisms of state control were identified, more recent studies have 

identified thalamocortical, corticocortical, and corticothalamic pathways that may regulate 

rapid and spatially specific changes in cortical state [8**,14**,39] (see however [40]) and 

sensory responsiveness [32**,41]. These pathways use glutamate transmission primarily 

targeting ionotropic receptors, with possible roles for metabotropic receptors, and have well-

defined cortical or thalamic targets. The involvement of ionotropic receptors in these 

pathways allows them to exhibit especially rapid kinetics, resulting in fast (10s of msec) 

changes in cortical state (Figure 3) and neural responsiveness (Figure 4). Such fast actions 

may be particularly beneficial where rapid modulations in local or long range network 

processing are required, such as changes associated with alterations in context, movement, 

attentional focus, perception, motivation, or expectation [42,43].

While neurotransmitter systems that collectively project to broad areas of the brain are often 

believed to act on a slow (seconds or longer) time scale and with poor resolution in neural 

space, this bias is not always the case. Both cholinergic and serotoninergic systems, for 

example, can activate rapid excitatory postsynaptic potentials in postsynaptic targets through 

nicotinic and 5HT3A receptors, respectively [44–46] (see also Higley and Picciotto in this 

issue [83]). In cortical networks, these receptors are often (but not exclusively) located on 

particular subpopulations of GABAergic interneurons [47,48] (see also Wester and McBain 

in this issue [84]) and considerable effort has been recently applied to understand the roles 

of these pathways (see below).

Effects of state on sensory processing

The transition from the slow oscillatory to activated state alters the subthreshold dynamics 

of most, if not all, cortical and thalamic neurons. In addition to changes in intrinsic 

conductances, during the activated state cortical neurons maintain depolarized membrane 

potentials due to continuous and roughly balanced [49] barrages of excitatory and inhibitory 

synaptic inputs. Thalamic reticular and relay neurons undergo a subthreshold depolarization 

during the activated state, resulting in a qualitative change in spiking from burst to tonic 

mode [25,50,51]. The effects of cortical state on pyramidal neuron and parvalbumin 

interneuron firing rates vary across studies [8–10,52,53*,54], which may reflect differences 

in cortical area and layer. One relatively consistent and recent finding is that states 

associated with increased arousal, such as movement or reward, result in activation of a 

disinhibitory pathway in superficial layers of somatosensory, auditory and visual cortices 
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[55**,56**,57**]. VIP-containing inhibitory interneurons synapse onto somatostatin (apical 

dendrite-targeting) and parvalbumin (soma-targeting) interneurons. During movement or 

reinforcement signaling, the VIP neurons become highly active and inhibit somatostatin and 

parvalbumin interneurons. As a result, the apical dendrites and somata of pyramidal neurons 

are disinhibited (Figures 1C, 4A). This circuit likely contributes to state-dependent gain 

effects (see below) related to movement [53*] and active touch [58]. Interestingly, the VIP-

containing neurons show rapid depolarization to serotoninergic and cholinergic inputs from 

subcortical pathways and glutamatergic inputs from higher cortical areas [48,55**,59], 

positioning these interneurons as effectors of multiple modulatory inputs (Figure 4).

State-dependent changes in the neural elements described above cause specific alterations in 

sensory processing. First we consider multiplicative changes in neuronal gain, where the 

input-output relationship of the neuron in different states can be well fit by simple 

multiplication with a scalar (Figure 4B). Multiplicative gain changes are likely the result of 

changes in membrane potential in the presence of membrane potential variance [43,60,61]. 

Thus, changes in membrane potential that result from cortical activation would be expected 

to result in multiplicative enhancement (or decrement, if hyperpolarized) changes in sensory 

responsiveness. One particularly striking example of fast neurotransmitter systems 

controlling neuronal responsiveness is a recently described GABAergic projection from 

layer 6 to more superficial cortical layers, the activation of which reduces neural gain 

[32**]. A similar result is obtained in the activation of intrathalamic inhibitory neurons 

(Figure 1C) by descending corticothalamic projections [32**].

Multiple recent studies have observed increased gain of sensory responses in primary visual 

cortex with movement or arousal [9**,10**,53*,62,63]. These cortical gain changes appear 

to be due to a combination of local disinhibition [57**], local network state changes that 

result in decreased membrane potential variance [10**], and depolarization from 

neuromodulators [9**]. In mouse somatosensory and auditory cortices, however, sensory 

responses are reduced in the activated state, both in amplitude and spatial spread [5,54,64–

68]. This may result from activation causing greater gain enhancement in interneurons than 

excitatory neurons [69], increases in tonic inhibition [32**], or alterations in brain state 

resulting in the suppression of recurrent positive feedback loops, such as those underlying 

Up states. To generalize, we expect that cortical activation will alter the gain and reliability 

(see below) of sensory responsiveness in cortical neurons. In animals trained in a behavioral 

task, the specific pattern of gain modulation may evolve through plasticity to enhance task 

performance. We speculate that this could be a mechanism to enhance representations of 

target stimuli while suppressing representations of distracting stimuli, as observed in 

selective attention tasks [70].

A second mechanism by which cortical state influences sensory processing is by modifying 

response reliability. In order to be acted upon, representations in sensory cortex must be 

decoded by higher order cortical regions. As such, spontaneous activity can be a source of 

noise (variability) when attempting to decode sensory representations [71,72]. Intrinsic slow 

oscillations limit the coding capacity of cortical circuits to the active Up state, which may 

have different phase relations on each trial. Accordingly, multiple studies have shown an 

increased accuracy of sensory coding in the activated compared to the slow oscillatory state 
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[8**,73,74]. Interestingly, these studies were carried out utilizing three different sensory 

modalities and three different activation mechanisms. The similar effects on sensory coding 

strongly argue that cortical state, rather than the specific modulator, is the relevant effector. 

With this conceptual foundation, future studies need to directly probe the relationship 

between cortical state, trial-to-trial reliability and task performance in behaving animals.

While activation reduces widespread low frequency network oscillations, there is often an 

increase in locally coherent fluctuations in gamma band frequencies. A third potential 

mechanism of state-dependent processing is enhancing communication between cortical 

regions by synchronization of synaptic signals [75]. Synchronization has been particularly 

well studied in terms of gamma (30–80 Hz) frequency components of cortical activities. A 

40 Hz gamma cycle has a 12.5 millisecond active phase, which corresponds roughly to the 

time constant of pyramidal cells in vivo. Thus, events that occur within a single gamma 

cycle will appear as functionally synchronous to a post-synaptic neuron. The effectiveness 

of the synaptic event, however, will depend on the gamma phase of the post-synaptic cell 

(Figure 4D). Thus, cortical regions that synchronize their active gamma phase will 

propagate signals more effectively than regions that do not. Extensive work by Pascal Fries 

and others over the last decade has brought significant experimental evidence to this theory. 

By recording ECoG signals simultaneously from multiple cortical regions in behaving non-

human primates, they observed inter-areal gamma band coherence that was modulated by 

attention [76]. In the future, higher resolution recording and perturbation methods may 

enhance our mechanistic understanding of these processes.

Summary and future directions: role of cortical state in higher cognitive 

function

In summary, research over the past few years has considerably changed our view of cortical 

state. Instead of reflecting discrete and global changes in cortical dynamics, we now know 

that cortical state is a complex mixture of overlapping local and global states and sub-states. 

Through glutamatergic pathways, cortical state modulation can be extremely rapid and 

spatially targeted. We have also identified multiple mechanisms by which cortical state 

influences sensory processing, along with circuit elements that may underlie these 

mechanisms. Ongoing research will continue to hone our understanding of each of these 

topics. However, the challenges of the future will be in deciphering the roles of cortical state 

in higher cognitive function. Therefore, we will end with possible insights into this 

relationship and implications for human intervention.

Perhaps the most promising avenue for studying the roles of cortical state in higher 

cognitive function is during spatial attention. Spatial attention tasks combined with 

electrophysiology in non-human primates has proven to be a tractable approach throughout 

the past 30 years [70]. Furthermore, and as elaborated in detail by Harris and Thiele (2011), 

there are many similarities between cortical activation and neural changes during attention, 

including gain of sensory responses, reduced low frequency synchronization and enhanced 

gamma band synchrony [77]. The identification of cortical feedback pathways as modulators 

of cortical state [8**] adds a potential mechanism to this hypothesis: attention signals within 

frontal cortex are manifest in sensory cortex as local cortical activation mediated by direct 
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frontal to parieto-occipital corticocortical pathways. Direct tests of this hypothesis are 

needed.

Other cognitive processes, including perception, expectation and learning, may rely on 

targeted cortical state changes to functionally connect distributed cortical networks. 

Studying such topics will require invasive recordings and cellular manipulations in behaving 

animals. Moreover, the study of cortical state may be translated to human disease. If cortical 

state underlies many cognitive and perceptual disorders as some have proposed [78–81], 

then understanding the precise mechanisms of cortical state will identify specific cellular 

elements for targeted therapeutic intervention.
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Highlights

• Forebrain activity is characterized by rapid transitions between multiple states

• Brain state is controlled on different spatial and temporal scales by both 

classical neuromodulatory systems and point-to-point glutamatergic pathways

• Brain state strongly influences sensory responses and behavioral decisions

• Glutamatergic feedback and feedforward pathways rapidly control local network 

state and the gain and reliability of neural responses

• Alterations in brain state can enhance neuronal responses through changes in 

gain, reliability, precision, or synchronization of sensory-motor responses
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Figure 1. 
Cortical and thalamocortical networks exhibit state-dependent changes in network activity. 

A. During slow wave sleep, the EEG and local cortical field potential is dominated by slow 

waves, which represent the occurrence of Up and Down states in the local network. The 

transition to waking is associated with the abolition of the Down states, and the 

enhancement of higher frequency rhythms such as gamma waves. Several neurotransmitters 

have been implicated in this transition including acetylcholine (ACh), norepinephrine (NE), 

serotonin (5-HT), histamine (HA), and glutamate (Glu). Illustrated is the local field potential 

and intracellular recording from a pyramidal cell during the transition from slow wave sleep 

to waking. B. Thalamic circuits generate sleep spindle waves as a reverberant interaction of 

the glutamatergic relay cells and the GABAergic inhibitory neurons of the thalamic reticular 

nucleus (nRt). The combined action of several neurotransmitters, including ACh, NE, 5-HT, 

HA, and Glu, can depolarize thalamic circuits out of the sleep-like mode into a state of tonic 

discharge or ready to discharge. One major mechanism of this depolarization is the 

reduction of K+ conductances that are active at rest. C. Schematic diagram illustrating major 

intracortical, intrathalamic, and corticothalamic pathways. Neuromodulatory transmitter 

systems contact all of these elements and can modulate each in unique ways. A common 

motif in the cortex is the reciprocal connections of excitatory (red neurons) and inhibitory 

(blue neurons) neurons (indicated by the asterisk). Recent investigations [55–57,82] reveal 

that VIP interneurons (a) in or near layer 1 can inhibit somatostatin (b) and parvalbumin (c) 
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containing interneurons, resulting in disinhibition of pyramidal cells. Corticocortical 

connections (d) may specifically engage this disinhibitory circuit. Interlaminar projections 

within the cortex are not only excitatory, but can also be inhibitory (e), and the activation of 

this pathway can result in gain modulation [32]. A is from [1]; B is from [50].
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Figure 2. 
Characterizing state changes in behaving mice. A. Whole cell recordings from a pyramidal 

cell in the primary visual cortex of an awake mouse reveal that movement (walking) is 

associated with a depolarization of the membrane potential and a suppression of low 

frequency fluctuations. B. Simultaneous local field potential and multiple unit recordings 

from primary motor and somatosensory cortex of a mouse in the transition from stationary 

quiescence to movement (whisking). During quiescence, the cortex exhibits synchronized 

off periods reminiscent of Down states (yellow bars). These putative Down states may occur 

locally (e.g. asterisks). Whisking is associated with a suppression of these silent periods and 

the tonic activation of cortical circuits. C. Behavioral and cortical states are often viewed as 

exhibiting continuous changes delineated by abrupt transitions, although there may also 

exist multiple overlapping, yet discrete, states and substates. D. Characterization of 

behavioral state in rodents by principle component analysis of the activity of multiple brain 

areas reveals the major sleep-waking states seen behaviorally. Note that although the states 

exist within their own portions of state-space, they are not completely distinct and separate 

(left). Movement between states follows repeated paths (right). Abbreviations: AE: active 

exploration; IS: intermediate stage; REM: rapid eye movement sleep; SWS: slow wave 

sleep; QW: quiet wake; WT: whisker twitching. A from [9]; B unpublished data (EZ, DM); 

D from [23].
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Figure 3. 
The stimulation of glutamatergic pathways can result in the rapid activation of cortical 

networks. A. Whole cell recording from a cortical pyramidal cell during the optogenetic 

stimulation of thalamus (colored box). During thalamic stimulation, the cortical neuron is 

rapidly and tonically depolarized and slow fluctuations are suppressed. B. A similar effect is 

observed upon stimulation of feedback projections from primary motor cortex (M1) to 

primary somatosensory cortex (S1). Note that both responses exhibit rapid onset and offset 

kinetics and result in changes in cortical network activity that is similar to arousal, 

movement, and attention. A is from [14]; B is from [8].
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Figure 4. 
Circuit effects of rapid and slow modulation of cortical state. A. Recent investigations have 

revealed that disinhibition may be a significant mechanism modulating the responsiveness of 

cortical pyramidal cells [55–57,82]. The proposed microcircuit consists of VIP-containing 

interneurons inhibiting SOM and PV interneurons, resulting in enhanced responsiveness of 

postsynaptic pyramidal cells. VIP interneurons are modulated by several ionotropic 

pathways (nicotinic, 5HT3A, glu), which may allow for the rapid modulation of these 

neurons. B. Multiplicative gain modulation is a major mechanism by which the input-output 

relationship of cortical neurons may be modulated. Multiplicative gain modulation can be 

achieved by changes in the mean membrane potential in the presence of membrane potential 

variance [61]. C. Suppression of ongoing fluctuations in network activity can result in a 

significant increase in the reliability of cortical responses to sensory stimuli. Illustrated here 

are the local field potentials evoked in S1 in response to whisker stimulation either with (M1 

stim) or without (control) optogenetic stimulation of feedback pathways from M1 to S1. D. 

The activation of cortical networks may result in selective propagation of neuronal activity 

by enhancing synchronization, which allows temporal summation of synaptic responses to 

bring the postsynaptic neuron to firing threshold. B is adapted from [43]; C is from [8]; D is 

from [75].
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