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Introduction
With the advent of high-throughput measurements in 
biotechnology, cancer biologists are able to dissect the com-
plicated pathology of cancers from multiple directions. These 
measured molecular profiles include genetic mutations, copy 
number variance, messenger RNA (mRNA) expression, 
microRNA expression, DNA methylation, protein abundance, 
etc.1 However, multidimensional data also bring a tremendous 
challenge to the computational biology community. What 
can these data tell us about cancer? Differential analysis is a 
straightforward method in which differences in the molecular 
profiles of tumor and normal cells are identified. These analy-
ses rely on a large number of samples and result in the identi-
fication of thousands of differences in molecular profiles. How 
to interpret these molecular variations as a whole is still under 
investigation.

Alternatively, molecular interaction data have shown 
powerful potential for connecting isolated molecular 

variations into a meaningful framework. These analyses 
usually start with differential analysis of molecular profiles, 
eg, differential gene expression, and score the extent of the 
difference for each gene. Next, biological network data that 
indicate the association of genes are collected, and then the 
scores are overlaid on the network. Now the task is to extract 
a subset of the network, ie, a subnetwork of the global net-
work, such that the subnetwork is as small as possible while 
connecting as many highly scored genes as possible. This 
subnetwork enriched in differentially expressed genes can be 
used to discover, for example, that the upregulation of one 
gene is caused by the overexpression of its upstream regulator 
or dysfunction of its suppressor.

Subnetwork detection is a crucial analysis since it is capa-
ble of linking multiple individual molecular variations into an 
insightful wiring diagram showing how one individual variation 
is related to the others. Many methods for subnetwork detec-
tion have been developed. In 2002, Ideker et al first proposed 
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a computational model for subnetwork detection based on 
simulated annealing.2 They also proved that subnetwork detec-
tion is an NP-Hard problem.2 As reviewed by Mitra et  al.3, 
many attempts have been made during recent the decade to 
solve this problem efficiently using approximation algorithms. 
Due to the diversity of subnetwork scoring functions used by 
the different approximation algorithms, it is unlikely that dif-
ferent programs will obtain identical or even very similar sub-
networks given the same expression and network data.

In this study, we propose a pipeline to comprehensively 
evaluate the performance of subnetwork detection meth-
ods from multiple aspects. We first select eight methods and 
assess them equally using an authoritative data set of breast 
cancer from The Cancer Genome Atlas (TCGA).1 Then we 
perform a differential expression analysis using DESeq4 and 
score the significance of expression change for each gene. 
Next, we extract subnetworks using the eight methods and 
compare their outputs based on their coverage of significant 
genes, network modularity, mutual similarities, and func-
tional enrichment. Finally, we compare their computational 
costs, user friendliness, and discuss their strengths and weak-
nesses, respectively.

Results
Overview of subnetwork detection methods. Over 40 

computational models have been developed during the past 
decade based on various algorithms, as reviewed by Mitra 
et al.3, and Berger et al.5 We selected eight of them (Table 1) 
for further comprehensive assessment based on the following 
three rules. First, the input of the models must be a network, 
and an expression set or a list of gene weights based on the 
expression. The models were ruled out if they required genetic 
mutation data or integration of co-expression data. Second, 
the selected models must be accessible either with open source 
code or a well-maintained online Graphical User Interface 
(GUI). Third, the selected models must represent diversity of 
methodology, and similar or integrative models are excluded. 
We summarize the eight selected methods and discuss their 
advantages and limitations in Table 2.

In order to perform a fair assessment, we kept the input 
data of the eight models as similar as possible (see Table 1). On 

one hand, we used the protein–protein interaction network 
from Human Protein Reference Database (HPRD)6 as model 
input if there is no preloaded network data in the models. On 
the other hand, if the models used their preloaded networks 
and output a subnetwork including genes not in the HPRD 
network, we pruned them from the subnetwork. In terms of 
expression data, we first utilized DESeq to normalize the raw 
counts of mRNA sequencing from TCGA breast carcinoma 
data set. Then we performed differential expression analysis 
across the 50 case and 50 control samples and assigned each 
gene an adjusted P-value for its significance of differential 
expression. Those P-values can be directly used as the input 
for subnetwork detection, be ranked to select a seed gene set, 
or be converted into a set of particular weights tailored to the 
requirement of the model (see Table 1 and Methods). Next, we 
ran each program to detect subnetworks and tuned the para
meters to control the size of subnetworks to be approximately 
1,000 genes. Finally, we obtained eight subnetworks from the 
models and performed an assessment of their coverage of sig-
nificant genes, network modularity, hits of true breast cancer 
genes, and functional enrichment in Kyoto Encyclopedia of 
Genes and Genomes (KEGG)7 pathways and Gene Onto
logy8 terms.

Assessment of subnetwork quality. We assess the qual-
ity of subnetworks output by the eight methods from two 
aspects: coverage of significant genes and network modularity. 
First, we prepared volcano plots with log2(fold change) versus 
–log10(P-values) for each method and highlighted the found 
genes in the eight subnetworks in red, as shown in Figure 1. 
We find that jActiveModules using Greedy Search (jAM.
GR), BioNet, and NetBox cover most of the significant genes 
in their subnetworks, while excluding insignificant genes. In 
contrast, jActiveModules using Simulated Annealing (jAM.
SA), ClustEx, and NetWalker cover a large number of genes 
regardless of their significance. DEGAS covers more upreg-
ulated genes, whereas OptDis covers more downregulated 
genes.

To further examine the specificity and sensitivity of  
significant gene coverage of each method, we label each 
detected gene as a positive sample for each method and 
examined whether the expression P-values predict the eight 

Table 1. Overview of eight methods.

Method Algorithm Tool type Ref. Input network Input expression Running time (min)

jAM.SA Simulated annealing Cytoscape 2 HPRD Adjusted P-values ∼40

jAM.GR Greedy search Cytoscape 28 HPRD Adjusted P-values ∼4

DEGAS Greedy heuristic GUI 29 HPRD Normalized counts ∼3

BioNet Integer-Linear Programming R package 30 HPRD P-values ∼7

NetBox Shortest path Python, Java 31 Preload Seed genes ∼100

ClustEx Clustering, shortest path C & GUI 32 HPRD Seed genes ∼150

OptDis Color coding C 33 HPRD Normalized counts ∼1560

NetWalker Random walks GUI 34 Preload Adjusted P-values ∼0.1

Notes: jAM.SA denotes jActiveModules using Simulated Annealing; jAM.GR denotes jActiveModules using Greedy Search.
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(0.89), but there is an obvious kink point on the curve due 
to the selection of input seed genes based on P-values. The 
AUC of OptDis ranks the third, probably due to the small 
size of the subnetwork. jAM.SA detects the largest subnet-
work but does not perform well in covering high P-value genes 
since it accepts a low P-value gene with a specific probabi
lity at each iteration in order to avoid suboptimality. ClustEx 

Table 2. Performance summary of the eight methods.

Method Description Advantage Limitation

jAM.SA Uses simulated annealing to search for the  
most highly scored subnetwork

Accepts low-scored genes with  
a certain probability

Produces large subnetwork; Slow

jAM.GR Extends a subnetwork by adding one of its  
neighboring genes that maximizes a mutual  
information–based objective function

Fast; uses mutual information  
to evaluate subnetwork quality

Does not accept low-scored genes,  
high tendency to be trapped into a  
suboptimal solution

DEGAS Models subnetwork detection as a  
Connected Set Cover problem and  
solves it using a greedy heuristic

Fast; able to detect differentially  
expressed genes; does not  
require weights of genes as inputs

Many parameters that need to be  
tuned

BioNet The first exact approach. Models subnetwork  
detection as a Prize-Collecting Steiner Tree  
problem and solves it using Integer Linear  
Programming

Fast; produces a single small 
subnetwork with high coverage  
of significant genes

Produces single small output  
subnetwork with a high false-negative  
rate (low recall)

NetBox Computes the shortest paths between genes  
in a given seed set and optimizes the size  
of subnetwork by adding the smallest number  
of linker genes on those paths

High coverage of significant  
genes (true positive rate) with the  
smallest number of insignificant  
genes (false positive rate)

Produces multiple small and isolated  
subnetworks

ClustEx First, performs a hierarchical clustering to  
split the whole network into co-expressed  
modules, and second, extract subnetworks  
from the modules using shortest paths to  
connect significant genes

Combines clustering and shortest  
paths to detect highly co-expressed  
subnetworks

Produces multiple isolated  
subnetworks involving many genes

OptDis Uses color coding technique to search for  
optimally discriminative subnetworks

Good coverage over significant  
genes, with small subnetworks

Cannot detect large subnetworks  
(over 20 genes); very slow

NetWalker Diffuses information flows by random walks  
to prioritize important genes and interactions  
in the stationary state

Very fast, friendly GUI Only produces scores for interactions,  
no subnetwork search, per se, without  
additional functional annotations

 

subnetworks. We plot eight Receiver Operating Characteristic 
(ROC) curves in Figure 2 to show the predictability of the 
P-values for the eight subnetworks. From Figure 2, we find 
that the top method is BioNet since it achieves an area under 
the curve (AUC) of 0.93, the highest AUC for any method. 
This is particularly interesting since BioNet does not depend 
on a seed gene set. NetBox achieves comparably high AUC 
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Figure 1. Volcano plots of differential gene expression showing −log10 of the P-values evaluated by DESeq as a function of the log2 fold change (shown in 
the [−6, 6] only, 99th percentile). The dots highlighted in red are the genes involving in each subnetwork produced by the eight methods.
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does not perform as well as NetBox, even though they use the 
same seed gene set and network data. This is because we only 
consider the largest subnetwork (210 seeds out of 801 genes) 
found by ClustEx as the output and discard the smaller sub-
networks, which include 455 seeds.

To examine modularity of the eight subnetworks, we 
used two different measures: Global Clustering Coefficient 
(GCC)9 and Cut-Based Ratio (CBR).10 GCC measures how 
close a subnetwork is to a completely connected graph. And 
CBR measures the degree to which a subnetwork consists of 
more edges between nodes within the subnetwork and fewer 
edges between nodes inside and outside the subnetwork. Both 
modularity scores were scaled to the interval [0, 1] by divid-
ing by the maximum quantities (Fig. 3). We can see that the 

OptDis subnetwork has the highest GCC, probably because 
there are many small (3 to 5 genes) fully connected modules in 
the subnetwork. In contrast, the ClustEx subnetwork has the 
highest CBR, probably due to the hierarchical clustering step 
used before growing the subnetwork within the clusters. The 
subnetworks of jAM.GR and DEGAS have moderately high 
modularity scores; both methods search for subnetworks using 
greedy strategies.

Cross-model comparison and functional analysis of 
subnetworks. To investigate the similarity of the eight out-
put subnetworks detected by the different methods, we first 
performed a pairwise comparison of the subnetworks using 
Jaccard similarity, in terms of nodes (Table 3) and interactions 
(Table 4). Surprisingly, it was found that the subnetworks of 
BioNet and NetBox were the most similar even though they 
used different subnetwork detection strategies. Methods using 
similar subnetwork detection algorithms have moderate simi
larities in their output subnetworks, such as jAM.GR and 
DEGAS. In contrast, methods with the same input expression 
and network data often detect very dissimilar subnetworks, for 
instance DEGAS and OptDis, and NetBox and ClustEx. The 
pairwise similarities of the subnetworks suggest that the use 
of similar algorithms and/or similar input data do not guar-
antee a similar output. This is because the different methods 
use different objective functions to evaluate a subnetwork in 
optimization.

We tested whether the detected subnetworks contain 
putative breast cancer genes. First, we collected 462 breast 
cancer genes from the KEGG Orthology Based Annota-
tion System (KOBAS) version 2.011 functional enrichment 
list, which integrates Online Mendelian Inheritance in Man 
(OMIM),12 KEGG DISEASE,7 Functional Disease Ontol-
ogy (FunDO),13 Genetic Association Database (GAD),14 and 
the National Human Genome Research Institute (NHGRI) 
Genome-Wide Association Studies (GWAS) Catalog15 dis-
ease databases. With those 462  genes as ground truth, we 
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Table 3. Common genes identified by the eight methods.

jAM.SA jAM.GR DEGAS BioNet NetBox ClustEx OptDis NetWalker

jAM.SA 1290 144 182 164 285 158 52 160

jAM.GR 0.0936 393 137 168 213 63 40 146

DEGAS 0.1025 0.1484 667 143 247 85 57 136

BioNet 0.1038 0.2474 0.1462 454 356 78 64 190

NetBox 0.1526 0.2042 0.1925 0.3704 863 162 107 246

ClustEx 0.0817 0.0557 0.0615 0.0663 0.1079 801 34 115

OptDis 0.0365 0.0743 0.0717 0.1113 0.1137 0.0357 185 50

NetWalker 0.0872 0.1534 0.1100 0.1961 0.1861 0.0827 0.0595 705

Notes: The numbers on the diagonal indicate the numbers of genes identified by the corresponding method alone. The numbers above the diagonal are the 
numbers of genes identified by both the indicated methods. And the numbers below the diagonal are Jaccard similarities between the gene sets in the subnetworks 
of the indicated methods (similarities .0.2 are shown in bold).

Table 4. Common interactions identified by the eight methods.

jAM.SA jAM.GR DEGAS BioNet NetBox ClustEx OptDis NetWalker

jAM.SA 2141 118 152 105 234 97 26 90

jAM.GR 0.0433 702 133 123 178 18 15 82

DEGAS 0.0446 0.0668 1421 105 256 34 27 84

BioNet 0.0397 0.1035 0.0545 609 429 39 46 173

NetBox 0.0686 0.0878 0.0960 0.2549 1503 100 94 215

ClustEx 0.0318 0.0107 0.0142 0.0248 0.0415 1004 12 51

OptDis 0.0110 0.0160 0.0164 0.0567 0.0567 0.0097 249 34

NetWalker 0.0316 0.0580 0.0394 0.1405 0.1032 0.0292 0.0337 795

Notes: The numbers on the diagonal indicate the numbers of interactions identified by the corresponding method alone. The numbers above the diagonal are the 
numbers of interactions found by both the indicated methods. And the numbers below the diagonal are the Jaccard similarities between the interaction sets selected 
by the indicated methods (similarities .0.1 are in bold).

calculated the precision and recall of each of the eight subnet-
works (Fig. 4) and found that the top subnetworks in identify-
ing the true breast cancer genes are those produced by BioNet, 
NetWalker, NetBox, and jAM.GR. Surprisingly, these four 
methods use totally different algorithms for subnetwork detec-
tion (see Table 1). And NetWalker displayed its potential for 
predicting true disease genes, even though its coverage of sig-
nificantly differentially expressed genes was relatively poor; this 
may be due to its use of random walks to diffuse information 
through the whole network without any restriction to shortest 
paths and greedy search.

Then we used the list of true breast cancer genes to inves-
tigate if cancer-related genes are more likely to be detected by 
multiple methods. The distribution of all genes and the breast 
cancer genes is shown in Figure  5A in terms of how many 
different methods detect genes in these classes. We can see in 
Figure 5A that many genes are detected by only a few methods, 
whereas a small number of genes are detected by almost every 
method. Surprisingly, the percentage of breast cancer genes in 
the reported subnetworks increases with the number of meth-
ods detecting those genes, suggesting that the genes detected 
by more methods are more likely to be a true breast cancer 
genes. And also it suggests that an ensemble method that 

integrates multiple methods may be a better way of detecting 
subnetworks covering more disease genes. Similarly, we col-
lected 2,058  interactions enriched in breast cancer pathways 
using KOBAS 2.0 from the KEGG pathway,7 Pathway Inter-
action Database (PID),16 BioCarta,17 Reactome,18 BioCyc,19 
and Protein ANalysis THrough Evolutionary Relationships 
(PANTHER)20 databases. The distribution of interactions in 
terms of the number of methods detecting those interactions 
is shown in Figure 5B. We found that no interactions were 
commonly detected by more than six methods. The interac-
tions commonly detected by more methods are slightly more 
likely to be enriched in pathways related to breast cancer.

To examine functional enrichment of commonly detected 
genes, we used KOBAS to annotate the 553 genes detected 
by at least three methods (Supplementary Table  1). The 
top enriched KEGG pathways of these genes are cell cycle 
(hsa04110), MicroRNAs in cancer (hsa05206), and Pathways 
in cancer (hsa05200), all with the corrected P-values less than 
0.05. Cancers are enriched as the topmost disease in KEGG 
DISEASE database with corrected P-values less than 0.1. And 
the top GO terms enriched in this gene set are extracellular 
matrix (GO:0031012), cell division (GO:0051301), and their 
relevant terms. Note that there is no breast cancer–specific 
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term significantly enriched in terms of pathways, diseases, and 
functions.

Finally, we used Cytoscape 3.021 to visualize a prominent 
subnetwork in which each interaction is detected by at least five 
methods. This subnetwork consists of 60 genes and 50 interac-
tions (Fig. 6). Within those 60 genes, there are 12 true breast 
cancer genes (red border) detected by KOBAS 2.0 in the multi-
ple databases. Notably, the breast cancer gene Nuclear Receptor 
Subfamily 3, Group C, Member 2 (NR3C2), a gene encoding 
the mineralocorticoid receptor, was the only gene detected by 
all the eight methods. An RNA interference (RNAi) experi-
ment has verified that the depletion of NR3C2 increases cell 
death in breast.22 This evidence is consistent with Figure 6 in 
which NR3C2 is downregulated in breast cancer cells (log2(fold 
change) = −2.2). We also found that actin alpha 1 (ACTA1), 
one of the interactors of NR3C2, was detected by five methods 
and was downregulated as well. ACTA1 is a highly conserved 
protein responsible for cell motility and a major constituent of 
the contractile apparatus.23 This suggests that downregulation 
of ACTA1 causes increased cell motility and cancer metasta-
sis. Similarly, inhibin, beta A (INHBA), pleiotrophin (PTN), 
and seven in absentia homolog family E3 (siah E3) ubiquitin 
protein ligase 2 (SIAH2), which were detected by seven meth-
ods, have been experimentally verified to be associated with 
breast cancer development. Overexpression of INHBA in mes-
enchymal cells increases colony formation potential of breast 
epithelial cells.24 PTN, a secretory cytokine, has been found 
to stimulate breast cancer progression through remodeling of 
the tumor microenvironment.25 Downregulation of SIAH2 
has been found to be associated with resistance to endocrine 
therapy in breast cancer.26

Conclusion
We have performed a comprehensive assessment of a broad 
spectrum of state-of-the-art methods for subnetwork detection 

using up-to-date gene expression data specific for breast can-
cer. The key findings in this study can be summarized in the 
following three main points.

•	 First, based on the functional enrichment analysis, the 
subnetworks detected by the individual methods offer 
only limited information on breast cancer pathology. 
However, the prominent subnetwork detected by the 
majority of the methods offers a very specific and relevant 
result that is clearly related to breast cancer pathology. 
The data used here are probably as good as or better than 
what is currently available for most kinds of tumors and 
are therefore representative of typical situations. Even 
though each of the eight methods were claimed to be 
effective in their original publications, based on the 
data sets they used, the subnetwork detection problem 
still cannot be considered to be solved and needs further 
investigation.

•	 Second, the enrichment in known breast cancer–related 
genes in the set of genes identified by many independent 
methods suggests that investigators should use several 
different methods based on different principles. For the 
data set used here, we suggest that a combination of Bio-
Net, jAM.GR, NetBox, and NetWalker could be used, 
although it is not clear that this would be true for all data 
sets or types.

•	 Third, in terms of ease of use, some of the methods are 
available only as source code, which must be compiled and 
installed, typically on a UNIX-based system; this may be an 
obstacle for some experimental biologists. A GUI is highly 
recommended for the purpose of wide use, or perhaps imple-
mentation within a widely used system such as R.

We suggest that the definition of subnetwork needs to 
be refined to be something more than a simple subset of a 
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Figure 4. Prediction of the 462 breast cancer genes by the eight subnetworks. F1 score is defined as 2 × precision × recall/(precision + recall).

http://www.la-press.com
http://www.la-press.com/journal-cancer-informatics-j10


Assessment of subnetwork detection methods

21Cancer Informatics 2014:13(S6)

global network. Interactome data need to be dissected and 
reorganized using high-level structures, such as pathways and 
protein complexes. Those interactome structures ensure that 
the output subnetworks are biologically meaningful and guide 
subnetwork detection methods to prune a global network 
without losing the important biological structures.

Methods
Data preprocessing. Subnetwork detection usually 

requires two input data sets, a gene expression data set and 
a network data set. In this study, gene expression was measured 
by mRNA sequencing (RNA-Seq), and were obtained from 
TCGA breast invasive carcinoma category.1 The expression 
data consist of raw counts, normalized median transcript 
lengths, and Reads Per Kilobase of transcript per Million 

mapped reads for 20,532 genes in 50 tumor samples, paired 
with 50 normal samples from the same patients. The network 
data set was downloaded from HPRD.6 After gene ID match-
ing using BioNet, 7,369 nonredundant genes remained (Sup-
plementary Table  2) and 28,571  interactions were recorded 
among the encoded proteins after removal of self-loops and 
isolated interactions (Supplementary Table  3). DESeq4 was 
used to normalize the raw counts and to detect differentially 
expressed genes between the tumor and normal samples based 
on a negative binomial model. The P-values were then adjusted 
for multiple testing with Benjamini–Hochberg procedure27 
(Supplementary Table 1)

Subnetwork detection methods. Unless further speci-
fied, we used default setting of parameters for all eight models.  
The input expression and network data are summarized in 
Table 1, and the gene and interaction lists of the eight sub-
networks are in shown Supplementary Tables  2 and 3, 
respectively.

jActiveModules2,28 requires a weighted gene list with 
the weights ranging from 0 to 1. Hence, we directly used 
the adjusted P-values from DESeq as the weights. Within 
jActiveModules, there are two different search strategies for 
subnetworks: simulated annealing and greedy search. For sim-
ulated annealing, we increased the default number of itera-
tions from 2,500 to 10,000. Default parameter settings were 
used for greedy search. For both kinds of searches, we set the 
maximum number of modules as 1.

DEGAS29 has multiple optional algorithms, and we used 
the CUSP (Covering Using Shortest Paths) heuristic algo-
rithm to detect subnetworks. Dysregulation direction was 
selected to be DIFF, and maximum number of modules was 
set to 1. The number of covered genes k was set to increase 
from 100 to 1,000 with a step size of 100. The other para
meters were kept at their default values.

BioNet30 requires the raw P-values (not adjusted for mul-
tiple testing) as the input from differential expression analysis 
by DESeq. Intrinsically, BioNet first aggregates two lists of  
P-values from two pairs of comparisons (case 1 vs. control and 
case 2 vs. control) into one list. Since we only had one compari-
son between tumor and normal samples, we input one more rep-
licate list of P-values to meet the requirement. We set the False 
Discovery Rate (FDR) cutoff as 0.00001 other than the default 
value 0.001. A low FDR cutoff has effects on reducing the size 
of an output subnetwork.

NetBox31 is provided with a preloaded Human Interac-
tion Network, and therefore, the only input data needed are 
a list of seed genes. We used only the genes with the adjusted 
P-value less than 0.0001 in the differential expression analy-
sis as the seed gene set, which selected 1,063 (14.4%) out of 
7,369 genes. The shortest path threshold was set to 2 rather 
than the default value 1.

ClustEx32 provides preloaded network data and also sup-
ports customized network uploading. For comparative pur-
poses, we used the trimmed HPRD network described above. 
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Figure 5. Number of methods detecting genes and interactions in 
subnetworks. Histograms of the number of genes (A) and interaction 
counts (B) versus the number of methods that detect them. (A) All genes 
denote the 7,369 genes in the HPRD network. Breast cancer genes 
are the 462 genes found by KOBAS in multiple disease databases. 
Both the gene counts are scaled to [0, 1] by dividing by the maximum 
count. The percentage of breast cancer genes is the breast cancer gene 
count divided by the count of all the genes in each category (genes 
found by a certain number of methods). (B) All interactions denote the 
28,571 interactions in the HPRD network. Breast cancer pathways 
are the 2,058 interactions found by KOBAS in multiple pathways 
databases. Both the interaction counts are scaled to [0, 1] by dividing 
by the maximum count. The percentage of breast cancer pathways 
is the interaction count in breast cancer pathways divided by the total 
interaction count in each category.
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It also requires a seed gene set; we used the same set used 
with NetBox. We considered only the largest output cluster 
(801 genes) as the final output subnetwork, since all the other 
354 clusters contained less than 40 genes.

OptDis33 needs three input data sets: a network, a gene 
expression profile, and a gene ID conversion list linking the 
network and expression sets. As shown in Table 1, OptDis ran 
slowly. To keep the computational cost tractable, we set the 
maximum size of modules to 10. OptDis returned 50 mod-
ules, all with sizes less than 10 genes. We consider the union 
of these modules to be a single subnetwork in our analysis.

NetWalker34 has a preloaded network database called 
the NetWalker Interactome Knowledgebase. After matching 
our 7,369 genes with the 13,328 genes in the preloaded net-
work, we obtained 7,354 matched genes. NetWalker requires 
an expression ratio for each gene centered around 1. We 
defined the ratio as r = 2*logit(log2(FC)), where FC denoted 

the fold change of gene expression in tumor over that in nor-
mal cells, and the logit() function was defined as logit(x)  =  
1/(1 + exp(−x)). The unmatched genes were assigned expres-
sion ratios of 1, denoting no significant expression change. 
After running, NetWalker returned an Edge Flux value rang-
ing from −10.04 to 2.41 for each of the 327,599 interactions 
in the preloaded network. We selected 2,210 (0.67%) interac-
tions with the values lower than −5.5 or higher than 1.5 as the 
output subnetwork. Then the interactions not present in the 
HPRD network were removed, and there remained 795 inter-
actions as the final subnetwork produced by NetWalker.

Subnetwork quality assessment and functional enrich-
ment analysis. Majority of network analysis and graphing 
were done using MATLAB. And the functional enrich-
ment analysis of subnetworks was performed by KOBAS 
version 2.0.11 We identified 462 breast cancer genes out of 
the 7,369 genes (Supplementary Table 2) in multiple disease 

Figure 6. Prominent subnetwork whose interactions are detected by at least five methods. Node color indicates log2 fold change of differential expression 
(yellow: upregulated in tumor samples; blue: downregulated in tumor samples). The 12 genes in red border are in the list of 462 known breast cancer 
genes. Visualized by Cytoscape 3.0 version.6
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databases using KOBAS, and used them as the ground truth 
to evaluate the predictability of the eight subnetworks (see 
Figs. 4, 5A, and 6). Similarly, we combined the 462 breast 
cancer genes with 227  genes enriched in cancer pathways 
to query the HPRD network and found 2,058  interactions 
(Supplementary Table 3) that connect the 689 genes in the 
querying list as a positive set of breast cancer pathways  
(see Fig.  5B). For the functional analysis of commonly 
detected genes by at least three methods, we input those 
genes in KOBAS and set the 7,369 genes to the background 
gene set (Supplementary Table 1).
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