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Abstract

We present the design, development and an initial study changes and adaptations related to 

navigation that take place in the brain, by incorporating an Audio-Based Environments Simulator 

(AbES) within a neuroimaging environment. This virtual environment enables a blind user to 

navigate through a virtual representation of a real space in order to train his/her orientation and 

mobility skills. Our initial results suggest that this kind of virtual environment could be highly 

efficient as a testing, training and rehabilitation platform for learning and navigation.
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Introduction

The blind prefer to move about in a parametric manner, and not by crossing through the 

center of a room. It is easier for them to follow a path by touching the wall, being able to 

locate the access ways more easily and thus assuring themselves a route that will lead them 

to their destination [4]. This way of exploring the environment can cause problems for the 

blind, in that it brings them to find inefficient solutions to their mobilization problems [3]. 

Knowing the size of a room is not easy, and such information would be useful to help them 

get their bearings in the environment. In general, blind individuals can detect the level of 

echo produced in a room (either by talking, clapping or tapping their cane) in order to 

determine its size. When a blind individual has more time to walk around, get to know and 

move about in a closed environment, he/she would be willing to listen to descriptions and be 

able to identify details that allow for a more accurate level of navigation [4].

Having a mental map of the space in which we travel is essential for the efficient 

development of orientation and mobility techniques. As is well known, the majority of the 

information needed for the mental representation of space is obtained through the visual 

channel [11]. It is not feasible for blind users to access this information as fast as it can be 

done through the use of vision, and they are obligated to use other sensory channels for 

exploration (audio and haptic as well as other modes) as compensation [5]. In line with this 

view, mounting scientific evidence now suggests that these adaptive skills are developed in 

parallel with changes that occur within the brain itself [9]. It is now established that such 

changes do not only imply areas of the brain that are dedicated to processing the information 

received from the remaining senses, such as touch and hearing, but also regions of the brain 

normally associated with the analysis of visual information [12]. In other words, 

understanding how the brain changes in response to blindness ultimately tells us something 

about how individuals compensate for the loss of sight. This “neuroplasticity” or “rewiring” 

of the brain may thus explain the compensatory and, in some cases, enhanced behavioral 

abilities reported in individuals who are blind, such as finer tactile discrimination acuity [1], 

sound localization [11] and long-term memory recall [2]. Evidence of the functional and 

compensatory recruitment of visual areas to process other sensory modalities in the absence 

of sight has resulted largely from neuroimaging studies [12]. Modern brain imaging (fMRI) 

can identify areas of the brain that are associated with a particular behavioral task. 

Navigational skills have been extensively studied in sighted individuals [8] and key brain 

structures that underlie such skills have been identified. However, very little is known as to 

how these same corresponding areas of the brain relate to navigational performance in 

individuals who are blind, and as a result of the neuroplastic changes that result from vision 

loss.

The purpose of this research was to to analyze concrete possibilities for using an audio-

based virtual environment simulator (AbES) in order to study changes in brain activity 

during navigation through gaming combined with advanced techniques of neuroimaging and 

neuroscience.
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Audio-Based Environments Simulator

The simulator was developed to represent a real, familiar or unfamiliar environment to be 

navigated by a blind person. In the virtual environment, there are different elements and 

objects (walls, stairwells, doors, toilets or elevators) through which the user can discover 

and come to know his/her location.

It is possible to interact with doors, which can be opened and closed. For the rest of the 

objects the user can identify them and know of their location in the environment. The idea is 

for the user to be able to move about independently and to mentally map the entire 

environment.

The simulator is capable of representing any real environment by using a system of cells 

through which the user moves [11]. The user has audio feedback in the left, center and right 

side channels, and all his/her actions are carried out through the use of a traditional 

keyboard, where a set of keys have an associated action (Table 1). All of the actions in the 

virtual environment have a particular sound associated to them. In addition to this audio 

feedback, there are also spoken audio cues that provide information regarding the various 

objects and the user’s orientation in the environment. Orientation is provided by identifying 

the room in which the user is located and the direction in which he/she is facing, according 

to the cardinal compass points (east, west, north and south).

The stereo sound is used to achieve the user’s immersion by providing information on the 

location of objects, walls and doors in the virtual environment. Thus the user is able create a 

mental model of the spatial dimensions of the environment. While navigating, the user can 

interact with each of the previously mentioned elements, and each of these elements 

provides different feedback that helps the user become oriented in the environment. AbES 

includes three modes of interaction: Free Navigation, Path Navigation and Game Mode.

The free navigation mode provides the blind user with the possibility of exploring the 

building freely in order to become familiar with it. The facilitator can choose whether the 

user begins in the starting room, or let the AbES software randomly choose the starting 

point. In this mode, the facilitator can also choose to have no objects included in the game’s 

virtual environment (empty map). For a beginning user, we found it useful to include the 

option that all the doors in the building are open, making the navigation simpler. In the same 

way, for beginners it is necessary to hear all of the instructions that the simulator provides. 

For this reason the “Allow Text-To-Speech to end before any action” option is necessary.

Path navigation provides the blind user with the task of finding a particular room. The 

facilitator must choose the departure and arrival room and select how many routes he/she 

deems it is necessary to take. When all the routes have been selected, the user begins his/her 

interaction with the simulator and has to navigate all the chosen paths, thus training in, 

surveying and mapping the building.

The game mode provides blind users with the task of searching for “jewels” placed in the 

building. The purpose of the game is to explore the rooms and find all the jewels, bringing 

them outside one at a time and then going back into the building to continue exploring. 

Sánchez et al. Page 3

Ext Abstr Hum Factors Computing Syst. Author manuscript; available in PMC 2014 December 08.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Enemies are randomly placed in the building, and try to steal the user’s jewels and hide them 

elsewhere. There is a verbal, audio warning when the user is facing two cells away from a 

jewel or an enemy. The enemies always remain inside the building. In this game mode, the 

facilitator can choose the number of jewels to find (2, 4 or 6) and the number of monsters (2, 

4 or 6).

In the first version of AbES that was used in this study, we represented the environment 

corresponding to the first and the second floors of the St. Paul’s building at the Carroll 

Center for the Blind in Newton, MA, USA. This entire environment could be navigated 

freely (see Fig. 2). The design and development of AbES was carried out by considering the 

ways in which blind users interact, and how audio can help them to increment certain spatial 

navigation skills and facilitate their cognitive development. In this way, usability was 

considered as an essential component in order to facilitate this development [11].

AbES and Brain Plasticity

Parallel to the development and validation of AbES, we are also investigating the brain 

mechanisms associated with navigational skills by carrying out virtual navigation tasks 

within a neuroimaging scanner environment. Modern day imaging techniques, such as 

functional magnetic resonance imaging (fMRI), allow us to follow brain activity related to 

behavioral performance. Functional MRI takes advantage of the fact that when a region of 

the brain is highly active, there is an oversupply of oxygenated blood to that region. By 

measuring the relative amounts of oxygenated and deoxygenated blood, it is possible to infer 

which regions of the brain are more active. This signal is then analyzed to generate images 

of the brain that reflect regions of the brain implicated with the behavioral task being carried 

out [6]. This technology has been instrumental in uncovering how the adaptive skills of the 

blind develop in parallel with changes occurring within the brain itself. In the case of 

blindness, we know that these adaptive skills implicate not only areas of the brain dedicated 

to processing information from the remaining senses such as touch and hearing, in addition 

to memory, but also regions of the brain normally associated with analyzing visual 

information [12].

Regarding navigational skills, brain networks have been extensively studied in sighted 

individuals [8]. In particular, brain structures that are key for navigation have been 

recognized (such as the hippocampus and parietal cortical areas) as well as essential markers 

that identify good navigators [7]. What is not known, however, is how the corresponding 

areas of the brain relate to navigational performance in the blind and, in particular, their 

relation to the neuroplastic changes that result from vision loss. To help shed light on this 

issue, we have adapted the AbES game so that it can be played within an fMRI scanner 

(Figure 3A). Again, as a proof of concept, we have shown that interacting the AbES within 

the scanner environment (testing with a sighted individual) leads to selective task activation 

of specific brain areas related to navigational skills. Specifically, when the subject listens to 

the audio instructions describing his or her target destination, we observe brain activity 

within the auditory regions of the brain. When that same person is asked to randomly walk 

through the virtual environment (i.e., without any goal destination), we find brain-associated 

activity within sensory-motor areas related to the hand’s action of pressing the keystrokes. 
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However, when this same person is asked to navigate from a predetermined location to a 

particular target, we see a dramatic increase in brain activity that implies not only the 

auditory and sensory-motor regions of the brain, but regions of the visual cortex (to visualize 

the route) and frontal cortex (implicated in decision making), parietal cortex (important for 

spatial tasks), and hippocampus (implicated in spatial navigation and memory) as well 

(Figure 3B). As a next step, work is currently under way to compare the brain activation 

patterns associated with virtual navigation in sighted people (through sight and through 

hearing alone) with that which occurs in individuals with profound blindness (early and late 

onset). Of particular interest will be the role of the visual areas as they relate to plasticity 

and overall navigational performance (Figure 4). For example, is greater visual cortex 

activation correlated with strong navigating performance regardless of visual status and/or 

prior visual experience? Furthermore, how do activation patterns and brain networks change 

over time as subjects continue to learn and improve their overall navigational skills? Are 

there specific areas or patterns of brain activity that can help identify “good navigators” 

from those patterns that typify poor navigation? These as well as many other intriguing 

questions await further investigation.

Conclusions & Future Work

The purpose of this research was to analyze concrete possibilities for using an audio-based 

virtual environment simulator (AbES) in order to study changes in brain activity during 

navigation through gaming combined with advanced techniques of neuroimaging and 

neuroscience.

One of the modes of interaction in AbES is audio-based gaming. We intended for users to be 

able to play and enjoy the game, and in doing so learn to navigate their surrounding 

environment, get to know and understand its spaces, its dimensions and the corresponding 

objects. At the beginning of their training, users had to navigate through preset routes, 

defined by the facilitator. As they become more skilled, the idea is that they will be able to 

play AbES by navigating freely at their own pace in order to learn the surroundings in a 

playful manner, and thus lay the foundations for transferring virtual learning to real world 

navigation.

We continue to investigate the feasibility, effectiveness, and potential benefits of learning to 

navigate unfamiliar environments using virtual auditory-based gaming systems. At the same 

time, we are developing methods for quantifying behavioral gains as well as uncovering 

brain mechanisms associated with navigational skills. A key direction for future research 

will be to understand what aspects of acquired spatial information are actually transferred 

from virtual to real environments, and the conditions that promote this transfer [10]. 

Furthermore, understanding how the brain creates spatial cognitive maps as a function of 

learning modality and over time, as well as a function of an individual’s own experience and 

motivation will have potentially important repercussions in terms of how rehabilitation is 

carried out and, ultimately, an individual’s overall rehabilitative success. In looking ahead, 

future work in this area needs to continue to use a multidisciplinary approach, drawing on 

expertise from the teachers of blind students, clinicians, and technology developers, as well 

as neuroscientists, behavioral psychologists, and sociologists. As such, the steps to follow in 

Sánchez et al. Page 5

Ext Abstr Hum Factors Computing Syst. Author manuscript; available in PMC 2014 December 08.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



this research are to test and analyze the impact that this kind of technology has, using a more 

complete experimental design with a bigger sample. This new study will include the use of 

specific checklists for orientation and mobility. To these ends, we consider different ways of 

interacting, such as haptic, 3D audio or the combination of both, in order to represent the 

virtual environments. In this way we are able to better understand the user’s brain plasticity 

when the learner interacts with gaming interfaces designed for the purpose of navigation. 

This also includes software redesigns, such as the integration of the 3D audio system fMRI. 

By further promoting an effective exchange of ideas, we believe that this will ultimately lead 

to the enhancement of the quality of life of individuals living with visual impairment, as 

well as enhance our understanding of the remarkable adaptive potential of the brain.
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Figure 1. 
Zoom function. (A) Different parts of the Santa Lucia School for the Blind building, on an 

equal scale. (B) View of the virtual environment when a user zooms in several times. (C) 

View of the virtual environment when a user zooms out several times.
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Figure 2. 
Real and virtual environments in AbES. (A) The first floor plan of the St. Paul building. (B) 

Virtual representation of the same floor in AbES showing various objects the user interacts 

with. (C) Floor plan of the Santa Lucia building. (D) Virtual representation of the first floor 

of the Santa Lucia building
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Figure 3. 
Brain activity associated with navigation. (A) Sighted subject lying in the scanner and 

interacting with the AbES navigation software. (B) Activation of cortical areas while 

actively navigating with AbES. Areas implicated with active navigation include sensory-

motor areas and auditory cortex as well as frontal, visual and hippocampal (not shown) 

areas.
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Figure 4. 
Navigation is known to implicate a network of cortical areas: Frontal, Occipital, 

Hippocampus and Parietal. Known neural network for navigation (sighted)
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