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Voltage Imaging of Waking Mouse Cortex Reveals
Emergence of Critical Neuronal Dynamics
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Complex cognitive processes require neuronal activity to be coordinated across multiple scales, ranging from local microcircuits to
cortex-wide networks. However, multiscale cortical dynamics are not well understood because few experimental approaches have pro-
vided sufficient support for hypotheses involving multiscale interactions. To address these limitations, we used, in experiments involving
mice, genetically encoded voltage indicator imaging, which measures cortex-wide electrical activity at high spatiotemporal resolution.
Here we show that, as mice recovered from anesthesia, scale-invariant spatiotemporal patterns of neuronal activity gradually emerge. We
show for the first time that this scale-invariant activity spans four orders of magnitude in awake mice. In contrast, we found that the
cortical dynamics of anesthetized mice were not scale invariant. Our results bridge empirical evidence from disparate scales and support
theoretical predictions that the awake cortex operates in a dynamical regime known as criticality. The criticality hypothesis predicts that
small-scale cortical dynamics are governed by the same principles as those governing larger-scale dynamics. Importantly, these scale-
invariant principles also optimize certain aspects of information processing. Our results suggest that during the emergence from anes-
thesia, criticality arises as information processing demands increase. We expect that, as measurement tools advance toward larger scales
and greater resolution, the multiscale framework offered by criticality will continue to provide quantitative predictions and insight on

how neurons, microcircuits, and large-scale networks are dynamically coordinated in the brain.
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Introduction

Neuronal activity in the cortex is coordinated across multiple
scales, ranging from local microcircuits to cortex-wide networks
(Von der Malsburg et al., 2010). Such multiscale integration is
required for complex cognitive processes, but a unified theoreti-
cal framework that accounts for multiple scales remains a chal-
lenging and unmet goal for systems neuroscience. A promising
possibility is offered by the theory of criticality, which posits that
cortical networks maintain multiscale coordination by operating
at the boundary of two distinct dynamical regimes: one domi-
nated by small-scale (local) interactions, and another in which
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large-scale synchronization across cortical areas prevails (Plenz
and Niebur, 2014). By operating near this regime boundary, i.e.,
at the critical point of a nonequilibrium phase transition (Bak,
1996; Henkel et al., 2008), the cortex is hypothesized to gain the
best of both regimes—Iarge-scale and small-scale dynamical in-
teractions as well as coordination among intermediate scales. More
specifically, the theory of criticality predicts that certain rules gov-
erning neural interactions are unchanged when considered at differ-
ent scales, i.e., they are scale invariant (Bak, 1996; Sethna et al., 2001).
However, current electrophysiological recording techniques are
only able to cover either large spatial scales [electroencephalogram
(EEG), electrocorticogram (ECoG)], medium scales (multielectrode
arrays), or small (cellular) scales (single-unit recordings). Due
to the restricted scale coverage of these measurement tools, no
previous studies have tested the prediction that coordination
of neural activity is scale invariant at criticality.

Previous in vitro experiments (small scale: Beggs and Plenz,
2003; Shew et al., 2009, 2011; Tetzlaff et al., 2010; Friedman et
al., 2012) and brain imaging studies (large scale: Tagliazucchi
et al., 2012; Haimovici et al., 2013; Yu et al., 2013) provide
evidence for other aspects of criticality, including experimen-
tally confirmed predictions of optimal information processing
(Shew and Plenz, 2013). These studies suggest that the intact,
awake cortex might operate at criticality to take advantage of
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Figure 1. Measuring multiscale cascades of cortical neuronal dynamics in resting and anes-
thetized mice. a, Voltage imaging in a head-fixed mouse with transcranial window (left), base-
line fluorescence image (middle), and map of voltage-sensitive fluorescent protein (VSFP)
signal for a 20 ms snapshot, scaled as multiples of signal SD. b—d, Data from an anesthetized
mouse. e— g, Data from a mouse in the resting wakefulness state. b, e, Voltage imaging traces
from one pixel (33 X 33 m cortical area). A pixel is considered to be active at times when the
signal crosses a threshold from below (red circles). , f, Voltage signals from a vertical line of
pixels reveal spatiotemporally contiguous activity, color code as in a. d, g, Consecutive snap-
shots of cascades of active pixels during a 120 ms period. Each cascade has been labeled with a
unique color.

the associated optimized processing capabilities. However,
criticality remains controversial in the awake state due to con-
flicting reports of small-scale cortex electrophysiology (Peter-
mann et al., 2009; Ribeiro et al., 2010; Touboul and Destexhe,
2010; Dehghani et al., 2012).

Here we address two main questions. First, how does evidence
for criticality depend on cortical state changes as mice recover
from anesthesia? Second, are coordination of microscale, me-
soscale, and macroscale cortex dynamics governed by scale-
invariant principles? To address these questions, we imaged
cortex-wide coordinated activity of layer 2/3 pyramidal cells us-
ing a genetically encoded voltage indicator while mice recovered
from barbiturate anesthesia. We found that multifaceted evi-
dence consistent with criticality, including scale-invariant pat-
terns of activity, emerged during recovery from anesthesia. In
contrast, we found that the cortical dynamics of anesthetized
mice were not scale invariant, but rather displayed typically large-
scale coordination.
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Figure 2.  EEG and oECoG power spectra and waveforms during recovery from anesthesia.

Power spectra from (left column) single-electrode EEG and (middle column) optical voltage
signals, spatially averaged over the imaged cortex (oECoG) are shown for 20 min periods. Ex-
ample 3 s 0ECoG waveforms (right column) taken from each period are shown. Data presented
are for one mouse but similar changes during recovery from anesthesia were seen in all mice
(n=3).

Materials and Methods

Animal preparation. Animal experiments were performed in accordance
with the National Institutes of Health guidelines for animal research and
were approved by the Institutional Animal Care and Use Committees of
the RIKEN Wako Research Center (Japan). Mouse embryos at embry-
onic day (E) 14.5 to E15.5 were electroporated in utero with the pCAG-
VSFP Butterfly 1.2 plasmid (Akemann et al, 2012), as described
previously (Akemann et al., 2013), except that the electroporation pro-
cedure was repeated three times, resulting in expression of the voltage
indicator Butterfly 1.2 in layer 2/3 pyramidal cells in a large part of one
cortical hemisphere. The skull was thinned to form a cranial window over
the left hemisphere and a head post was implanted in adult (2—6 months
old and of either sex) in utero electroporated mice under surgical pento-
barbital anesthesia, as described previously (Akemann et al., 2012, 2013).
Mice recovered from surgery for =3 d before being reanesthetized with
pentobarbital (80 mg/kg, i.p.) and being head-fixed via an implanted
head post in a custom-made stereotaxic frame with body temperature
maintained at 37°C by means of a feedback-controlled heat pad (Fine
Science Tools).

Imaging. Transcranial imaging of Butterfly 1.2 was performed using
Leica PlanAPO 1.0 and Leica PlanAPO1.6 lenses and two synchronized
CCD cameras (Sensicam, PCO; Akemann et al., 2010). Excitation light
was supplied by a high-power halogen lamp (Moritex, Brain Vision). The
optics included the following optical filters: FF01-483/32-25 for
mCitrine excitation (Semrock), FF01-542/27-25 for mCitrine emission
(Semrock), BLP01-594R-25 for mKate2 emission (Semrock), FF506-
Di03-25x36 (Semrock) as an excitation beamsplitter, FF593-Di03-25x36
(Semrock) as a detection beamsplitter. Twenty minutes after drug deliv-
ery, image sequences of 60 s duration and ~60 s pauses (used to save
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Movie 1.  Voltageimaging of mouse cortex reveals cascades of spatiotemporally contiguous
patterns of neuronal activity. Transcranial voltage imaging of mouse cortex was performed
during recovery from anesthesia. Neuronal activity was observed in the form of cascades of
spatiotemporally contiguous patterns (left column, cool and warm colors represent hyperpo-
larization and depolarization, respectively). Small, locally isolated and short-lived cascades
were observed more often than large cascades across all brain states, but the cortex in the
anesthetized state (top row, 20 min after drug delivery) often exhibited large cascades of activ-
ity that spread across the imaged cortex. To define cascades of activity, we used the voltage
signal to identify times at which the local activity crosses above a threshold from below (right
column).

image data on hard disk) were acquired at 50 fps, 320 X 240 pixel reso-
lution, using custom acquisition macros under ImagePro 6.2. A pixel
captured a projected cortical area of 33 X 33 wm. Independent measures
of brain state were obtained by simultaneously recording EEG activity
using an electrode placed on the contralateral skull. Chest wall move-
ments were monitored using an optoelectronic sensor.

Data analysis. Imaging data were analyzed with Matlab 7 using the Image
and Signal Processing Toolboxes (Mathworks) and ImagePro 6.2 image pro-
cessing software. The voltage imaging ratio images (R/R,) were obtained by
dividing the FRET acceptor (mKate2) by the FRET donor mCitrine fluores-
cence intensity values, which were taken after offset subtraction and equal-
ization of heartbeat-related modulation of fluorescence (Akemann et al.,
2012) and subsequent normalization by the average ratio over the duration
of the recording. Image sequences were spatially and temporally smoothed
as described previously (Akemann et al., 2012), and high-pass filtered at 0.5
Hz (results consistent from 0.1 to 1 Hz). The first 10 s of each sequence were
discarded to remove any contribution from environmental cues related to
the start of an imaging sequence (e.g., shutter noise, excitation light). Subse-
quent analyses were conducted for pixels within masks, drawn by hand for
each mouse, which defined the extents of the cranial window and the voltage
indicator-expressing regions.

Cascade detection. Cascade detection was performed as described by
Tagliazucchi et al. (2012). As illustrated in Figure 1, for each pixel, time
points of activation were defined at times when the preprocessed voltage
imaging time course (ratio value) crossed above a threshold of +1 SD
from below (results consistent from +0.5 to +1.5 SD). This was calcu-
lated for separate image sequences, normalizing each pixel time course by
subtracting the mean and dividing by the SD. Cascades were detected as
spatiotemporally contiguous clusters of active pixels (Tagliazucchi et al.,
2012). Clusters of active pixels were identified in each frame, based on the
detection of connected pixels in a coactive first neighbors graph. For each
image sequence, cluster size probability distributions were calculated by
counting the frequency of cluster sizes and dividing each sum by the total
number of clusters. Cascades were then defined as starting with the acti-
vation of a previously inactive cluster, continuing while =1 contiguous
cluster was active in the next time point. Cascade size probability distri-
butions were calculated in a similar way to cluster size distributions.

Kk Statistics. Cascade size probability distributions were compared with
a power law with exponent —1.5 using a measure, k (Shew et al., 2009;
Yang et al., 2012). When computing k, cascades below a minimum size,
xmin, were excluded. The rationale for this is that some measurement
noise is inevitable and likely to be uncorrelated across pixels, resulting in
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Figure 3.  (ascade size probability distributions approach power-law form during recovery

from anesthesia. a, Probability distribution of cascade sizes, in number of active pixels, in
anesthetized (left, blue) and awake resting (right, red) states. Each data point represents the
probability Pr(z) of observing a cascade of size z. Very large cascades were prevalent in the
anesthetized state. The resting state mouse distribution is close to a power law. Gray points
show probability distributions after randomized circular permutation of single pixel traces rel-
ative to each other, a control with no cross-pixel correlations. Data presented are for the 10
image sequences recorded over a 20 min period in anesthetized states (20 —40 min) and in
resting states (200220 min) in one mouse. All mice (n = 3) exhibited the same trends from
anesthetized to resting states (Fig. 4). Insets show cluster size distributions for the anesthetized
and resting states. b, Cumulative probability distributions for anesthetized (left, blue) and
resting (right, red) states. Deviations from a reference power law with exponent —1.5 (black
dashed lines) are quantified by «, which measures the gap (shaded area) between the mea-
sured distribution and the reference distribution. The closer k is to 1, the closer the distribution
is to the reference. Shuffled control distributions for both states showed similar deviation from
the reference distribution, with k << 1 (insets, gray). ¢, Values of k calculated for image se-
quences recorded over 20 min periods, and shuffled data (inset, gray). Error bars represent SEM
of 10 consecutive sequences.

some small “noise cascades.” We chose xmin to be 5% (but confirmed
consistency of results between 1 and 10%) of the largest observed cascade
size for each mouse within each recording, constrained to within 5 =
xmin = 50.

Control data. Analyses of the imaging data were repeated after temporal
shuffling of single-pixel time courses relative to each other using random
offset circular permutation. The analyses were also repeated for noise that
was generated for each pixel with the same power spectrum as the data.

Statistical validity of power-law cascade size distributions in the resting state.
In addition to k statistics, a second method was used to measure deviation
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from power-law form. The first step was to com-
pute the maximum likelihood, best-fit, truncated
power law P(s) = s~ /272 x"". The fitting pa-
rameters were the exponent 7, the lower
truncation bound x,, and the upper trunca-
tion bound x,. As in previous studies (Lan-
glois et al., 2014), the truncated power law
was chosen because of the clear exponential cut-
off in the tail (see Results). The upper truncation
bound x,, was defined as the largest size for
which KS < 0.01, where KS is the Kolmogo-
rov-Smirnov statistic between the data and the
fitting function. The number of orders of mag-
nitude of the power law was defined as log,
(xp/%,). The next step was to quantify good-
ness of fit. For this, 100 surrogate datasets
were drawn from the distribution P(s) =
s X770 where epsilon(s) is a
Gaussian distributed random variable with
zero mean and variance 2. For o = 0, the
surrogate data are drawn from a perfect power 1
law. We interpret o # 0 as a model distribution
that deviates from a perfect power law by
(100 X 0)% (e.g., o = 0.02 is 2% deviation).
We increased o until =10 of the surrogate da-
tasets had KS,,,, > KSg,., (equivalent to Clau-
set’s p > 0.1 criterion; Clauset et al., 2009).

Regional k variation. To study regional varia-
tion of k, cascade detection was performed sepa-
rately on 5 X 5 pixel subregions of the image.
Cascade size probability distributions and corresponding  values were cal-
culated for each subregion. Maps of all regional k values were plotted. For
each map, the SDs of k values were calculated along with the coefficients of
variation. To account for the possibility that a change in the number of
avalanches over time affected the calculation of k, we repeated the calcula-
tion of k for each region and time point based on N, ;,, randomly selected
avalanche sizes, where N, was the smallest number of avalanches occur-
ring in that region over all examined time windows.

K dependence on spatial resolution. To study the way in which k depends on
spatial resolution, images were progressively spatially averaged using a range
of scales spanning four orders of magnitude. Cascade detection was then
repeated for each level of averaging, thereby obtaining k values at each reso-
lution. The data were progressively scaled with linear scale factors from 1.0 X
(i.e., full resolution) to 0.025X, at 15 logarithmically spaced intervals. The
probability distributions generated for the different resolutions were then
rescaled as described in detail by Klaus et al. (2011).

Analysis of fast fluctuations to reveal a phase transition. To provide addi-
tional support for our hypothesis, we quantified the tendency of active pixels
to cluster together at short time scales (single imaging frame) as described by
Tagliazucchi et al. (2012). We plotted the size of the largest cluster (normal-
ized by the total number of pixels) as a function of the number of active pixels
at each time point. In the context of statistical physics, the largest cluster size
can be interpreted as the order parameter of the system, while the control
parameter is the number of active pixels. In this context, the sharp onset of
the order parameter as the control parameter is increased indicates a phase
transition. To determine what value of the control parameter occurs most
often, we examined the residence time distribution—the occurrence fre-
quency for each value of the control parameter. In addition, to provide
further comparison with the findings of Tagliazucchi et al. (2012), we calcu-
lated the variance of the order parameter.

Mouse 1

Mouse 2

—_

Mouse 3
o. Probability

Figure 4.

Results

Transcranial voltage imaging of mouse cortex reveals
cascades of neuronal activity

To measure cortical dynamics during recovery from anesthe-
sia (pentobarbital, 80 mg/kg, i.p.) in head-fixed mice (n = 3),
we performed transcranial voltage imaging using a voltage-
sensitive fluorescent protein expressed in layer 2/3 pyramidal

: - 120 min
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" 20 min
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Cascade size probability distributions approach power-law form during recovery from anesthesia. Probability distri-
butions of cascade sizes, in number of active pixels, are shown for all mice from anesthetized (blue) to resting (red) states,
calculated at 20 min intervals. Each data point represents the probability Pr(z) of observing a cascade of size z. Very large cascades
were prevalent in the anesthetized state in all mice. The distributions approach power-law form with recovery from anesthesia.
Data presented are for image sequences recorded over each 20 min period.

cells (Fig. la; Akemann et al., 2010, 2012). This wide-field
epifluorescence imaging approach captures the membrane
voltage averaged over tissue volumes that are projected onto
each pixel of the imaging device. This allows us to record
neuronal activity across a large portion of one cortical hemi-
sphere with high spatiotemporal resolution (in the present
study, <100 wm, 20 ms; Akemann et al., 2012). Optical volt-
age signals, spatially averaged over the imaged cortex [optical
ECoG (0ECoG)], correlate with the EEG trace and exhibit
brain state-dependent power spectra (Akemann et al., 2012).
We recorded 60 s sequences of activity, repeated at 1 min
intervals for up to a total of 200 min, as mice recovered from
anesthesia toward the awake resting state. Brain state was moni-
tored using EEG and 0ECoG recordings (Akemann et al., 2012),
which showed well-described slow-wave (“delta” frequency
band, 0.1-4 Hz) activity during moderate levels of anesthesia
(similar to slow-wave sleep) and, with recovery, prominent
“theta” (4—11 Hz) activity (Fig. 2). Recovery from anesthesia was
further indicated by a prominent peak ~5 Hz in the ECG and
0oECoG power spectra, an electrophysiological signature of the
cortex in a state that has been termed resting or quiet wakefulness
(Petersen et al., 2003; Poulet and Petersen, 2008; Sachidhanan-
dam et al., 2013). In this state, mice do not exhibit spontaneous
motor behavior but arousal by sensory stimuli (auditory, tactile,
or visual) triggers coordinated movements and whisking (Sa-
chidhanandam et al., 2013; our observations). In this study, we
collected data from the anesthetized-to-awake resting (quiet)
state with prominent 6 (~5 Hz) activity, to avoid any ambiguity
of signal interpretation associated with potential movement arti-
facts or network synchronization imposed by isolated external
stimuli (Petersen et al., 2003; Poulet and Petersen, 2008).
Across all brain states, in the voltage imaging recordings we
observed neuronal activity in the form of cascades of spatio-
temporally contiguous patterns (Movie 1). These cascades
ranged in spatial and temporal extent from locally isolated and
short-lived bursts to larger wave-like propagation. Small cas-
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cades were observed more often than large cascades across all
brain states, but the cortex of anesthetized mice often exhib-
ited large cascades of activity that spread across the entire
imaged cortex. As the mice recovered from anesthesia, large
cascades occurred progressively less often.

Scale-invariant neuronal activity emerges with recovery

from anesthesia

To better characterize the diversity of cascades, we examined the
distribution of cascade sizes for each 60 s recording. The spatio-
temporal extent of a cascade was defined via a thresholding
method similar to previous studies of cascade-like neuronal ac-
tivity in local field potentials (LFPs), EEG, and functional MRI
(fMRIL; Beggs and Plenz, 2003; Petermann et al., 2009; Tagliazuc-
chi et al,, 2012; Meisel et al., 2013). We used the voltage imaging
time course at each pixel to identify times at which local activity
crossed above a threshold from below (Fig. 1b,e). Such positive
deflections in the optical signal represent population depolariza-
tion and are known to correlate with the negative deflections in
LFP recordings (Okun et al., 2010). A cascade was defined as a
spatiotemporally contiguous group of active pixels (Fig. 1c-g),
i.e., two active pixels that are nearest neighbors in space and time
belong to the same cascade. As in previous studies (Tagliazucchi
et al., 2012), this approach allows for the detection of multiple
co-occurring cascades at different locations. This is expected for
large-scale networks and was not considered in small-scale elec-
trophysiology studies, which assumed that only one cascade ex-
ists at any given time (Beggs and Plenz, 2003; Petermann et al.,
2009; Shew et al., 2009, 2011; Okun et al., 2010; Ribeiro et al.,
2010). We define the size of a cascade, z, as the number of active
pixels comprising the cascade. In all recordings, large cascades
occurred with probability Pr(z) far greater than expected by
chance (Fig. 3a), indicating that multiscale coordination
is required to generate such cascades. As the mice recovered, the
distribution of cascade sizes gradually evolved toward a scale-
invariant form, i.e., a power-law Pr(z) ~ z 7k (Fig. 4). Previous
studies report similar bursts of activity, termed neuronal ava-
lanches, whose size distribution can be approximated by a power
law (Beggs and Plenz, 2003; Petermann et al., 2009; Tagliazucchi
et al., 2012; Meisel et al., 2013). The emergence of a power-law
distribution of cascade sizes with recovery from anesthesia is of
interest, as it is one of the defining features of a system operating
near criticality (Shew and Plenz, 2013). Theory, as well as mount-
ing evidence from computational models and experiments, sug-
gests that a power-law exponent of k = —1.5 is expected for
critical neural networks (Larremore et al., 2012; Shew and Plenz,
2013). In this context, the prevalence of large cascades ob-
served in the anesthetized state may be indicative of a super-
critical system, in which neural interactions are imbalanced,
favoring activity that tends to be amplified until it spans the
whole system. Our experiments are the first to demonstrate
that hallmarks consistent with criticality emerge during recov-
ery from anesthesia.

To quantitatively track the change in cascade statistics during
recovery from anesthesia, we used a recently developed metric,
known as k. k measures the deviation of cascade size distributions
from the power-law form predicted for criticality (Shew et al.,
2009). The closer k is to 1, the closer the cascade size distribution
is to a power law with exponent —1.5. Therefore, k may be inter-
preted as a measure of how far a system is from criticality. In all
mice, we observed a change in k from >1 toward k =~ 1 during
recovery from anesthesia (Figs. 3b,¢, 4). We found a similar trend
in the probability distributions of cluster sizes (Fig. 3a, inset).
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Figure 5.  Cascade size probability distributions for a range of thresholds defining pixel acti-

vation. Probability distributions of cascade sizes, in number of active pixels, are shown for all
mice in anesthetized (blue) and resting (red) states. Distributions are consistent across a range
of thresholds of the voltage imaging data used to define pixel activation (+0.5 SD, green
hashed box; + 15D, orange box; + 1.5 SD, purple box). Each data point represents the proba-
bility Pr(z) of observing a cascade of size z. For all thresholds, there is a prevalence of very large
cascades in the anesthetized state, and resting mouse distributions approach power-law form.
Deviations from a reference power law with exponent — 1.5 are quantified by . The closer k is
to 1, the closer the distribution is to the reference. Data presented are for the 10 image se-
quences recorded over a 20 min period in anesthetized (20 — 40 min) and resting states (200 —
220 min).

These findings were robust to a range of thresholds of the voltage
imaging data used to define cascade activity (Fig. 5). We observed
a significant difference in k between anesthetized and resting
wakefulness states in all mice (P, < 10 "%, P, =2.9 X 10 %, P, =
1.9 X 10 =7 for mouse 1, 2, and 3 respectively, two-sample ¢ tests
on k calculated for anesthetized and resting state recordings). To
verify the importance of spatiotemporal correlations in the im-
aging data with respect to cascade statistics, the analysis was re-
peated after each individual pixel’s time course had been
temporally shuffled using randomized circular permutation
(Figs. 3a, 6). In addition, the analysis was performed for pixel-
wise noise that had been generated with the same power spectrum
as the data (Fig. 6). In these control datasets, k was independent
of brain state, with no significant difference in k observed be-
tween anesthetized and resting state recordings (p > 0.4 in all
cases, two-sample ¢ tests).
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Figure 6.  Cascade size probability distributions for control data. Probability distributions of cas-
cade sizes, in number of active pixels, are shown for data from all mice in anesthetized (blue) and
resting (red) states, performed after pixel-wise shuffling with random offset circular permutation (left
column) and pixel-wise noise generated with the same power spectrum as the original data (right
column). Each data point represents the probability Pr(z) of observing a cascade of size z. Both meth-
ods destroy both the power-law form of the distributions in the resting state, as well as the difference
between the distributions. Deviations from a reference power law with exponent — 1.5 are quantified
by k. The closer isto 1, the closer the distribution is to the reference. All control distributions showed
similar deviation from the reference distribution with x << 1. Data presented are for the 10image sequences
recorded overa 20 min period in anesthetized (20 — 40 min) and resting states (200 —220 min).
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Figure 7.  Power-law statistical tests in resting and anesthetized states. Top, The cascade
size distribution in the most alert time period. This distribution was created with logarithmically
spaced bins (20 bins per decade). The shaded boxes identify the truncated portions of the
distribution as determined by the algorithm described in Materials and Methods. The dashed
line is the maximum-likelihood fit power law over the untruncated range. Bottom, The trun-
cated distribution from the top panelis shown by red points. The shaded pink region delineates
the range of 100 surrogate distributions that deviate by o = 2% from the perfect power law
(top, dashed line). The distribution of cascade sizes in the anesthetized state is shown by blue
points. This distribution is truncated with the same range as the resting distribution (red). The
shaded blue region delineates the range of 100 surrogate distributions that deviate by o =
15% from the perfect power law.

Statistical validity of power-law cascade size distributions in
the awake resting state

The shift from k > 1 toward k ~ 1 quantifies the trend toward
power-law cascade size distributions. However, the observa-
tion of k =~ 1 is not a statistically rigorous guarantee that the
resting state distribution is well fit by a power-law function.
To achieve this, we adapted previously used statistical tests
based on maximum likelihood fitting and strict goodness-of-



Scott, Fagerholm et al. ® Emergence of Criticality in Waking Mouse Cortex

a Anesthetized

wrigg

120 min

1 K
b 0.07 I 0.09
oo~ LI [
0.04! B o0 [
Mouse 2 Mouse 3
> +
E
S
G
>
v
005 =% 200
Time since drug delivery (minutes)
Figure8. Regional variationsin cascade statistics during recovery from anesthesia. a, Color-

coded maps of k values (computed for cascades occurring within 5 X 5 pixel subregions, each
~(0.2% of theimaged cortex) calculated at 20 minintervals. Maps in anesthetized mice seemed
to delineate cortical anatomical structures. Inset map shows corresponding approximate loca-
tions of motor cortex (M), somatosensory cortex (S), retrosplenial cortex (R), and visual cortex
(V). As mice recovered from anesthesia, all subregions tended toward k ~ 1. Data presented
are for the mouse with the largest cranial window, but similar trends were seen in all mice (n =
3). b, Regional variability of k values across the maps in a decreased with recovery from anes-
thesia. Inset shows corresponding data from the two other mice. Bar height is the mean SD of
regional k values, averaged across 10 consecutive 60 s recordings. Error bars represent SEM of
the 10 recordings.

fit tests (Clauset et al., 2009). We found that the resting state
cascade size distributions were well fit by a power law span-
ning 2.8 = 0.2 orders of magnitude, beyond which an expo-
nential cutoff was observed for very large cascades (Fig. 7).
Our large sample sizes (n > 50,000 cascades) allowed us to
quantitatively demonstrate that the resting data deviated by
<2.6% * 0.6% (mean * SD) from a perfect power law (see
Materials and Methods). To compare with previous studies
with fewer samples, we also considered randomly chosen sub-
sets of the data (n = 10,000 cascades). These subsets of cascade
sizes in the resting state passed strict statistical tests for a
power-law fit (Clauset et al., 2009). In contrast, and consistent
with larger k, the data from the anesthetized state were not
well fit by a power law (Fig. 7). Considering the same range of
sizes as the resting state data, the anesthetized distributions
deviated from power law by 13% * 3% (mean * SD).

Regional differences replaced by scale invariance during
recovery from anesthesia

Among the most important conceptual advances offered by the
criticality hypothesis is the idea that dynamics are scale invariant
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Figure9.  Scale invariance of cascade statistics is unique to the awake resting state. a, Volt-
age signals were spatially averaged at varying resolutions and cascade size distributions com-
puted forimage sequences in anesthetized (left) and resting (right) states. Data presented are
for one mouse (full resolution cranial window, 15,676 pixels) but similar results were seen in all
mice (n = 3). Distributions are shown for three levels of spatial averaging: fine (3971 pixels),
medium (290 pixels), and coarse (21 pixel resolution). Levels of spatial averaging are illustrated
for each resolution as black and white grids. The physical area of a single pixel (33 X 33 um
cortical area) is shown for each resolution. In the resting state (red tones, right), all distributions
shared power law-like form, except foramaximum size above which the probability falls, due to
the limiting size of the system in each case. In contrast, in the anesthetized state (left, blue
tones), the shape of the probability distributions deviated from a power law, with a higher
probability of larger cascade sizes. Insets show rescaled plots with binned distributions (as
described in Materials and Methods). b, « Values of cascade size distributions plotted as a
function of spatial resolution of the voltage imaging data, ranging over four orders of magni-
tude. Data are presented for all three mice. In the resting state (red lines), k does not change
significantly as resolution increases, while in the anesthetized state, k changes appreciably
with resolution (see text).

at criticality, i.e., microscale dynamics are governed by the same
principles that govern dynamics at the mesoscale and macroscale
level (Bak, 1996; Sethna et al., 2001). One manifestation of this
prediction is the power-law cascade size distributions discussed
above. However, a more intuitive and direct test of scale invari-
ance entails demonstrating that certain features of cortical dy-
namics remain unchanged when examined at different scales.
Such tests require measurement tools with high spatiotemporal
resolution, spanning a large fraction of the cortex. This has not
been possible in previous experimental studies of neuronal
dynamics, due to either insufficient spatial coverage (e.g., mi-
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tex by calculating separate values of k for
cascades detected within small subregions
of the full field of view (each with area
~0.2% of the total size of the imaged cor-
tex; Fig. 8a). In anesthetized mice, these k
maps showed regional variations that
seemed to delineate cortical anatomical
structures (Fig. 8a). As mice recovered
from anesthesia toward the resting state, all regions tended to-
ward k ~ 1, and variation across k maps decreased, as quantified
by measurements of SD (Fig. 80) and coefficient of variation. The
same trend was observed when regional k was calculated based on
N,.in randomly selected avalanche sizes, where N, was the
smallest number of avalanches occurring in a given region over
all examined time windows.

in gray.

Scale-invariant neuronal activity spans four orders

of magnitude

Next, we tested the dependence of k on the spatial resolution of
our voltage imaging data. We varied the resolution of the system
over four orders of magnitude. To obtain coarser resolutions, we
spatially averaged the imaging data in pixels of progressively
larger area. We then detected cascades (Fig. 9a) and calculated
statistics (Fig. 9b) for each level of resolution in anesthetized and
resting mice. In the anesthetized state, Pr(z) deviated from a
power-law relationship, and changes in k correlated significantly
with increasing resolution of the system for all mice (Pearson’s
r, = —0.665, P, = 0.005; r, = —0.958, P, = 0.002; r, = —0.935,
Py =12.2X 1075 formouse 1, 2, and 3, respectively). However, as
predicted for a system approaching criticality, in the resting state,
k remained =1 across all spatial resolutions, with no significant
correlation between k and resolution (p > 0.2 in all mice, Pear-
son’s correlation). Another manifestation of scale invariance is
that cascade distributions measured at different scales and reso-
lutions may be collapsed onto a single functional form after ap-
propriate rescaling of probabilities and cascade sizes (Klaus et al.,
2011). As shown in the inset of Figure 9a, this collapse is possible
in the awake resting state, but not in the anesthetized state. We
conclude that scale-invariant activity was present only in rest-
ing state cortex, whereas dynamics were scale dependent un-
der anesthesia.

Fast fluctuations reveal additional evidence consistent

with criticality

The slow transition (over ~10s of minutes) toward scale-
invariant cascade statistics (Figs. 2, 3) suggests a shift in cortical
dynamics toward criticality during recovery from anesthesia. If
the awake resting cortex is indeed operating near criticality, then
additional evidence for this may be found by examining faster
fluctuations (~10'-10? ms). Averaged over long periods, a sys-
tem at criticality resides at a relatively sharp boundary between
two regimes: one dominated by large scales, the other by small

of the largest cluster at each time point (the order parameter) is plotted as a function of the number of active pixels (green circles;
average, green line) for the awake resting state. The onset between 10% and 10° reveals the boundary between small-scale and
large-scale regimes. The awake resting state spends the most time close to the boundary (red line, residence time distribution).
Data presented are for one mouse, and similar results were seen in all mice (n = 3). Inset shows the variance of the order
parameter. b, Residence time distributions in anesthetized (blue) and resting (red) states, for all mice. In the anesthetized state,
the mice spend more time in the large cluster regime. The distribution for shuffled data (pixel-wise circular permutation) is shown

scales. Fast fluctuations about the average can reveal the sharp-
ness of this boundary, thus providing additional evidence consis-
tent with the criticality hypothesis. In the context of our
measurements and previous work (Tagliazucchi et al., 2012),
snapshots of active pixels are expected to exhibit large connected
clusters on one side of the boundary and small disconnected
clusters on the other side. Our results confirmed this expectation
(Fig. 10). Similar to the findings of Tagliazucchi et al. (2012), we
found that cortical dynamics operated between a large-cluster
and small-cluster regime, with a sharp transition between the two
and an associated increase in variability (Fig. 10a). Second, as
mice recovered from anesthesia, the cortex spent less time in the
large-scale regime, consistent with a shift toward criticality (Fig.
10b). Importantly, these observations provide additional support
for our hypothesis, which does not depend on the spatiotemporal
definition of cascades or on power-law statistics.

Discussion
Using optical imaging of a genetically encoded voltage indicator
expressed in neurons in layer 2/3 of the mouse cortex, we have
shown that multifaceted signatures of critical cortical dynamics
emerge during recovery from anesthesia. Previous studies have
shown evidence consistent with criticality in the cortex, either at
the small scales of electrophysiology (Petermann et al., 2009; Ri-
beiro et al., 2010; Shew et al., 2011) or at the large scales of fMRI
(Kitzbichler etal., 2009; Tagliazucchi etal., 2012; Haimovici et al.,
2013), EEG (Linkenkaer-Hansen et al., 2001; Meisel et al., 2013),
and MEG (Linkenkaer-Hansen et al., 2001; Shriki et al., 2013).
Electrophysiological studies in monkeys (Petermann et al., 2009;
Shew et al., 2011) and rats (Ribeiro et al., 2010) have typically
used microelectrode arrays spanning 1-4 mm of cortex with a
spatial resolution determined by the spacing between electrodes
(~200-500 wm). In contrast, human studies are either not yet
able to achieve sufficiently fine spatial resolution (EEG, MEG) or
else lack the temporal resolution (fMRI) to assess multiple scales
of cortical dynamics. Our experiments bridge the gap between
these small-scale and large-scale measurement techniques and
maintain high spatiotemporal resolution over a broad range of
scales. It is by virtue of our multiscale imaging technique that we
were able to demonstrate the emergence of scale-invariant corti-
cal dynamics, spanning four orders of magnitude, during recov-
ery from anesthesia.

Given the similarities between anesthesia and sleep, our re-
sults are compatible with a recent EEG study that demonstrated
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that human brain dynamics deviate from criticality (i.e., toward
Kk > 1) with sleep deprivation (Meisel et al., 2013). However, in
anesthetized and awake animals, the evidence for critical dynam-
ics is somewhat inconsistent across different species and across
previous studies (Gireesh and Plenz, 2008; Hahn et al., 2010;
Ribeiro et al., 2010; Klaus et al., 2011). Our results offer an expla-
nation of these apparent discrepancies. Specifically, we show that
in different small-scale patches of cortex, like those studied using
microelectrode array electrophysiology, the network dynamics
may be nearer to or further from criticality (Fig. 8). This variabil-
ity across the cortex diminishes as the animal recovers from an-
esthesia, but still may explain why some awake studies found
support for the criticality hypothesis while others did not.

Anesthetics alter the balance of excitation and inhibition in
neural networks (Schulz and Macdonald, 1981; Nicoll et al., 1990;
Populin, 2005; Alkire et al., 2008) and measures of criticality are
sensitive to the balance of excitation and inhibition (Haldeman
and Beggs, 2005; Shew et al., 2011; Yang et al., 2012). These ob-
servations are consistent with our results, which demonstrate
that sufficiently deep pentobarbital anesthesia precludes critical
dynamics.

The awake resting state can be subdivided into different levels
of vigilance (Petersen et al., 2003; Poulet and Petersen, 2008;
Sachidhanandam et al., 2013). Here, toward the end of the re-
cording periods, we captured mice in a state of resting (quiet)
wakefulness, characterized by slow-wave activity with a promi-
nent peak of ~5 Hz in the power spectrum of LFP, EEG, and
oECoG recordings (Petersen et al., 2003). We have not investi-
gated cortical circuit dynamics during active behavior, a state that
is characterized by reduction of slow-wave activity and appear-
ance of higher frequencies in LFP power spectra (Poulet and
Petersen, 2008; Sachidhanandam et al., 2013). Further studies
will be required to establish the relationship between the level of
awake vigilance (e.g., execution of cognitive functions) and cir-
cuit dynamics described in the framework of criticality.

A limitation of our study was that only a single anesthetic drug
was studied. Different drugs may show different effects on corti-
cal dynamics and this remains a future project to be undertaken
using our experimental framework. However, our intention here
was not to study different forms of anesthesia per se, but rather to
use anesthesia as a perturbative mechanism, allowing us to ob-
serve the evolution of cortical dynamics toward a critical regime.
To aid interpretation of this recovery from anesthesia, we in-
cluded EEG and oECoG data, which are used to assess the state of
wakefulness.

One reason that previous claims of criticality in the brain have
been controversial has been the lack of spatial resolution and
scale of microelectrode arrays and similar experimental tech-
niques. Our imaging technique allows, for the first time, cortical
dynamics to be investigated over four orders of magnitude in
vivo. Further controversy has centered on the dependence on
power-law distributions of population event size distributions as
a signature of criticality in neural systems. To address this con-
cern, the following observations provide further support for the
criticality hypothesis, independent of power laws: (1) scale in-
variance of cascade statistics (Fig. 9), (2) resolution invariance of
cascade statistics (Fig. 8), and (3) demonstration of fluctuations
around a sharp onset (Fig. 10).

Previous studies have shown that certain aspects of informa-
tion processing are optimized at criticality (Shew and Plenz,
2013). In contrast to the anesthetized cortex, the awake resting
cortex is prepared for unexpected and complex information pro-
cessing tasks. It stands to reason that during the emergence from
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anesthesia, criticality arises to meet this requirement. Another
intriguing implication of our findings, related to scale-invariant
cortical neuronal activity, is that the neural dynamics of different
species may use the same governing principles simply scaled up
or down to fit the size of their cortex. As measurement techniques
push toward whole-brain studies with single-cell resolution,
there is a growing need for quantitative conceptual frameworks
that are able to account for the multiscale nature of cortical func-
tion. Our work suggests that multiscale interactions in the mam-
malian cortex are scalable and follow simpler rules than
previously thought: those of critical dynamics.
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