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Americans frequently encounter the term “survey” in the mass media---whenever an author, 

reporter, commentator, or blogger makes reference to a poll or survey of some group of 

people, such as registered voters, likely consumers, or television viewers. Newspaper 

stories, magazine articles, radio programs, television broadcasts, and internet blogs are filled 

with data derived from surveys of one sort or another. Ultimately a survey is nothing more 

than a set of questions asked of some set of respondents drawn from a larger population. If 

the subset is chosen via standard sampling procedures from a reasonably complete list of 

individuals who make up the population, it constitutes a probability sample and averages 

and other statistics derived from it can be assumed to represent conditions in the population 

accurately, subject only to random variation.

A simple random sample, the sample design described most often in elementary statistics 

books, is one example of a larger family of sampling designs---probability samples---in 

which the probability of selection for each sample member can be determined. In the case of 

simple random sampling, the selection probabilities are equal for all individuals in the 

sample. More complicated designs may under- or over-sample some segment of the 

population to create unequal selection probabilities; but as long as the likelihood of selection 

for each sample member is known, it constitutes a probability sample and can be used, with 

appropriate weighting, to represent conditions in the population as a whole.

Probability surveys are thus considered to be “representative,” which means that over a large 

number of replications sample estimates would average out to the corresponding population 

values. Nonrandom, non-probability samples are not considered to be representative and 

they carry a serious risk of bias, which means that they will systematically over- or 

underestimate population values no matter how many sample replications are done. The 

direction and degree of the bias depends on the specific way in which sample members are 

selected into the survey. Surveys of magazine readers who voluntarily respond to a query 

from the publisher, for example, cannot be assumed to be representative, even of the 

magazine’s readers, because people tend to self-select into the pool of willing respondents 

based on personal and situational circumstances that are often related to the topic under 

study (such as interest in the subject of the survey).More formally, when the probabilities of 

responding are related to the survey values, bias results.
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Reputable media outlets generally indicate whether or not a survey is representative; but 

much of the data routinely bandied about in the media and the internet are not based on 

representative samples and are of dubious use in making accurate statements about the 

populations they purport to represent. Consumers of survey data should always be attuned to 

the underlying sample design and how individuals were selected into the survey. Departures 

from probability selection methods always threaten the representativeness of findings.

Departures from probability sampling may occur even when researchers are trying hard to 

achieve it. The most common departure arises from non-response, which occurs whenever 

people chosen for a sample cannot or will not provide information to a survey. Respondents 

may be difficult to locate, in which case the factors that make them hard to find constitute 

potential sources of bias in drawing conclusions, particularly if these factors are strongly 

related to the outcome of interest. Even if they potential sample members are easy to 

contact, they may select themselves out of the survey by refusing to participate, in which 

case the factors that prompted the refusal constitute potential sources of bias, with the degree 

again depending on their relation to the topic of interest. An outright refusal to be surveyed 

is known as unit non-response. When a respondent refuses to answer specific questions, it is 

known as item non-response.

If non-response to a survey were a random process, of course, there would be no bias; but 

we generally cannot assume this to be the case. On the contrary, people who cannot be 

located or who refuse to participate tend to be systematically different from those who can 

be located and are willing to participate. It is safer to assume that people end up being non-

respondents for decidedly non-random reasons, which are very often related to the topic 

under study. If the relative number of non-respondents is small, not much bias will be 

introduced into sample estimates even if the non-respondents are quite different from 

respondents---because of their small numbers they would carry little weight in the 

determining estimate even if they were included. If the share of non-respondents is large, 

however, considerable potential for bias exists, assuming they are indeed different from 

respondents in ways related to the outcome of interest. In general, the higher the rate of non-

response, the greater the potential for bias in estimating population values from a survey.

Researchers have always worried about potential biases stemming from non-response, of 

course, but lately these worries have grown more acute as rates of refusal and non-contact 

have risen despite heightened efforts at recruitment and stronger inducements to participate. 

The decline in response rates has been particularly marked in the private sector, which 

commissions a plethora of polls and surveys covering everything from political preferences 

to perceptions of toothpaste. But response rates have also been falling in the public sector as 

well, which sponsors a wide variety of surveys to generate key federal and state statistics. 

Although most people are aware that opinion polls, attitude surveys and the like are based 

on samples, they are less aware that most publicly reported statistics themselves come from 

samples rather than tabulations of administrative data or actual population counts.

For example, almost all of what people commonly refer to as “census data” does not come 

from an actual enumeration of the U.S. population, but from a sample survey that is 

administered along with the census. The 2010 U.S. Census itself contained just four 
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questions about the household and seven about each household member. These eleven 

questions together made up the census “short form.” Prior to 2010 all other “census data” 

came from a “long form” that was only administered to around a fifth of all U.S. households 

(Anderson 1988).The 2010 Census did not include a long form; the data formerly gathered 

on the long form are now compiled from the American Community Survey, which is based 

on a sample of around two million households. Moving forward, the ACS will replace the 

census long form and will be administered annually rather than decennially (Groves 2010).

In addition to the census, many other federal statistics also emanate from sample surveys 

rather than actual counts. Examples include the Current Population Survey (which produces 

monthly labor force statistics), the National Survey of Family Growth (birth and 

childbearing statistics), the National Health Interview Survey (health statistics), the National 

Assessment of Educational Progress (data on educational achievement), the Survey of 

Income and Program Participation (welfare and food stamp usage), and the American 

Housing Survey (housing statistics), just to name a few of the more prominent sources of 

federal data. Not only does the federal government administer its own surveys for purposes 

of statistical tabulation and publication; it also supports other surveys indirectly through 

grants, including the New Immigrant Survey, the Panel Study of Income Dynamics, , the 

American National Election Study, , and the General Social Survey, the Fragile Families 

Study, the National Longitudinal Survey of Adolescent Health, and the Health and 

Retirement Survey.

Obviously, then, a decline in survey response rates is not simply a threat to the validity of 

political and consumer polling or the integrity of social science research, but a fundamental 

threat to the federal statistical system itself (Prewitt 2010). In order to explore the depth and 

nature of the nonresponse challenge to social measurement, understand its causes, discern 

the likely size and direction of the resulting biases, and consider potential solutions to the 

problem, we invited leading survey researchers to Washington, D.C. for a one-day 

workshop,. With support from the Committee on National Statistics of the National 

Research Council and the Russell Sage Foundation, we compiled and edited the papers 

presented at this workshop and publish them here as a resource for social scientists, 

statisticians, policy makers, and the public. In this introduction, we set the stage by briefly 

reviewing the history of survey research and outlining some of the reasons that have been 

offered to account for the decline in response rates.

THE RISE OF SOCIAL SURVEYS

The idea of gathering information from a subset of people to make statements about a larger 

population has a long history. The roots of contemporary survey research lie in reform 

movements that coalesced in Britain and the United States in response to widespread urban 

poverty created by the industrial revolution (Converse 2009). The National Association for 

the Promotion of Social Science was founded in London in 1857 to encourage the 

compilation and dissemination data about British social conditions through “social surveys;” 

but its approach was less scientific than moralistic and the organization had little success 

beyond organizing a few conferences and lobbying legislators for poor relief before it 

expired in 1886 (Bulmer, Bales, and Sklar 1991).
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Nonetheless, social entrepreneurs on both sides of the Atlantic continued to survey 

households living in slum neighborhoods to generalize about the status of the urban poor. 

An important early example was Charles Booth’s systematic survey of poor families in 

London’s East End, which he published in 17 volumes between 1889 and 1903 (Bales 

1991). The United States counterpart was the social survey of poor Chicago neighborhoods 

done by Florence Kelly in concert with Jane Addams’ settlement house movement, 

published in 1895 as the Hull House Maps and Papers: A Presentation of Nationalities and 

Wages in a Congested District of Chicago (see Sklar 1991). Perhaps the greatest social 

survey of the epoch was done by W.E.B. DuBois in Philadelphia, who was perhaps the first 

trained social scientist carry out a social survey. His monumental study The Philadelphia 

Negro was published in 1899 (see Bulmer 1991a) and still remains in print (DuBois 2010).

These landmark surveys served as a model and inspired a host of subsequent surveys on 

diverse topics in different cities conducted over the first two decades of the 20th century. In 

Britain the number of social surveys reached a plateau of around ten per year on the eve of 

World War One, but surged to 45 in the late 1920s (Bulmer, Bales, and Sklar 1991). In the 

United States, the Russell Sage Foundation, which was established in 1907 to promote “the 

improvement of social and living conditions,” created a Department of Social Surveys in 

1912 to develop survey research methods and spread the use of surveys in social research 

(Bulmer 1991b; Yeo 1991). Beginning with its Pittsburgh Survey of 1908, the number of 

social surveys grew rapidly in the United States to peak at 200 in 1922 before declining as 

the Great Depression approached ((Bulmer, Bales, and Sklar 1991).

During the 1920s, an increasingly sharp line emerged between surveys done for social 

reform and surveys done to promote scientific research, and, in the ensuing decade, social 

research shifted from a local enterprise done by public-spirited citizens to a national 

initiative run by scientific professionals (Bulmer 1991b). In 1924, a Statistical Laboratory 

was founded at Iowa State College and investigators began to develop the theoretical 

foundations and practical methods of probability sampling (Converse 2009). In 1933, the 

Roosevelt Administration established a joint Committee on Government Statistics and 

Information Services that pulled together not only statisticians but social demographers such 

as Samuel Stouffer, Philip Hauser, and William Ogburn to conduct research on statistical 

sampling.

By 1934, the committee had field tested a Trial Census of Unemployment to established the 

practical feasibility of household probability sampling. In independent work in the same 

year, Neyman (1934) mathematically proved that random selection, stratified sampling, 

cluster sampling, and multistage sampling yielded unbiased estimates whose precision could 

be estimated with confidence. Finally, in 1938, Philip Hauser moved to the Census Bureau 

and in 1940 spearheaded the addition of the long form as a regular component the decennial 

U.S. Census and in 1942 the Census Bureau began administering the Current Population 

Survey to a representative sample of the non-institutionalized U.S. population to generate 

monthly statistics on employment and earnings as well as annual population estimates 

(Bregger 1984).
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Around the same time, surveys were becoming common in the private sector. In 1941, Harry 

Field founded the National Opinion Research Center (NORC) to promote the use of surveys 

in social science research (National Opinion Research Center 2010). A few years later, in 

1946, Rensis Likert and colleagues founded the Survey Research Center at the University of 

Michigan (Converse 2009). George Gallup founded the first non-academic polling 

organization in 1958, followed by Lou Harris in 1963 (Igo 2007).

Since the 1960s, polls and surveys have become a regular part of the national scene, 

routinely used not only by researchers but also by politicians, pundits, reporters, marketers, 

planners, government officials, and members of the public to comment on social trends and 

changing patterns in American society. In addition to the Gallup and Harris firms, prominent 

survey research organizations now include Abt Associates, Research Triangle International 

(RTI), Zogby Associates, Westat, the Nielsen Company, and the Pew Research Center. 

Despite the proliferation of private pollsters and survey firms, however, the largest single 

sponsor of surveys is still the federal government, either directly through organizations such 

as the Census Bureau and the National Center for Health Statistics or indirectly through 

funding agencies such as the National Institutes of Health and the National Science 

Foundation.

As noted earlier, federal surveys---questionnaires fielded by government agencies at regular 

intervals to representative samples of respondents---provide the basis for many official 

statistics in the United States (Abraham and Nixon 2010). Surveys done at a single point in 

time or fielded at intervals are known as cross-sectional surveys. Although such surveys 

continue to be the workhorse for public and private statistics, in recent decades perhaps the 

greatest expansion in survey data has come from panel surveys done of representative 

samples of households or individuals followed over time and re-interviewed at regular 

intervals to create a longitudinal data file. The first nationally representative longitudinal 

survey was the National Longitudinal Survey of Young and Older Men, which was fielded 

between 1966 and 1981. It was quickly followed by the Panel Study of Income Dynamics, 

which was launched in 1968 and continues today, and the National Longitudinal Survey of 

Young and Mature Women, which went from 1968 to 2003.

With improvements in data processing capacity and the development of new statistical 

methods for longitudinal and multilevel analysis in the 1980s and 1990s (see Box-

Steffensmeier and Jones 2004), panel studies grew in number to include the National 

Longitudinal Study of the High School Class of 1972; the 1979 and 1997 panels of the 

National Longitudinal Survey of Youth (NLSY); the NLSY’s Children and Young Adult 

Survey (which surveyed the biological children of women in the 1979 NLSY); the High 

School and Beyond Survey (1980); the National Education Longitudinal Study (1988); the 

Health & Retirement Study (1992); the Adolescent Health Survey (1994); the Medical 

Expenditure Panel Study (1996); the 1998 and 2010 cohorts of the Early Childhood 

Longitudinal Study; the 2002 and 2009 panels of Education Longitudinal Study; the New 

Immigrant Survey (2003); and the High School Longitudinal Study of 2009, just to name a 

few of the more prominent sources of longitudinal data ( Abraham and Nixon 2010).
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As the foregoing examples indicate, since the 1960s, both cross-sectional and longitudinal 

surveys have risen in frequency and availability to become the most important source of data 

about social and economic conditions in the United States and the dynamics of change 

within American society, not to mention the bedrock of social science research and federal 

statistics. Thus, any threat to the viability of social surveys constitutes a serious threat to the 

validity not only of the social science research establishment, but to many federal statistical 

series. It is for these reasons that the rise in survey nonresponse is viewed with such alarm in 

professional quarters.

SURVEYS AND SOCIAL CHANGE

Surveys are social interactions, and, like all interactions between people, they are embedded 

within social structures and guided by shared cultural understandings. On any given survey, 

the interaction ultimately is between the researcher (the person or persons who designed the 

questionnaire) and the respondent (the individual who answers it); but in most cases the 

interaction is indirect, being mediated by an interviewer or undertaken by means of a printed 

document. Interviewer-mediated surveys may be done in person or over the phone. In the 

past, printed surveys were usually mailed out, filled in, and then mailed back; but in the 

present day written questionnaires are increasingly administered online. Online surveys 

eliminate the need for data entry, of course. Yet even interviewer-administered surveys now 

typically arrange for the interviewer to enter responses directly onto a laptop computer 

rather that writing them down, yielding what is known as a Computer Assisted Personal 

Interview (CAPI) or a Computer Assisted Telephone Interview (CATI).

Given that survey interactions are always embedded within social structures and guided by 

shared understandings, they are necessarily influenced by broader changes in social structure 

and values. As the examples of CAPI and CATI indicate, surveys are also affected by 

changes in technology. In recent years, both society and technology have tended to evolve in 

ways that are thought to make the administration of surveys more difficult (Tourangeau 

2004). Although some social changes have improved the climate for survey research (greater 

individual openness, fewer personal inhibitions, a declining number of taboo subjects), other 

social changes discussed below have made surveys more difficult. Likewise, although some 

technological changes have made the job of the survey researcher easier (online 

questionnaires, rapid data processing, cheap data storage, CAPI and CATI), other 

technological trends also discussed below have made the researcher’s job more difficult. In 

general, the net effect of recent social and technological changes in developed societies has 

been to undermine the ability of researchers to conduct surveys, as evidenced by declining 

response rates.

The heyday of social surveys probably came in the 1970s and 1980s. By then, sampling 

theory and design had been fully worked out; experiments in question wording and advances 

in cognitive science were informing the design of questionnaires; and the advent of 

mainframe computers made the processing of large-scale data bases cheap and easy. More 

importantly, under the societal conditions that prevailed during that period, when 

interviewers called a household by phone or appeared at the front door to solicit respondents 

they were likely to find a cooperative household member at home, usually someone who 
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was not only willing but eager to answer surveyor’s questions. In the decades since then, 

however, American society changed in ways that increasingly have made encountering 

cooperative and willing respondents more difficult.

Changing Family Structure

Household-based surveys are obviously facilitated to the extent that eligible respondents are 

found at home when an interviewer calls or stops by. The family pattern that prevailed in the 

United States during the years after the Second World War essentially maximized this 

likelihood. The return to full employment after the war and steadily rising earnings through 

the mid-1970s meant that most men had the economic means to support a family, leading to 

rising rates of marriage, falling ages of matrimony and childbearing, and a consequent surge 

in fertility that has become known as the Baby Boom (Croker and Dychtwald 2007). Older 

women who had postponed marriage and childbearing during the War and Depression 

sought to make up for lost time at the same time that younger women went right into early 

marriage and childbearing, leading to a “piling up” of births that from 1946 to 1966 that 

produced the largest series of birth cohorts in American history (Rindfuss and Sweet 1977).

During the Baby Boom, women generally left the labor force at the birth of the first child 

and remained at home until this child and the ones that followed had grown up, or at least 

had all entered school. As recently as 1970, two thirds of all households were composed of a 

married couple and 60% of these had children (Massey 2005). Those married couples 

without children were generally on their way to having them or had just finished raising 

them. Only 5% of households were headed by a single mother, and non-family 

households---those containing single individuals or unrelated persons---comprised just 18% 

of the total. If an interviewer stopped by at almost any hour of the day or evening, he or she 

would be quite likely to find someone at home. Women were present most of the day and 

most men came straight home to their families at the end of the workday.

After 1970 this stable pattern of social organization began to give way to a new diversity of 

household structures (Bianchi, Robinson, and Milkie 2006). Fertility rates fell, marriage was 

increasingly postponed, and ages of childbearing increased. More and more people lived 

outside of nuclear family households as single-person households, multi-person households 

consisting of unrelated individuals, and cohabiting couples proliferated, while family 

households more and more consisted of single parents. By 2000, less than half of all 

households consisted of a married couple and less than half of these contained children 

whereas one third of households were nonfamily (Massey 2005). At any given time of the 

day, households without children, single person households, and those with two or more 

unmarried adults are much more likely to be empty than a household occupied by a married 

family with children, making the contacting potential respondents and securing their 

cooperation that much more difficult.

Changing Work Habits

These shifts in American household structure were accompanied by equally significant 

changes in U.S. work habits. After 1970, male employment became more precarious as 

unemployment rates rose and wages stagnated while females poured into the labor force to 
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bolster sagging household incomes, pursue independent careers, and ensure support for 

themselves during an era when the institution of marriage was seen as crumbling 

(McLanahan 2004). Among the employed, hours of work increased for both men and 

women and average wages lagged especially for men, meaning most people were working 

harder just to maintain their economic position. After 1996, poor single mothers were 

increasingly pushed into the labor force by welfare reform legislation (Grogger and Karoly 

2005) and at the same time progressive suburbanization increased commuting times 

throughout the economy (Duany et al. 2000). As Americans spent more and more time 

commuting to and engaging in paid labor, and less time at home with children or on their 

own, the odds that an interviewer might find a respondent at home steadily fell. In addition, 

the increased burden of working and commuting may have sapped Americans’ willingness 

to be surveyed.

Mass Immigration and Rising Inequality

Accompanying the transformation of family and work in the United States was a return to 

mass immigration after a long hiatus that began in the 1920s. Mass immigration was a core 

feature of American life from the birth of the republic through the first decades of the 20th 

century and the inflow crested at around 1.2 million persons per year just prior to the First 

World War. Thereafter, it was curtailed first by the outbreak of hostilities, then the 

imposition of restrictive quotas, and finally by the Great Depression and the Second World 

War. Whereas Annual immigration averaged nearly 900,000 persons per year between 1900 

and 1914, it averaged just 140,000 per year between 1930 and 1960 (Massey 1995). As a 

result, the United States that existed in the 1960s and 1970s was the whitest and most native 

country that had ever existed. In 1970s, the percentage foreign born fell below 5% for the 

first and only time in American history and African Americans constituted just 11% of the 

population, with Hispanics making up less than 5% and Asians a fraction of 1% of all U.S. 

residents (Massey 2007). If an interviewer phoned or knocked on a door, not only would he 

or she be likely to find someone home, that person would almost certainly be a native 

English speaker and 83% of the time he or she would be a white person of European origin.

Owing to changes in U.S. immigration policy and the globalization ofthe economy after 

1970, mass immigration experienced a remarkable revival to transform quite radically the 

racial and ethnic composition of the United States (Massey and Taylor 2004). By the year 

2000, 11% of all U.S. residents were foreign born, 14% were Hispanic, 13% were African 

American, and 5% were Asian (Massey 2007). Increasingly, interviewers calling on 

households in the United States are likely to encounter a non-English speaker. As of 2000, 

about one in five Americans spoke a language other than English at home, but in key 

gateway states the figure was much higher: around 40% in California, 31% in Texas, 28% in 

New York, 26% in New Jersey, 23% in Florida, and19% in Illinois (U.S. Bureau of the 

Census 2010). Although immigrants remain concentrated in these historical destination 

areas, during the 1990s immigration expanded geographically to become a nationwide 

phenomenon and the fastest growing foreign populations were in places such as Georgia, 

Iowa, North Carolina, and Minnesota (Massey 2008).
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The racial and ethnic diversification of the United States through immigration and the 

fragmentation of the American family were also accompanied by a remarkable rise in 

income inequality (Piketty and Saez 2003). After 1970, incomes at the lower end of the 

distribution fell, those in the middle sectors stagnated, and only those in the top 20% rose. 

Moreover, the higher up the income distribution one looked, the greater the increase in 

income. Thus, the top 10% rose less than the top 5% which rose less than the top 1%, which 

rose less that the top 0.5% and so on. Between 1970 and 2008, total inequality rose by 19% 

to make the United States the most unequal country in the developed world (Massey 2007).

As the nation was become more segmented on the basis of race, ethnicity, and family status, 

in other words, it was also becoming vastly more unequal with respect to wealth and 

income, thus increasing the social distance between the typical interviewer, usually a middle 

class woman, and the average respondent. In the present day, not only is a respondent much 

more likely to speak a language other than English, but is also to be of a markedly different 

social status, while working more and spending less time at home.

Decline of Social Capital

The fragmentation of American society along the lines of race, class, and income has been 

associated with a growing ideological polarization in politics and an apparent decline in the 

willingness of people to contribute to the public good, a trend that Robert Putnam (2001) in 

his well-known book Bowling Alone identified as decline in social capital. Social capital 

refers to benefits and resources that originate in ties between people. Owing to many of the 

trends described above, distrust of government, public officials, and authority figures 

generally has risen in recent years, and the willingness of people to invest in public goods 

other than defense and indexed entitlements has generally eroded. Even if survey researchers 

do find eligible respondents at home, therefore, they are much less likely to find someone 

who is willing and cooperative, given the high level of distrust, cynicism, polarization that 

now prevails in American society (McCarty, Poole, and Rosenthal 2006).

One oft-cited reason for the decline in public trust is the rise in violent crime that occurred 

during the 1960s and 1970s (Simon 2009). However, the increase reached a plateau in the 

late 1980s and has steadily declined to reach record low levels in the first decade of the new 

century. According to the FBI’s Uniform Crime Reports, the violent crime rate dropped 

from a peak of 52.3 per thousand persons in 1981 to just 16.9 in 2009 (Federal Bureau of 

Investigation 2010). In other words, response rates and crime rates both declined together, 

so the rise in crime cannot account for the secular decline in response rates. Indeed, as 

shown in this volume, the association between crime and response rates is rather strongly 

positive. It may be that fear of crime keeps household residents huddled at home and 

therefore accessible to survey researchers, and that its decline undid this “hunkering effect.” 

Perceptions about crime, however, are quite different from actual trends in crime, as media 

coverage of violent crime has increased dramatically since the 1970s, leading people to 

believe that the United States is more dangerous than it actually is (Robinson 2011).
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SURVEYS AND TECHNOLOGY

As already noted, surveys are not only affected by changes in society but also by changes in 

technology, which often serve to exacerbate, facilitate, and encourage broader social 

changes that originate in society more generally. Social fragmentation and class 

segmentation, for example, have been reinforcedby the demographic targeting of media 

made possible by the proliferation of cable channels and the use of information, technology 

to divide consumers on the basis of race, class, and place of residence (Weiss 1988). 

Increasingly Americans no longer consume a common popular culture, but a fragmented, 

variegated culture that is segmented by advertisers and programmers and specifically 

targeted to different “lifestyle clusters,” thereby accentuating difference rather than 

emphasizing commonality (Weiss 2000).

Private Security Systems

The decline of social capital has and public trust has gone hand-in-hand with technological 

changes in the security industry that enable people to separate themselves and their families 

from the rest of society and thus raise barriers to contact and communication from outsiders 

(Davis 2006). Alarm systems and surveillance cameras are increasingly placed around 

homes and in apartment buildings to monitor strangers, exclude outsiders, and generally 

block out unwanted intruders—including survey research interviewers. Well-to-do 

apartment dwellers have always had these functions performed by doormen and concierges, 

but close circuit camera and buzzer systems have made these services increasingly available 

to the denizens of less costly apartments. Moreover, it is not just buildings that are cordoned 

off from society, but entire communities that are now protected by walls and gates that are 

overseen by private security firms (Blakely and Snyder 1999). Making personal contact with 

a potential respondent now involves much more than simply walking up to a door and 

knocking.

Voice Mail and Caller ID

Just as new technologies have raised spatial barriers to survey researchers seeking to arrange 

an in-person interview, they have also raised social barriers to those seeking to undertake a 

telephone interview. Voice mail has been available for several decades to enable people to 

screen incoming calls---picking up or answering only those that deemed worthy of their time 

and attention while letting others dangle indefinitely without a personal response. More 

recently, the spread of caller ID has allowed phone users to see at a glance who is attempting 

to contact them and to avoid contact with unwanted, unfamiliar, or suspicious telephone 

numbers, again providing a convenient screening method to prevent interviewers from even 

having the opportunity to present a personal recruitment script.

Cell Phones

Access to filtering devices such as voicemail and caller ID has been greatly facilitated by the 

spread of cell phones and handheld internet devices. In 1990, there were only 21.1 cell 

phone users per 1000 persons; but by 2005 that number had grown to 683 and in 2009 it 

exceeded 900 (Mona 2010). Cell phone usage rates vary sharply by factors such as income, 

education, and especially age. According to a recent survey done by the Pew Research 
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Center, 80% of persons 18-29 years old had a cellphone or some other equivalent handheld 

device, compared to just 66% of those aged 30-49, 42% of those 50-64, and 16% of those 

aged 65 or older. The degree of usage by education range from 41% among high school 

dropouts to 69% among college graduates. By income, the range went from 46% among 

those earning less than $30,000 per year to 76% among those earning $75,000 or more 

(Rainie 2010). As cell phones penetrated the population, moreover, use of land lines fell, 

slowly at first but dramatically after 2000. According to a survey done by the National 

Center for Health Statistics in 2009, 25% of U.S. households had no landline and another 

15% had a landline but received most of their calls via wireless (Blumberg and Luke 2010).

A major innovation in survey research has been Random Digit Dialing (RDD), a method 

developed in the 1970s in which phone numbers are randomly generated within particular 

combinations of area codes and prefixes (Waksberg 1978). Many such numbers turn out not 

to be working numbers, but when a connection is made the call can be immediately 

dispatched to an interviewer standing by on the line. Since area codes and prefixes (the first 

three digits of a local number) historically have been geographically allocated, RDD was 

easily adapted to construct samples stratified by areas.

RDD dramatically reduced the cost of surveys and became the standard methodology in 

political polling, market research, and many academic studies. Not only was the method 

inexpensive, but it yielded highly representative surveys given that land lines were the 

primary means of phone communication and nearly all American households had a phone. 

Obviously given the spread of cell phones, these conditions no longer hold, and the density 

of land lines can only be expected to decline in future years. In theory, it is possible to apply 

RDD to cell phones, but unlike land lines where one can assume that respondents are 

comfortably situated in their own homes, this assumption does not hold for cell phones, 

which may be answered at work, while driving, while walking, while interacting with 

friends, or in almost any other situation. The researcher has little control over the context of 

recruitment or interview, and of course all cell phones include caller ID to enable call 

screening (whereas only some land lines have this feature). As a result, although it is 

technically possible to include cell phones in RDD surveys, it has proven to be quite costly 

to convert cell contacts into interviews and response rates remain quite low (Brick et al. 

2006, 2007). In addition, because cell phone area codes are no longer necessarily tied to a 

specific geographic area (people often move and retain their original cell number), the 

suitability of RDD for samples of specific areas is also compromised.

Technology and Survey Fatigue

As RDD made polling for a variety of purposes cheaper and easier, the number of surveys 

expanded. In addition to the proliferation of very demanding academic and government 

surveys that increasingly require a sustained longitudinal commitment and a rising number 

of surveys by polling organizations, the use of surveys by television networks, newspapers, 

magazines, marketing firms, corporations, consumer consultants, and politicians has become 

increasingly common. Surveys are also increasingly used as teasers for fund raising, both by 

robocallers and direct marketing specialists hawking candidates, ideas, and products.
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With more people working longer hours and experiencing the stress of a long commute, the 

only time interviewers can reasonably expect people to be home is the early evening, and 

phone solicitations increasingly have concentrated in the hours from 6-8, as well as on 

weekends. Various studies have demonstrated that these hours (along with weekends) are 

the most productive for surveys (e.g., Weeks, Kulka, and Pierson 1987). Although 

commercial solicitations were prohibited by the Telephone Consumer Protection Act of 

1991, charitable requests, political petitions, and non-commercial solicitations continue to be 

permitted and continue to concentrate in the evening hours, right after people arrive home 

from work and precisely when they are least disposed to engage in an extended survey 

interaction. Although difficult to measure precisely, the proliferation of survey demands and 

other solicitations enabled by RDD and other technologies and their concentration in the few 

remaining hours of in-home leisure time, have been hypothesized to produce a kind of 

“survey fatigue” in which people are simply uninterested in responding to a survey, 

increasingly any survey under any conditions (Porter, Whitcomb, and Weitzer 2004).

THE FUTURE OF SOCIAL SURVEYS

It is never easy to predict what the future will bring but, in the case of social surveys, a few 

predictions seem relatively safe. Much of what we say here echoes Kreuter’s observations in 

this volume. First, the trends that we have described here and that our colleagues have 

documented in greater detail throughout this volume are unlikely to go away any time soon. 

Response rates are likely to continue to fall and survey costs are likely to continue to rise. 

The societal and technological trends that brought us to the current situation are not likely to 

reverse themselves quickly. Survey researchers will have to continue to try to adjust to these 

forces.

Second, we are likely to see serious efforts to overhaul one or more of the data series that are 

currently the mainstays of the federal statistical system. Many of the important surveys that 

are carried out regularly by the federal statistical agencies---the National Crime 

Victimization Survey, the American Community Survey, the Consumer Expenditure Survey, 

the Current Population Survey, the National Health Interview Survey, just to name a few---

haven’t undergone major redesigns in decades; the rising costs of these surveys and the 

likelihood of budget cuts for their sponsoring agencies are likely to mean that one or more of 

these surveys will undergo thorough-going redesigns within the next ten years. There may, 

in addition, be renewed efforts to consolidate federal data collection into fewer surveys in an 

effort to save money and to reduce the burden on the public. The current model, featuring a 

large number of high quality but costly recurring face-to-face surveys, may soon become 

unsustainable.

A third trend that is likely to continue or accelerate is the reliance on non-survey data to 

assist in survey estimation and, in some cases, to supplant self-report data. Surveys may 

attempt to utilize paradata more effectively for adjustment or imputation purposes (for an 

extensive discussion, see Olson, this volume). Similarly, they may use interviewer 

observation data or administrative records in place of data obtained from sample members. 

At least one major national survey---the National Immunization Survey, sponsored by the 

Centers for Disease Control and Prevention and carried out by the National Opinion 
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Research Center---already uses a combination of data obtained directly from the respondents 

and data obtained from their medical providers; other surveys also use combinations of 

survey reports and medical or administrative records. Czajka (this volume) and Smith and 

Kim (this volume) both offer discussions of the use external data for nonresponse 

adjustment and other survey purposes. More extensive use of paradata, interviewer 

observations, and data from administrative records may help reduce budget pressures on the 

survey organizations and may also reduce the level of survey fatigue among members of the 

general public. We are likely to see increasingly use of non-survey data for survey purposes 

in the future.

Although it seems unlikely that surveys will be ever be seen again in quite the idealistic light 

that Harris, Gallup, and Roper saw them in the 1940s and 1950s, the apparent success of 

advertising for the 2010 census suggests that, when surveys are presented in the right way, 

the public is still willing to provide the information that the government or other researchers 

need. Perhaps it is time for an industry-wide effort to improve the image of survey research 

and to differentiate legitimate social scientific surveys from the onslaught of unwanted 

solicitations that most Americans are trying so hard to fend off.
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