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ABSTRACT The dielectric properties of proteins are cen-
tral to their stability and activity. We use the Frohlich-
Kirkwood theory of dielectrics to analyze two 1-ns molecular
dynamics simulations of ferro- and ferricytochrome c in
spherical droplets of 1400 water molecules. Protein and
solvent are idealized as a series of concentric, spherical,
dielectric media. Analysis results depend strongly on the
treatment of the charged protein side chains at the pro-
tein/solvent interface. If charged side chains are viewed as
part of the protein medium, then the protein dipole fluctua-
tions are dominated by large, mutually uncorrelated, aniso-
tropic, motions of the charged side chains. It is then incorrect
to view the protein region as a single, homogeneous dielectric
material. If one does take this view, estimates of the protein
"dielectric constant" vary from 16 to 37, depending on the
exact choice of model parameters. In contrast, if the charged
portions of the charged side chains are viewed as part of the
solvent medium, then theory and simulation are consistent:
the protein dipole fluctuations excluding charged side chains
are roughly those of a homogeneous, isotropic dielectric
medium, with a dielectric constant of 4.7 + 1.0 (ferro) or 3.4
+ 1.0 (ferri), in agreement with powder experiments. Statis-
tical uncertainty and sensitivity to model parameters are
small. Analysis of the radial dependence of the dipole fluctu-
ations suggests that the inner half of the protein has a
somewhat lower dielectric constant of 1.5-2, consistent with
its biological function in electron transfer. These results
suggest that Poisson-Boltzmann models could treat the pro-
tein bulk as a low-dielectric medium and the charged surface
groups as part of the solvent region.

The dielectric properties of proteins are central to their
stability and activity (1). They make themselves felt in many
ways. The low polarizability of the protein interior, for exam-
ple, makes charge burial prohibitive and destabilizes point
mutations that introduce net charges or dipoles within the
molecule (2). The kinetics of charge transfer or charge sepa-
ration steps in enzymatic reactions are influenced by the local
dielectric properties in the active-site region, so that segrega-
tion of enzyme active sites from high-dielectric bulk solvent
and preorganization of sufficiently rigid polar groups there are
general constraints on enzyme structure (3, 4).
The general description of a protein's dielectric properties

is a formidable problem. The static dielectric properties of a
folded protein can be characterized on a microscopic level by
a 3n x 3n susceptibility tensor (5, 6), where n is the number
of protein atoms. This tensor measures the response of the
protein to an arbitrary perturbing charge density in the linear
response limit. In the framework of continuum electrostatics,
the problem is vastly simplified; the dielectric properties are
characterized by a 3 x 3 susceptibility tensor, which can be

obtained by summing the matrix elements of the microscopic
susceptibility tensor. The continuum model has considerable
practical importance, since it is being widely applied to mac-
romolecules. To view a protein as a bulk dielectric, albeit with
the experimentally observed shape and distribution of perma-
nent charges, is obviously a severe approximation. In partic-
ular, substantial dielectric inhomogeneity and nonlinearity
have been seen in protein simulations (5-8). The continuum
model nevertheless reproduces solvation free energies of small
molecules fairly well (9, 10) and has proven useful in protein
modeling (11).
The protein macroscopic susceptibility can be estimated in

several ways. Measurements on protein powders are the most
direct approach, giving a static dielectric constant in the range
of 2-5 for several proteins (12, 13). However, the protein
charge distribution in these powders, and hence the dielectric
response, will be very different from that in aqueous solution,
since the ionizable residues (Asp, Glu, Arg, Lys, and His) will
almost certainly all be in their neutral form. Organic molecules
are possible model systems: polyamide crystals have a static
dielectric constant of about 5 (14).

Finally, computer simulations can be used in conjunction
with the Frohlich-Kirkwood theory of dielectrics (15). The
theory can be implemented in several ways. The protein can be
viewed as an infinite homogeneous medium (16, 17) or as a
finite sphere embedded within another dielectric material
(vacuum or solvent) (5, 6, 8, 18). The dipole fluctuations can
be obtained from microscopic simulations at various levels of
sophistication. Long simulations of proteins in solution remain
costly. Nevertheless, with rapidly advancing computer tech-
nology, this approach becomes increasingly attractive.
Here we implement the Frohlich-Kirkwood theory for a

material made of several concentric spherical shells. This could
be a roughly spherical protein within a region of explicit
solvent and a surrounding vacuum, for example. Other possible
applications are layered clusters or micelles. This implemen-
tation will allow us to distinguish different layers within the
protein, and within the solvent, all ofwhich may have different
dielectric properties. The treatment of the charged protein
side chains is of particular importance. Two very different
pictures emerge depending on whether these are viewed as
part of the inner protein medium or as part of the outer solvent
medium.
We analyze two 1-ns molecular dynamics simulations of

ferro- and ferricytochrome c from yeast, solvated by 1400
water molecules and with spherical boundary conditions.
Protein simulations with these boundary conditions are com-
mon (19). Cytochrome c itself is roughly spherical (20). We
analyze the dipole fluctuations of the protein and their vari-
ations throughout the system. Simulations of a pure water
droplet are analyzed for comparison.

MATERIALS AND METHODS
Theory. To derive the general expression for the dielectric

constant, consider a system made of n concentric spherical
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regions, of dielectric constants sl, 82, . . ., En. The outer radius
of region i is ri; the outermost region n is infinite. We
distinguish in each region a set of "low-frequency" degrees of
freedom, which are ultimately to be simulated, and a set of
"high-frequency" degrees of freedom, which form an under-
lying continuum of dielectric constant e6. There is no loss of
generality, since we are free to include all degrees of freedom
in the low-frequency set. However, this distinction will be
useful to interpret simulations including electronic polariz-
ability.

Following Frohlich (15), we can derive a fluctuation formula
for the innermost region, 1, by introducing an applied field E,
uniform far from the center of symmetry. A uniform cavity
field F then reigns in region 1. F is obtained from elementary
electrostatics (15) and has the form (21)

F =fl-l, 82, . - ., COE.) l

In the three-medium case, for example,

982s3
f(sl, 82, 63) (El + 282)(82 + 263)- 2(r1/r2)3(E3 - 82)(81 - 62)

[2]
The average polarization (AMt.t) in region 1 is along E and is
given by

el -1 e 1- 1
(AMt.t)/V=~4 F = 4 f(sl, 2, . . ., e)E, [3]

where V is the volume of region 1. If the applied field E
oscillates with a high frequency, only the high-frequency
polarization (AMhf) develops:

(AMhf)/V = 41 fel,h2, .,)E. [4]

The remaining polarization is termed the low-frequency po-
larization,

(AMOf) = (AMtot) - (AMhf). [5]

In region 1 we now view the low-frequency degrees of
freedom microscopically, whereas the high-frequency degrees
of freedom form an underlying continuum of dielectric con-
stant Ehf. The cavity field in region 1 is now F = f(shf, 62,...
Sn)E. The microscopic degrees of freedom {X} give rise to an
instantaneous dipole moment AMI{Y). The interaction with E
adds a term AMInX).F to the potential energy. The Boltzmann
average of AMI{), for small E, turns out to be

(AM2j)
(AO= 8hf nE[6(AMif) = 3kT f(t1 , 2 ... , ,)E. [6]

( )o indicates a Boltzmann average with E = 0. In all that
follows we drop the subscript 0 for simplicity. From Eqs. 3-6
we obtain finally

(AM2if) f( h2, ....,sh)(fl- 1)-f(s1, E2,** '6n )(hf- 1)

kTK -f(6E1, E2,l.* ., En)
[7]

If the inner region, 1, contains permanent charges, the previ-
ous derivation is only slightly modified. AM has simply to be
interpreted as the deviation of the dipole moment from its
mean.
(AM') is determined by the correlations between all pairs

i, i of protein atoms:

(AM2) =Eqjqj(6ui buj),
iv

[8]

where qi is the partial charge of atom i and 6ui is its instan-
taneous displacement from its mean position.
The System and the Simulation. Two molecular dynamics

simulations were performed, of yeast ferro- and ferricyto-
chrome c (abbreviated lYCC and 2YCC, respectively), sol-
vated by 1400 TIP3P waters (22) at 293 K (23), starting from
the crystal structures (20) and lasting 1 ns each. The last
900 ps were used for analysis. Electrostatic interactions
were truncated beyond 12 A (1 A = 0.1 nm). The CHARMM/
PARAMi9 empirical force field was used (24). A soft spherical
boundary potential (25) of radius 24A was used to confine the
system. Simulations were done with the program X-PLOR (26).

Truncation of electrostatic forces in the simulations will
affect the dipole fluctuations and, therefore, the estimated
dielectric properties (27). While this effect is certainly signif-
icant, test simulations with a different cutoff (Fig. 1), and
previous studies (28), suggest that it should not affect our
results qualitatively.
The system can be idealized as a spherical protein sur-

rounded by a spherical shell of water that is itself surrounded
by a vacuum. We arbitrarily take the protein radius equal to
(5/3)1/2 times the radius of gyration, giving a hypothetical
sphere that has the same radius of gyration as the real protein.

Simulations of a 24-A droplet of pure water were carried out
with the same protocol.

RESULTS
Protein Structure and Motion. Yeast cytochrome c is highly

polar, with 38 charged groups out of 108 residues. The crystal
structures of lYCC and 2YCC are nearly identical (20). The
rms deviation from the x-ray structure increased slowly in the
lYCC simulation, reaching 2.2A for all heavy atoms after 1 ns;
it was stable at 1.9 A throughout the 2YCC simulation. The
protein remained fully solvated, near the center of the bound-
ary sphere. The rms displacements around the mean structure
were 0.5 A on average in the interior and 1 A for surface
residues. Approximately 20 water molecules were bound to
the protein throughout each simulation, mostly occupying
clefts at the protein surface. The effective protein radius was
16.5 A, with or without the bound waters. When the charged
portions of the charged side chains (e.g., the ammonium group

80'
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FIG. 1. G factor of the inner portion of a sphere of 1963 water
molecules as a function of its radius ri. Two simulation lengths and two
cutoffs are compared (see text). Solid lines, continuum prediction for
a series of dielectric constants el; small dots: "scaled" G factor-i.e.,
each G value is divided by the water density within the inner region
(thus normalizing the result to the density of bulk water). (Inset)
Geometry of the system. The outer radius of the sphere is r2 = 24 A.
The inner and outer solvent regions have the same dielectric constant,
E1 = 82.
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of lysine) were viewed as part of the outer, solvent region,
then the effective radius of the protein region was reduced to
15.9 A.

The radial distribution and the angular correlations of the
water surrounding the protein were similar to those of the pure
water droplet. However, the droplet exhibited an exaggerated
density at its center (1.1 g/cm3), as in previous work (25), due
to surface tension. It had a large dielectric constant (- 1 10; see
Fig. 1) as a result.

Protein Dipole Fluctuations. The system can be idealized as
a spherical protein surrounded by a spherical shell of water,
itself surrounded by a vacuum. The treatment of the charged
side chains is particularly important, and in what follows we
compare two approaches. The first is to view the entire protein
as a single dielectric medium; the second is to exclude the
charged portions of the charged side chains from the inner,
"protein" medium, viewing them instead as part of the outer,
'solvent" medium.
With this idealization, the protein's dielectric constant is

determined by its dipole fluctuations through the so-called G
factor (Eq. 7),

G = (AM2)/kTr3. [9]

When charged side chains are excluded from the analysis, we
find (AM2) = 23.9 ± 3 (eA)2 for lYCC and 15.8 ± 2 (eA)2 for
2YCC; the G factors are 3.6 for lYCC and 2.3 for 2YCC. The
dipole fluctuations are roughly isotropic (Table 1), consistent
with the picture of a homogeneous, isotropic dielectric me-
dium. When charged side chains are included, we find (AM2)
= 127 ± 7 (eA)2 for lYCC and 132 ± 6 (eA)2 for 2YCC; the
G factors are 15.9 and 16.6. The dipole fluctuations are very
anisotropic in this case (Table 1). Clearly, the properties of the
protein bulk and those of its charged surface are very different.

In Eq. 8, we decomposed (AM2) into a sum over correlations
between pairs of protein atoms i, j. Using this decomposition,
we can distinguish the following contributions to (AM2): (a)
self-correlations of the charged side chains, (b) cross correla-
tions between charged side chains, (c) correlations of charged
side chains with the protein backbone and with uncharged side
chains, and (d) correlations of backbone atoms and uncharged
side chains with each other. The self-correlation term due to
the side chain of residue R, for example, is simply
2j,jERqiqj(8uj-8uj), where the sum is over the side chain atoms

of residue R. The other terms are defined similarly. Results are
in Table 1: (AM2) is dominated by the self-correlations of the
charged side chains. The contributions of individual charged
side chains vary from 0.2 (eA)2 to 11.5 (eA)2, and correlate
well with the average rms displacement of the side chain.

Including the "20 ordered waters as an integral part of the
protein increases (AM2) only slightly: from 132 to 135 (eA)2 for
2YCC with all side chains, and from 15.8 to 17.5 (eA)2 for
2YCC excluding charged side chains.

Estimates of the Protein Dielectric Constant. The dielectric
constant can be estimated from (AMt2t) by using Eq. 7. We first
apply this approach to a 24-A spherical droplet of pure water.
The inner part of the droplet forms region 1, the outer part
forms region 2, and the surrounding vacuum forms region 3.
Fig. 1 shows the G factor of the inner region as a function of
its radius rl, as well as the prediction of continuum theory for
a series of dielectric constants. The data follow the continuum
prediction approximately but correspond to a large dielectric
constant of 100-110. This is partly due to the large density in
the inner part of the simulation sphere, which is a result of
surface tension (25). Changing the cutoff distance affects G
strongly for r, c 12 A, but weakly for r1 > 16 A.

Despite surface tension effects, the boundary conditions used
have been shown to give protein fluctuations in agreement with
periodic boundary simulations (19, 29). Furthermore, the calcu-
lated protein dielectric constant will be shown to be very weakly
sensitive to the solvent dielectric constant 62.

Applying Eq. 7 to cytochrome c, we assume r1 = 16.5 A
(or 15.9 A, if charged side chains are excluded from the inner
region), r2 = 23 A (based on the radial profile of water
density), and 82 = 80. The model contains three dielectric
regions: the protein forms the inner region, 1; the solvent
forms an intermediate region, 2; and the surrounding vacuum
forms region 3. We compare two treatments of the charged
protein side chains. The first views them as part of the inner,
"protein" region. We then obtain e1 = 24 for lYCC and s1 =

25 for 2YCC. This is close to earlier estimates for two other
proteins (18). From the analysis in the preceding paragraph,
we see that this dielectric constant is mainly related to mutually
uncorrelated motions of the charged side chains. The second
treatment views the charged portions of these side chains as

part of the intermediate, "solvent" region. We then obtain 61

= 4.7 for lYCC and s1 = 3.4 for 2YCC. These results are very
weakly sensitive to the value of 82.

Treating the 20 ordered waters as an integral part of the
protein increases 61 by 0.3 (charged side chains excluded).

Experimentally, completely dry cytochrome c powders have
a dielectric constant of 3.6 ± 0.1. Water contents of 25, 50, and
100 water molecules per protein molecule increase the dielec-
tric constant to 3.9, 4.6, and 6.1, respectively (13).
The calculated dielectric constant e1 is sensitive to the model

parameters r1, r2, and 62, which are not uniquely defined, and
to (AM2), which contains statistical uncertainty. Fig. 2 il-
lustrates the theoretical dependence of e1 on all these param-

Table 1. Summary of protein properties

lYCC, 2YCC, lYCC, 2YCC,
all atoms* all atoms* unchargedt unchargedt

Axes of inertia, A 13.7, 19.3, 16.1 12.8, 18.6, 14.9
Radius, A 16.5 16.5 15.9 15.9
I(M)It, eA 141 162 179 199
(AMA)w) ,( )§ 37, 20, 70 36, 25, 71 9, 7, 8 7, 5, 4
(AMA2) 127 ± 7 132 ± 6 23.9 ± 3.0 15.8 ± 2.0
(AM2), contributions a-di 123, -2, -18, 24 100, 13, 4, 19
G factor 15.9 16.6 3.6 2.3
E 24 ± 10 25 ± 10 4.7 ± 1.0 3.4 ± 1.0
Experimental -II 3.6-4.6

Dipole moments are in eA.
*Results including all protein atoms.
tResults excluding charged side chains.
tMagnitude of mean dipole moment.
§Variances of dipole components along each cartesian axis.
'Contribution of different types of correlations to (AM2) (see text).
iFrom ref. 13, with 0-50 bound water molecules.
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FIG. 2. Theoretical dependence of e1 on ri, r2, 62, and (AM2).
Parameter variation is measured by relative deviation from the central
values ri = 16 A, r2 = 23 A, 62 = 80, and (AM2) = 20 (eA)2 (Upper)
or (AM2) = 130 (eA)2 (Lower). Each curve corresponds to the variation
of one parameter and is labeled by two representative points.

eters, varying them over a reasonable range around the points
r1 = 16 A, r2 = 23 A, 62 = 80, and (AM2) = 20 (eA)2 (typical
of the protein without charged side chains) or (AM2) = 130
(eA)2 (typical of the protein with all side chains). The most
critical parameter appears to be the protein radius rl. When
charged side chains are included in the protein region, esti-
mates of e1 range from 16 [r1 = 17 A, r2 = 24 A, 2 = 110, (AM2)
= 120 (eA)2] to 37 [ri = 15 A, r2 = 23 A, 2 = 70, (AM2) = 140
(eA)2], giving an uncertainty on the order of ±10 units. e1 is
very insensitive to 62.

When charged side chains are excluded from the inner
protein region, the sensitivity of e1 to the model parameters is
greatly reduced. Estimates of e1 then range from 2.9 to 5.3.

Radial Variation of the Protein Dielectric Constant. We
now divide the protein itself into two regions: we view the inner
part as a microscopic cavity, whose dielectric constant E1 will
be derived from its dipole fluctuations, and the outer part as
a continuum (Fig. 3a). By varying the radius r, of the inner
region, we can analyze the radial variation of the protein
dielectric constant.
We must, however, make an assumption about the dielectric

constant of the outer portion of the protein, 62. We can assume
for example that the two protein regions have the same
(unknown) dielectric constant, e1 = 62. Or we can set 62 equal
to the overall protein dielectric constant obtained in the
previous paragraph, 62 = 24-25. These two assumptions tend
respectively to underestimate and to overestimate the theo-
retical G.
The theoretical G is plotted in Fig. 3b as a function of r1 for

several values of e1 (with the assumption e1 = 62; results with
82 = 25 are similar). Numerical results from the simulation are
superimposed. When charged side chains are excluded from
the protein regions, the observed G factor varies smoothly with
r1. For r, 2 12 A, it follows approximately the theoretical curve
corresponding to e1 = 3-3.5. For ri c 10, it follows the curve
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FIG. 3. (a) Geometry of the four concentric dielectric regions.
Charged groups are gray. (b) G as a function of rl, with and without
charged side-chain contributions. Theoretical curves are labeled by the
value of the inner dielectric e1.

E1 = 1.5-2. Thus, the dielectric constant of the protein
decreases in the inner part of the molecule, which is less polar
and mobile than the exterior. This is consistent with the
requirement of a low reorganization free energy for charge
transfer to and from the heme (5).
When charged side chains are included in the protein

regions, the observed G values increase sharply as ri increases
from 12 to 16.5 A. The corresponding dielectric constant
increases from the internal value of 1.5-3, up to 24-25.

CONCLUSION
We have used Frohlich-Kirkwood theory to analyze two long
molecular dynamics simulations of cytochrome c, with 1400
explicit water molecules and spherical boundary conditions.
The protein is viewed as one or more spherical dielectric
media, characterized by their macroscopic dielectric constants.
With this spherical idealization, the protein dielectric constant
is simply related to its mean square dipole fluctuations.

Details of truncation and boundary conditions should not
affect our results qualitatively. While the boundary conditions
do affect the water density (25) and dielectric constant (Fig. 1),
they are known to give protein fluctuations in good agreement
with periodic boundary simulations (19, 29). The spherical
geometry allows us to treat the electrostatic boundary condi-
tions rigorously, and the theoretical protein dielectric constant
is very insensitive to the exact solvent dielectric constant 62.
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e2=72 r22 \_ -- e288

r2-=24

<MA2>=18
rl=1
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The probability distribution of the protein's AM2 from the
simulations (not shown) agrees with a recent continuum
prediction (30); and the solvent reaction field at the protein
center is within 50% of the continuum prediction. Further-
more, simulations of two other proteins with periodic bound-
ary conditions and different truncation schemes gave a similar
si (with all side chains) (18).
Although the continuum approximation is severe at the

molecular level, the theory and simulation results are fairly
consistent, as long as the charged portions of the charged
protein side chains, concentrated at the protein/solvent inter-
face, are viewed as part of the outer, solvent medium. In this
case, our estimated protein dielectric constants of 4.7 ± 1.0
and 3.4 ± 1.0 for ferro- and ferricytochrome c agree with
experimental results on powders of cytochrome c (and other
proteins). These should be comparable, since all side chains
are expected to be neutral in the dry powders. The sensitivity
of our estimates to model parameters, including the protein
radius and the solvent dielectric constant, is fairly modest; the
dipole fluctuations are reasonably isotropic (Table 1); and the
statistical uncertainty of (AM2) is small. Analyzing the radial
variation of cl, it appears that two regions can be distinguished
within the protein. The innermost region, made up of atoms
less than 10-11 A from the molecule's center, behaves like a
homogeneous medium with a dielectric constant of 1.5-2. The
remaining, outer region has a slightly higher dielectric con-
stant, so that the total dielectric constant is 3.4-4.7 for the
whole protein (charged side chains excluded).
The behavior of the charged protein side chains, located at

the protein/solvent interface, is very different from that of the
protein bulk. The mean square dipole fluctuation (AM2) of the
protein is 5-8 times larger when charged side chains are
included. The self-correlations of the charged side chains
contribute 75-95% of the total. Thus the dielectric relaxation
of the whole protein in a perturbing field consists mainly of
mutually independent motions of the charged side chains.
Some of the charged side chains contribute almost as much
individually to (AM2) as all the uncharged side chains together.
The anisotropy of (AM2) is also very large. It is thus difficult
to view the entire protein, charged side chains included, as a
single, homogeneous, isotropic dielectric medium. If one does
take this view (18), the estimated dielectric constant is highly
sensitive to the model parameters, with estimates ranging from
16 to 37 in our case, depending on the model parameters.
This suggests that Poisson-Boltzmann models (11) could

treat the protein bulk as a low-dielectric medium and the
charged surface groups either as part of the solvent region
(e.g., ref. 31) or as another, intermediate, region.

Simulations were done on the Cray YMP-C98 computer of the
Centre National de la Recherche Scientifique.
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