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The Role of Histone Tails in the Nucleosome: A Computational Study
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ABSTRACT Histone tails play an important role in gene transcription and expression. We present here a systematic compu-
tational study of the role of histone tails in the nucleosome, using replica exchange molecular dynamics simulations with an im-
plicit solvent model and different well-established force fields. We performed simulations for all four histone tails, H4, H3, H2A,
and H2B, isolated and with inclusion of the nucleosome. The results confirm predictions of previous theoretical studies for the
secondary structure of the isolated tails but show a strong dependence on the force field used. In the presence of the entire
nucleosome for all force fields, the secondary structure of the histone tails is destabilized. Specific contacts are found between
charged lysine and arginine residues and DNA phosphate groups and other binding sites in the minor and major DNA grooves.
Using cluster analysis, we found a single dominant configuration of binding to DNA for the H4 and H2A histone tails, whereas H3
and H2B show multiple binding configurations with an equal probability. The leading stabilizing contribution for those binding
configurations is the attractive interaction between the positively charged lysine and arginine residues and the negatively
charged phosphate groups, and thus the resulting charge neutralization. Finally, we present results of molecular dynamics sim-
ulations in explicit solvent to confirm our conclusions. Results from both implicit and explicit solvent models show that large por-
tions of the histone tails are not bound to DNA, supporting the complex role of these tails in gene transcription and expression

and making them possible candidates for binding sites of transcription factors, enzymes, and other proteins.

INTRODUCTION

The nucleosome, discovered in 1974 (1,2), constitutes the
lowest-order packing of DNA. Since its discovery, consider-
able effort has been made to understand its structure and
dynamics. High-resolution x-ray measurements have deter-
mined the nucleosome structure in detail to near-atomic res-
olution (1.9 A) (3.,4), but its dynamics remain elusive. The
nucleosome consists of 147 basepairs (bp) of DNA wrapped
around a protein core. The core is made up of two copies
each of four histone proteins, H3, H4, H2A and H2B, result-
ing in an octamer (see Fig. 1). Although this packing fits the
genomic DNA into the small volume of the cell nucleus, it
also hinders gene expression and gene transcription. For ac-
cess to genomic DNA by proteins controlling and express-
ing the genome, the nucleosome must be remodeled, and
such remodeling must include unwrapping of DNA from
the nucleosome core.

The positively charged N(C)-terminal tails of the histone
proteins play a central role in this process; for a general dis-
cussion of histone tails, see Preez and Patterton (5). The
compaction of chromatin into higher-order structures is
mediated by the N-terminal tails of histones H3 and H4
through binding to DNA and/or to acidic regions on the his-
tone octamer surface of neighboring nucleosomes (6-8).
Knowing the structure and dynamics of these tails and their
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role in nucleosome architecture will help us to understand
regulation of gene expression. Whether the tails are intrinsi-
cally disordered (9,10) or have stable secondary structures,
as proposed by circular dichroism experiments (11) and
theoretical studies (12,13), remains an open question. Intrin-
sically disordered histone tails might be able to change their
conformation easily upon binding to other proteins or DNA,
providing a framework to explain their multiple and com-
plex roles.

Posttranslational modifications (PTMs) of the tails, i.e.,
acetylation, phosphorylation, and methylation, will change
their structure and thus their function. Acetylation of H4-
tail lysines results in reduced compactness of chromatin, al-
lowing transcription factors to access the DNA in acetylated
chromatin regions (14-16). A modification of histone tail
H3 (K27M) has been correlated with the occurrence of can-
cer (17). A recently published study suggests that chromatin
condensation on mitosis is triggered by a cascade of PTMs
of the H3 and H4 tails (18).

The conformation and role of histone tails in the nucleo-
some have been examined in experimental studies using,
e.g., circular dichroism (CD) (11,19) or NMR and
hydrogen-deuterium (H/D) exchange (20-22). Since the
structural propensity of individual amino acid residues
strongly depends on their environment (23), electrostatic in-
teractions between histone tails and the nucleosomal DNA
may affect the structure adopted by the histone domains in
the nucleosome. Whether histone tails bind to DNA, and
whether this interaction stabilizes or destabilizes a specific
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FIGURE 1 The nucleosome and histone tail se-
quences, showing 147 bp of DNA wrapped around
a protein core. The protein core is made up of four
histone proteins, H3, H4, H2A, and H2B (blue, red,
yellow, and green, respectively). We extended the
nucleosome by 10 bp of DNA on each side. Se-
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secondary structure (19), is still unclear. Wang et al. con-
cluded that although in native tails the a-helical content ap-
pears to depend on interaction with DNA, acetylated tails
show an increase in a-helical content relative to native tails,
independent of DNA interaction (11).

Experiments on single nucleosomes using H/D exchange
NMR methods (21) found that residues 16-22 of the H4 tail
bind to DNA whereas the rest, i.e., residues 1-15, are mo-
bile. Furthermore, a large part of the H3 tail was found to
be highly flexible and disordered, a finding also confirmed
by results from nucleosome arrays (22). However, the bind-
ing of residues 16-21 of the H4 tail to DNA of single nucle-
osomes was not observed in the arrays (22), in which the
whole H4 tail was found to be highly flexible and mobile,
suggesting that these domains have somewhat different
properties in single nucleosomes (low concentration) than
in highly concentrated arrays. The finding that H3 and H4
tails in condensed nucleosome arrays are highly flexible
and mobile indicates that chromatin compaction does not
require specific protein-protein or protein-DNA contacts.
However, the authors of an H/D exchange NMR study of
12-mer nucleosome arrays (20) concluded that the H3 tail
forms stable folded structures in highly condensed chro-
matin fibers, leaving the question open.

Other studies using various coarse-grained models have
focused on internucleosomal interaction and chromatin
compaction, including the role of histone tails. Although it
might be asked to what extent modeling histone tails as sim-
ple beads on a chain can provide a correct picture of their
role in chromatin compaction, these studies have provided
a preliminary idea of the dynamics of this complex system
(24-29). Another coarse-grained study of DNA unwrapping
showed long-lived DNA detachment (30), part of which in-
volves binding of the H3 tail to the protein core, which
blocks the DNA from rebinding to it. Removal of the H3
tails caused the long-lived detachment to disappear. This
suggests that the H3 tail may stabilize DNA detachment dur-
ing the initial stages of nucleosome remodeling.

There are a limited number of all-atom simulations (for a
recent review, see Biswas et al. (31)), for example, the im-
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are also shown, with charged residues lysine and
arginine indicated in blue and red, respectively.
To see this figure in color, go online.

plicit solvent MD simulation by Ruscio and Onufriev (32),
which focused on the flexibility of nucleosomal DNA, and
the explicit solvent MD simulations of Roccatano et al.
(33) and Biswas et al. (34), which examined the dynamics
and the impact of a truncation of the histone tails. The trun-
cation of the tails, similar to PTMs, resulted in a destabiliza-
tion of the histone core, probably due to the absence of
histone-histone and histone-DNA polar contacts (34). In a
further study, by Ettig et al., steered MD simulations were
used to investigate DNA-histone interactions and unwrap-
ping of nucleosomal DNA (35).

Further all-atom studies focused on the structure of iso-
lated histone tails (neglecting the nucleosome core particle)
and the effect of PTMs (10,12,13). These studies used
replica-exchange molecular dynamics (REMD) simulations
together with explicit or implicit solvent models. The results
suggested that specific secondary structures for histone tails:
H3 and H2B were partly o-helical and that the H4 tail
formed a stable (§-sheet or a-helix. Modification of lysine
residues was shown to alter the structure of the H3 and
H4 N-terminal peptides. However, only one force field
was used in these studies, making firm conclusions difficult,
as secondary structural properties depend on the force field
used (36,37). Furthermore, none of these studies included
the nucleosome core particle and the effect of the negatively
charged DNA surface on the tail structure was not consid-
ered. Two recent simulations of the H4 tail and part of the
nucleosomal DNA focused on interactions of the H4 tail
with DNA and the effect of PTM on H4 binding to the
DNA surface (38,39). The latter study found that H4K16
acetylation partially orders the H4 tail and increases the
probability of adopting a-helical configurations, resulting
in stronger binding of the acetylated H4 tail to DNA
compared to the nonacetylated form, perhaps contrary to
what one might expect from electrostatic interactions. The
difference in binding affinities was attributed to nonelectro-
static contributions, i.e., hydrophobic interactions, leading
to more contacts with the DNA surface.

In this work, we study the role of histone tails in
the nucleosome. Isolated tails tend to form a secondary
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structure in the simulation that disappears in the presence of
the nucleosome. We observe that the positively charged tail
residues, lysine and arginine, contact the phosphate groups
or bind to the minor or major groove of DNA, resulting in
stable binding configurations of the tails on the DNA sur-
face. Special emphasis is placed on testing the robustness
of results to variation of the force field.

MATERIALS AND METHODS
Model structure

The nucleosome model contains the eight histone proteins with their tails
and 147 bp of DNA (PDB ID 1KX5 (4)) plus 10 bp of linker DNA added
at each end (for details, see Voltz et al. (30)). The choice of simulating
the nucleosome core particle with 10-bp DNA linkers is motivated by the
fact that H3 tails, which are at the entrance and exit points of the nucleo-
some, can also bind fully to DNA to model the behavior in oligonucleo-
somes, as described by Arya and Schlick (28). We simulated isolated
histone tails and the whole nucleosome. The structure of the nucleosome
and the sequences of the histone tails are shown in Fig. 1.

Simulation methods

We used REMD simulations to sample the configurational space (40-42). In
REMD, multiple copies of the system are simulated at different tempera-
tures and attempts are made routinely to exchange the configurations of
two systems at neighboring temperatures based on the Monte Carlo Metrop-
olis criterion. This enables the system to overcome high energy barriers be-
tween different states in conformational space (folded/unfolded or bound/
unbound) and thus improves sampling. The simulations spanned a temper-
ature range from 300 K to 550 K and the temperature spacing was chosen to
reach a uniform exchange probability of ~0.1. Using a step size of 0.002 ps
and an exchange attempt every 100 steps (0.2 ps) results in an expected ex-
change every 2 ps. To obtain this exchange rate, we had to simulate 8—12
replicas depending on the number of atoms in the simulated histone tail
(for more details about each histone tail, see Fig. S1 in the Supporting Ma-
terial). We checked the robustness of results for the H2A tail against vari-
ations in the REMD parameters, i.e., a higher exchange probability (0.2),
and less frequent exchange attempts. Details of these simulations can be
found in the Supporting Material.

To accelerate conformational sampling even more, we used the general-
ized Born solvation model developed by Onufriev et al. (43) to mimic sol-
vent effects in the simulations. For the intrinsic radii, we used modified
Bondi van der Waals radii (mbondi2) from the Amber package (44.,45).
The surface tension was set to 2.25936 kJ/mol/nm? (43). The exterior sol-
vent dielectric constant was set to 78.5. The salt concentration was set to
0.15 M and thus mimics the physiological environment.

We used the GROMACS 4.5.7 package (46—49). The energy was mini-
mized using the conjugate gradient method. To maintain the temperatures,
a velocity rescaling with a stochastic term (50) was used (similar to Berend-
sen coupling), which ensures that a proper canonical ensemble is generated.
The coupling constant, 7, was 2.0 ps. Conformations were saved every 10.0
ps. The LINCS algorithm (51) was applied to constrain the bonds to
hydrogen atoms. The cutoff for nonbonded interactions and generalized
Born pairwise summation was set to 1.5 nm. We performed two further
REMD simulations for H2A and H3 using a cutoff of 2.5 nm to preclude
a dependence of our results on the cutoff, as described in Anandakrishnan
et al. (52). For both cutoffs, the tails bound to DNA and converged to the
same number of DNA:tail contacts after 5 ns (see Supporting Material).

To save computational resources, we constrained the degrees of freedom
of the whole nucleosome except the histone tail under investigation by
defining them as a freeze group. Atoms that belong to this group were
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kept stationary in the simulation. Constraining the nucleosome results in
a much smaller number of replicas needed to obtain the expected exchange
probability. In this way, we include all interactions between the core and
the tail residues and save resources at the same time. For H2A, we extended
the tail (the nonfrozen part) by 13 residues (up to Q104) to give it more
freedom to bind to the DNA surface. We also performed a test run relaxing
a further 16 residues of the H4 histone to assess the robustness of the results
with respect to the number of nonfixed residues (see the Supporting
Material).

Simulations of all four histone tails were performed with and without the
nucleosome core particle. The REMD simulations were conducted up to
160 ns for tails H3, H2A, and H2B and up to 120 ns for H4, depending
on convergence. For analysis we have chosen the lowest temperature level
of the REMD simulation, i.e., T = 300 K.

Currently available force fields are known to differ in their reproducing
of experimental data and their predictions for observables like secondary
structure. Some force fields are known to overstabilize certain types of
secondary structure, e.g., helical structures with CHARMM?27 (53) or
Amber03 (54). For extensive studies comparing existing force fields, we
refer the reader to Cino et al. (36) and Lindorff-Larsen et al. (37) or Best
et al. (55). Further optimization of these force fields with direct use of
the helical content of short peptides as fitting data resulted in an improve-
ment of these deficiencies (see Tzanov et al. (56,), Huang and MacKerrell
(57), and citations therein). It remains unclear whether these force fields
provide a good description when extrapolating to the unknown region of
intrinsically disordered proteins. This makes it necessary to test how robust
the results are against variation of the force field. In our study, we were
limited to force fields that also include parameters for nucleic acid. This
limits our choice to different versions of Amber and Charmm force fields.
Since first test runs of isolated histone tails using CHARMM27 have shown
a high overstabilization of an «-helix, we excluded them. Finally, we
limited our study to force fields Amber99SB (58), Amber03 (54), and Am-
ber99SB-ILDN (59).

To examine the possible effect of explicit treatment of the solvent on the
conclusions drawn from REMD with implicit solvent, we also performed
MD simulations with an explicit solvent model (TIP3P). For this, we
used the stable structure of the tails found in the REMD run as the initial
structure. The water box was chosen such that the distances between the
most distant atoms of the nucleosome and the box edges were 1.2 nm.
The final size of the system, including water, was 594,113 atoms. The cutoff
for nonbond interactions was set to 1.2 nm, and we used periodic boundary
conditions and the particle mesh Ewald summation technique. Ions were
added to neutralize the system, and further salt (NaCl) was added to repre-
sent 0.15 M ionic concentration. After the system was minimized using the
conjugate gradient method, we equilibrated the system in the NVT
ensemble (2 fs time step). Velocity rescaling with a stochastic term (50)
and a coupling constant of 7= 1.0 ps was used. After 200 ps of NVT simu-
lation, the system was equilibrated for 1 ns in an NPT ensemble. The
LINCS algorithm (51) was applied to constrain the bonds to hydrogen
atoms. In contrast to the implicit REMD simulations, no further constraints
were used in the explicit REMD simulations.

REMD temperature space and convergence

The temperature trajectories of the REMD calculation are shown in Fig. S1.
For the four simulations, all trajectories visit all temperature levels, indi-
cating a sufficient exchange between temperature levels.

All simulations converged with respect to secondary structure (see
Fig. S10), yielding a 120 ns trajectory for H4 and 160 ns trajectories for
H3, H2A, and H2B.

Data analysis

We have chosen the first 10 ns as the equilibration phase.

Biophysical Journal 107(12) 2911-2922
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Definition of secondary structure

The secondary structure content of histone tails was calculated using the
DSSP algorithm (60), which measures the backbone hydrogen bonding
pattern.

Cluster analysis

Structures with pairwise root mean-square deviations below the 0.2 nm cut-
off were clustered in the same group, and the cluster center was selected as
the representative structure. The root mean-square deviation was calculated
based on C, atom coordinates.

Definition of contacts

To define contacts between histone tail residues and the DNA surface, we
used the VMD measure contacts tool. The threshold distance for a contact
was set to 0.3 nm. We used the same cutoff to study the neutralization of
positively charged lysine and arginine residues and the negative phosphate
groups of DNA. When a positive side chain made contacts with two phos-
phate groups, or one phosphate group was in contact with two side chains,
we always chose the pair with the smaller distance to count the neutralized
charges.

Hydrogen bonds

For an analysis of hydrogen bonds within the histone tails, we used as
criteria a donor-acceptor distance of <0.35 nm and a hydrogen-donor-
acceptor angle of <30°.

RESULTS AND DISCUSSION

Isolated tail results and comparison with previous
results

We first focus on the isolated histone tails and compare our
results with those of previous studies (10,12,13,39). Fig. 2
shows the secondary structure of the isolated histone tail
H4 as a function of time from simulations using three
force fields: Amber99SB (58), Amber99SB-ILDN (59),
and Amber03 (54). Results for H2A and H2B can be found
in the Supporting Material. Amber99SB-ILDN, and to
some extent Amber99SB, forms a transient §-sheet in the
H4 tail. However, although the 3-sheet was stable in Potoyan
and Papoian (10) using Amber99SB, it is not stable in our
simulation of the isolated H4 tail. It disappears or switches
to an a-helix for Amber99SB. Possible reasons for the higher
stability found by Potoyan and Papoian (10) could be their
use of explicit solvent or a shorter trajectory (60 ns). Results
for the Amber03 force field in Fig. 2 clearly converge to sta-
ble a-helices between residues A15 and K20 and another one
around residue 24, confirming the results reported in Yang
and Arya (13) using Amber03. Amber03 seems to produce
an energy surface with a distinct and clear minimum for an
a-helix, whereas Amber99SB and Amber99SB-ILDN pro-
duce a more widely distributed configurational space for
the secondary structure (showing a (§-sheet, a-helix or coil).

Fig. 3 shows the secondary structure of the isolated H3
tail. As reported in Liu and Duan (12), using force field
Amber03, residues K4 and K9 are part of an «-helix. How-
ever, in our study, this a-helix is not stable with force fields

Biophysical Journal 107(12) 2911-2922
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FIGURE 2 Secondary structure of the isolated H4 histone tail. Shown are
results for the lowest temperature, 300 K, of the REMD calculation using
Amber99SB (58), Amber03 (54), and Amber99SB-ILDN (59) force field.
The gray area corresponds to 10 ns of equilibration. To see this figure in
color, go online.

Amber99SB and Amber99SB-ILDN, as it disappears after
80 ns. Further results in Fig. 3 show a stable a-helix for
all three force fields between residues 14 and 26 (black
box), also confirming previous results (10).

Figs. S11 and S12 show the secondary structure of histone
tails H2B and H2A, respectively. H2B forms a stable «-helix
between residues 15 and 26 (black box) for Amber03 and
Amber99SB-ILDN. Using AmberSB99 also tends to pro-
duce a helix in this region. The H2A tail forms a helix
between residues 2 and 7 for all three force fields, in
disagreement with the results of Potoyan and Papoian
(10). A reason for this could again be the limited sampling
in that study (10).

The results presented here indicate that it is risky to draw
a conclusion about the secondary structure of histone tails
based on only one force field, particularly for H4. The H4
tail may fold into an a-helix or a §-sheet, or may not have
any ordered structure. H3, H2A, and H2B show a high ten-
dency to form an a-helix for all tested force fields. The bias
of certain force fields has been widely discussed in the liter-
ature (see, e.g., Lindorff-Larsen et al. (37)). Amber03 force
field is known to overstabilize helical structures, whereas
Amber99SB-ILDN is known to understabilize them (37).
We therefore cannot draw firm conclusions regarding the
stability of the secondary structures or in which configura-
tion any given isolated tail exists. However, the results
above are consistent with previous results for histone tails
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FIGURE 3 Secondary structure of the isolated H3 histone tail. Shown are
results for the lowest temperature level, 300 K, of the REMD calculation
using force field Amber99SB (58), Amber03 (54), and Amber99SB-
ILDN (59). The gray area corresponds to 10 ns of equilibration. To see
this figure in color, go online.

(12,13), as well as with previous studies using an explicit
solvent model (10), and they should be considered a bench-
mark justifying our methods (REMD and implicit solvent).

Secondary structure of histone tails on the
nucleosome

Histone tails are known to play an important role in nucle-
osome dynamics and thus in gene expression and transcrip-
tion. We expect that the rest of the nucleosome, especially
the negatively charged surface of the DNA, has a strong ef-
fect on the structure of the N(C)-terminal tails. Fig. 4 illus-
trates the secondary structure of all four histone tails in
simulations of the whole nucleosome using force field
Amber99SB (58). The configurations of all histone tails
are dominated by bends (green), turns (yellow), and coils
(white). In particular, H4 shows a stable bend for residues
7-11 over almost the whole trajectory. To preclude that in
this case the tail is trapped in a local minimum, Fig. S13
shows the RMSD, dihedral angles, end-to-end distance,
and radius of gyration of this segment (for results for other
tails, see the Supporting Material). A transient «a-helix or a
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(-sheet can be seen, but none is stable, with the exception of
the H2A tail. For H2A, coils and bends dominate initially up
to 90 ns, but afterward, a stable 3,,-helix forms between res-
idues (4), 5, and 7, corresponding to residues (T120), E121,
S122, and S123 situated between charged residues K119
and K124 (see also Fig. 1). In the isolated H2A tail, exactly
this part forms a stable «-helix (see Fig. S12). Here, the
binding of the lysines to the DNA surface shifts the «-helix
to a 3,p-helix, with only the latter structure being compatible
with the constraints given by the charged DNA phosphate
groups. The effects of the charged DNA surface are even
stronger for the H3, H4, and H2B tails. For these, although
a high tendency to adopt secondary structure was noted in
simulations of isolated tails, no secondary structure is found
when simulating the whole nucleosome. The presence of the
DNA (the negatively-charged phosphate groups) destroys
the secondary structure of these tails (also predicted by
the coarse-grained study (29)). The reason for this is the
attraction of the side chains of lysines and arginines to the
DNA phosphate groups, which is not compatible with a sec-
ondary structure. The tail configuration is thus governed by
the charged phosphate groups. An explanation of this will be
given later in the text. This shows that the whole nucleo-
some has to be considered for an understanding of the role
of tails in nucleosome dynamics and PTM.

To examine whether the above results depend on the force
fields and the initial structures used, we repeated the
simulations for the H4 tail starting from a conformation in
which residues 3-19 participate in an a-helix (the prepara-
tion was done by running the nucleosome without DNA us-
ing the CHARMM27 force field). Fig. 5 shows the results
of 80 ns REMD simulations using Amber99SB (58),
Amber03 (54), and Amber99SB-ILDN (59). For all force
fields, the initial a-helix disappears. In Amber99SB-ILDN
and Amber(03, a small helical content remains, but a stable
helical configuration is not found. The higher structure
content for Amber99SB-ILDN and Amber03 is mainly
due to their having a higher content of turns compared
to Amber99SB. The «a-helical content disappears with an
increasing number of DNA:tail contacts, but no direct corre-
lation exists between these two (see Fig. S15).

The reason for the disappearance of the «-helix is that in
the helical configuration shown in Fig. 5, the attractive inter-
action between phosphate groups and charged tail residues
outcompetes the stabilization of the helix by hydrogen
bonds. We show later that hydrogen bonds exist between
histone tail residues and can be important for the stability
of certain binding configurations of histone tails on the
DNA surface, but do not result in an ordered structure
such as an a-helix.

The secondary structure of histone tails derived from
REMD simulation may be compared with the results of
CD experiments. For H2A and H2B, we find no secondary
structure, in agreement with experimental results presented
by Baneres et al. (19). However, our simulation results do

Biophysical Journal 107(12) 2911-2922
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FIGURE 4 Secondary structure of H4, H3, H2B, and H2A histone tails. The whole nucleosome was simulated and the Amber99SB force field (58) was
used. Different types of structure are colored as indicated. The gray area corresponds to 10 ns of equilibration. To see this figure in color, go online.

not agree with the finding in that study (19), as well as a
study by Wang et al. (11), that H3 and H4 tails have an «-
helical conformation attributable to their interaction with
DNA. Nevertheless, a variation of the salt concentration in
Wang et al. (11) did not support the conclusion that the
H4 tail adopts an «-helical conformation upon binding to
DNA, as the salt-dependent dissociation should lead to a
decrease of the a-helical content.

Contacts and cluster analysis

To determine at which DNA sites the charged and other res-
idues of the histone tails bind, Fig. 6 shows the probability
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FIGURE 5 Independence of results from initial configuration and force
field used. (A) H4 tail initial configuration, consisting of DNA (orange),
phosphate groups (orange beads), histone proteins (green), lysine (blue),
and arginine (red). (B—D) Number of contacts with DNA (atom-based)
and number of residues participating in a structure (a-helix + (-sheet +
B-bridge + turn) or in an «-helix. Used are the Amber99SB, Amber03,
and Amber99SB-ILDN force fields. Data were averaged over 10 frames
(0.1 ns). To see this figure in color, go online.
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of contacts between H4 tail residues and DNA phosphates
during the last 40 ns of the trajectory (for other histone-
tail binding probabilities, see Figs. S17-S19). H4 tail resi-
dues make specific contacts with the two DNA strands
(see also Fig. 7). Most contacts are between arginine and
lysine residues and DNA. Arginines and lysines are also
found between two phosphate groups. The remaining con-
tacts are made by threonine and glycine, which are in
most cases next to a lysine or arginine. Examples for the
H4 tail are: G2, G7, G9, G13, and G14 (Gly"*", Gly'*,
Gly'", Gly'*®, and Gly'*). Fig. S16. shows a more detailed
picture of these last 40 ns split into 5 ns intervals. The con-
tacts are stable over the whole 40 ns interval apart from a
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FIGURE 6 Probability of contacts between histone tail residues and
DNA phosphate for the H4 tail. The last part of the trajectory (80—
120 ns) was studied and the threshold for a contact was 0.3 nm. Colored
boxes indicate different DNA strands. To see this figure in color, go online.



The Role of Histone Tails in the Nucleosome

H4

# cluster of type/# frames

Rg (nm) 1.10
end/end (nm) 2.18

Rg (nm) 1.16
end/end (nm) 2.57

FIGURE 7 Results of a cluster analysis of the H4 tail trajectory. Proba-
bility and conformations of the cluster representative of the three most
populated clusters are shown. The cutoff was 0.2 nm and the last part of
the trajectory (80—120 ns) was used. The two DNA strands involved in bind-
ing of the H4 tail are colored orange and green. Spheres represent phosphate
groups of DNA, and lysine and arginine residues are colored blue and red,
respectively. The gray sphere is the end of the tail connected to the histone
core. Yellow lines indicate interactions between the histone tail and the
DNA. Radius of gyration, R,, and end-to-end distance are given for each
cluster. To see this figure in color, go online.

fast jump back and forth of K8, G7, and G8 to neighboring
nucleotides.

The same is true for histone tails H2A, H2B, and H3. For
the latter two tails, however, contacts are distributed over
more residues, especially for the free end of the tail (Figs.
S17 and S18). H3 and H2B contain more charged lysine
or arginine residues, thus enabling more combinations
with phosphate groups. Interestingly, there are also charged
lysine and arginine residues that do not make contacts with a
phosphate group, i.e., K16 of the H4 tail and K24 and R30 of
the H2B tail. The side chains of these residues are found in
the DNA groove.

It is interesting to examine whether there are preferred
stable binding configurations of the histone tails on the
nucleosome surface. Fig. 7 shows the result of a cluster anal-
ysis over the last 40 ns of the trajectory of the H4 tail, illus-
trating the probability distribution and conformations of the
three most populated clusters. The radius of gyration, R,,
and end-to-end distance of these clusters are also indicated.
As expected, the side chains of lysine and arginine residues
make contacts with the DNA phosphate groups. We recall,
however, that K16 is found in the DNA groove in all clusters
(as was found also by Potoyan and Papoian (39)). Although
contacts between charged side chains and the phosphate
groups originate from charge-charge interactions, the origin
of the binding of K16 to the groove is cation-7 interactions
with the surrounding basepairs (see Fig. S20). For a study of
cation-m interactions in protein-DNA complexes, we refer
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the reader to Gromiha et al. (61). Distances and angles be-
tween the cationic group of K16 and the basepair rings of
surrounding adenine and guanine are in the same range
found for ions (62). For further details about distances and
angles, see Fig. S20.

To understand the occurrence of a dominant stable cluster
in the H4 trajectory, we mapped the distances between tail
residues and phosphate groups for each cluster in Fig. 7
(see Fig. 8). Such maps for the H2A, H2B, and H3 histone
tails can be found in Figs. S21-S29. Furthermore, we also
characterized the hydrogen bonds between the tail residues.
Table 1 shows the data for all clusters of H4, as well as the
other histone tails, including the probability of each cluster,
the radius of gyration, R, the number of neutralized
charges, and the number of tail residues in a DNA groove.
The data for the other histone tails are shown in the same
table.

For the H4 tail, we find a total of 7, 6, and 6 neutralized
charges for clusters 1-3, respectively. In addition, we find 9,
8, and 8 hydrogen bonds between tail residues. Thus, the
number of bound residues for both types of interaction
agrees with the ranking of clusters found for H4 in Fig. 7.
Similar behavior is seen for histone tail H2A. Cluster 1
has a population of 0.71 and has all charged side chains
neutralized by contacts to phosphate groups, whereas clus-
ter 2 has a population of 0.20 with only four charges neutral-
ized. In the latter configuration, the remaining charged
residue K126 is found in the major groove of DNA, indi-
cating that binding to a phosphate group is more favored
than binding to the DNA groove. Comparing the radii of gy-
ration one can conclude that the more charges are neutral-
ized, the more compact are the configurations, since the
repulsive interaction between the positively charged tail res-
idues decreases.

The same applies to the results of the H2B tail. H2B con-
tains many more charged residues than H4 and H2A (see
above), enabling more combinations with phosphate groups
and resulting in a broader distribution of the cluster proba-
bility (see Table 1). Comparison of the number of neutral-
ized charges does not explain the ranking of clusters:
cluster 2, with nine neutralized charges, has a slightly higher
probability than clusters 3 or 4, which have 10 neutralized
charges. Here, hydrogen bonds between histone tail residues
seem to become important, and could explain the probabil-
ity distribution of the clusters found.

For the H3 histone tail, 13, 12, and 12 of the 14 charged
residues are bound to a phosphate group in clusters 1-3,
respectively. This, together with the number of hydrogen
bonds, explains the ranking of the clusters. The high number
of hydrogen bonds seems to lead to the opposite trend in the
radius of gyration for H3 compared to the other three tails.

Comparing distance maps for different clusters of the H4
tail in Fig. 8, one can see that between residues A15 and 126
(Ala'? and Ile'®"), the maps do not differ. This indicates
that this part of the tail is always bound to the DNA and
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is less flexible than the rest of the tail. H4 residues are bound
up to K16, which is also a common target for PTMs. This
is consistent with the results of H/D exchange NMR mea-
surements on the single nucleosome (21), in which residues
1-15 in H4 were found to be flexible, whereas residues 16—
22 fold onto the nucleosome core. Furthermore, Zhou et al.
(21) found that a K16Q mutation in H4, a mimic of K16
acetylation, leads to structural disorder of the basic patch
(K16R17H18R19). One could expect that mutation of
K16, which in our results is bound to the minor DNA
groove, could lead to a similar destabilization of this basic
patch. This could be the focus of a future study of PTMs
of the H4 tail.

Zhou et al. (21) also found that a major part of the H3 tail,
i.e., residues 3-36, was highly flexible (mobile). Gao et al.
found that H3 tail residues 1-35 (38) are flexible and not
attached to the DNA surface, both in nucleosome arrays
and high densities (22). A similar conclusion can be drawn
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Distance (nm

FIGURE 8 Key tail:DNA interactions of the H4
tail. (A) Distance map of tail residues and the phos-
phate group of each nucleotide for the three most
populated clusters of the H4 tail. Orange and green
boxes indicate the two strands of DNA, as in Fig. 7.
Blue circles and red circles indicate contacts be-
tween lysines and arginines, respectively, and
DNA phosphate (cutoff 0.3 nm). Green numbers
denote the number of neutralized charges. (B) Sche-
matic view of tail:DNA interactions. Gray boxes
indicate interactions found in all three clusters.
Red dashed line illustrate the cation- interaction
of K16. To see this figure in color, go online.

from our results for H3 in Fig. S22. Distance maps 1-3 agree
well for residues 34-44, but differ for the rest of the
residues.

Results for an explicit solvent model

To examine whether the above conclusions still hold in the
presence of explicit solvent at physiological salt concentra-
tions, we performed MD simulations of the whole nucleo-
some with explicit solvent and 0.15 M salt, focusing on
the H4 tail. As the initial configuration for the H4 tail, we
used a representative of cluster 1 in Fig. 7. Fig. 9 shows re-
sults for the secondary structure of the H4 tail (results for the
other tails can be found in Fig. S30). In general, the explicit
solvent MD trajectory does not exhibit stable secondary
structure. Results for the structure of the implicit solvent
REMD (see Fig. 4) and explicit solvent MD simulations
are almost identical between K16 and 126.
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TABLE 1 Results of a cluster analysis for all four histone tails
H4

Cluster ~ Probability ~ H-bonds R, (nm) Neutral (9) Groove
1 0.72 9 1.07 7 1

2 0.13 8 1.10 6 1

3 0.11 8 1.16 6 1
H2A

Cluster  Probability =~ H-bonds R, (nm) Neutral (5) Groove
1 0.71 2 0.75 5 0

2 0.20 2 0.87 4 1
H2B

Cluster ~ Probability =~ H-bonds R, (nm)  Neutral (15)  Groove
1 0.29 10 1.06 11 2

2 0.27 12 1.11 9 2

3 0.22 11 1.08 10 2

4 0.11 6 1.09 10 2
H3

Cluster ~ Probability =~ H-bonds R, (nm)  Neutral (14)  Groove
1 0.40 18 1.31 13 0

2 0.22 16 1.25 12 0

3 0.18 13 1.16 12 0

We present only clusters with a probability >0.1. Shown are number of
hydrogen bonds between the histone tail residues (H-bonds), radius of gy-
ration (R,), and number of neutralized charges (Neutral) for each cluster
representative, with the number of total positive charges on each histone
tail in parentheses. The last column shows the number of residues found
in the DNA groove.

Fig. 10 shows the results of cluster analysis of the simula-
tion with explicit solvent. We split the trajectory into 40-ns-
long segments. The cluster population evolves from a broad
distribution, where the most populated cluster still resembles
the starting configuration, to a distribution dominated by one
single configuration with a probability of 0.94. Comparing
this dominant conformation and the starting configuration
in Fig. 7, one sees that some lysines and arginines are no
longer bound to the phosphate groups. However, the basic
patch K16R17H18R19, which was bound to DNA in the
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FIGURE 9 Secondary structure of the H4 tail of a MD simulation with
explicit solvent. Force field Amber99SB (58) was used. Different types
of structures are color-coded as indicated. The simulation was initialized
with the most probable configuration identified by the cluster analysis in
Fig. 7. To see this figure in color, go online.
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REMD results and in the study by Zhou et al. (21), remains
attached after 120 ns of MD simulations with explicit water.
This can be seen more clearly in the distance map in Fig. 10.
In addition to K16, R17, and R19, R23 remains attached
(compare the discussion above and the results of Zhou
et al. (21)), yielding the same conformation for residues
K16-126 in the implicit as in the explicit solvent simulations
(see Fig. 10 B). A similar result can be seen for the H3 tail
from K36 to G44, confirming results reported by Gao et al.
(22) and for the H2B tail from K378 to E397, since the
charged residues remain attached to DNA (see the Support-
ing Material). In the explicit-solvent simulation, K16 of H4
is still bound in the minor groove. This again brings up the
question of whether acetylation of K16 would lead to detach-
ment of the whole H4 tail. In contrast, we find that K8, K12,
and K20 are not bound to DNA (K20 is also unbound in the
implicit REMD simulation). This supports the candidacy of
these residues for involvement in interactions with other pro-
teins. Results of Hirano et al., for example, suggest that the
Lamin B receptor, an inner nuclear membrane protein, inter-
acts with the dimethylated K20 (H4K20me2) (63), which is
essential for chromatin compaction.

Our simulation results disagree with an earlier experi-
mental finding by Mangenot et al. (64), who observed a
detachment of histone tails at physiological salt concentra-
tions. They found, for a nucleosome containing 145 bp of
DNA, a transition from a compact state, where all tails are
attached to DNA, to a state where the tails are extended at
50 mM salt concentration. This transition was shifted to
salt concentrations between 50 and 150 mM for nucleosomes
with 165 bp, or to even higher concentrations for a longer
DNA (65). We find a radius of gyration of R, = 4.3 nm,
slightly smaller than that of Mangenot and colleagues,
R, = 4.6 nm (64). The R, value decreased during the first
20 ns, in agreement with the results of Roccatano et al.
(33), and increased over the rest of the simulation time (see
Fig. S34). Whether extending the simulation will increase
the R, further is not clear. Although the mesoscopic oligonu-
cleosome model of Arya et al. (27) reproduced an increase in
R,, i.e., extension of the tails, with increasing salt concentra-
tion, no other computational study confirmed the extension of
histone tails at physiological salt concentrations. Yang et al.
(24), for example, found only a modest degree of detachment
under a wide range of salt concentrations and concluded that
a detachment is not induced by increased salt concentration
but by the presence of other nucleosomes. However, all-
atom MD simulations (33,35) find histone tails stably
attached to DNA at physiological salt concentration, which
may indicate a general problem with MD simulations caused
by periodic boundary conditions and lattice-sum techniques.

CONCLUSIONS

In this study, we performed REMD simulations using an im-
plicit solvent model for all four histone tails, H4, H3, H2A,

Biophysical Journal 107(12) 2911-2922
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FIGURE 10 Results of the explicit MD simula-
tion. (A) Evolution of cluster distribution. (B) Initial
structure from implicit solvent REMD and cluster
representatives of analysis in A. (C—E) Conforma-
tion (C), distance map (D), and DNA:tail interac-
tions (E) of the cluster with highest population in
the last time interval (including results from im-
plicit solvent). To see this figure in color, go online.

and H2B. An important goal was to test results against vari-
ation of the force fields. Our results for the secondary struc-
tures of isolated histone tails confirm those of previous
studies (10,12,13,39). We also show that for the H4 and
H2B tails, the results depend strongly on the force field
used. Further, we demonstrate that for most histone tails, a
secondary structure is not compatible with the negatively
charged DNA surface. An exception to this is H2A, which
changes from an a-helix in the isolated tail to a 3;y-helix
to fit onto the charged DNA surface. We also verified the
robustness of the results for H4 by starting from an «-helical
conformation, using different force fields, and using an
explicit solvent model.

Results from contact maps, distance maps, and cluster
analysis show that lysine and arginine residues make spe-
cific contacts with DNA. The positively charged side chains
of histone tails were found at negatively charged phosphate
groups or in the minor or major groove of the DNA, similar
to the known behavior for ions (62). In cluster analysis, we
found dominant binding conformations for H4 and H2A,
whereas H3 and H2B show a broader probability distribu-
tion. The absence of a dominant binding conformation for
the H3 tail supports the finding of Kan and Hayes (66)
that H3 has multiple functions in chromatin compaction
and regulation because it binds to neighboring nucleosomes
and to the linker DNA of its own nucleosome. The H4 tail,
however, is known to mediate internucleosomal interac-
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tions. We expect the binding behavior of the H4 tail in an
oligonucleosome system to be different (see also Gao
et al. (22)), which makes it difficult to draw a conclusion
about general functions in the nucleosome from the binding
configurations found. The ranking of the cluster, i.e., its
population, is dominated mostly by the attractive interaction
of lysine and arginine residues and phosphate groups,
and thus the number of neutralized charges. However,
hydrogen bonds between tail residues can also contribute
to stabilizing the structures. Comparing the probabilities
of clusters with different binding configurations of the
H2A tail, we conclude that binding to a phosphate group
is more favored than binding to the DNA groove.

Our results are compatible with H/D exchange NMR
measurements on the single nucleosome (21) showing that
part of the H4 tail is bound to DNA, whereas the rest is flex-
ible and mobile. This part of the H4 tail stays attached to
DNA in an explicit solvent MD simulation at physiological
salt concentration. A similar result was found for the H3 tail.
The flexibility and mobility of a major part of histone tails
could enable the binding of enzymes or transcription fac-
tors, thereby explaining the complex role of these structures
in nucleosome dynamics.

As a next step, we plan to investigate the role of PTMs.
Further, spFRET measurements are planned to test our con-
clusions on conformations of histone tails and the binding of
tails to the DNA surface.
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Thirty-four figures and Supporting Materials and Methods are available at
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