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Spontaneous fluctuations in functional magnetic resonance imag-
ing (fMRI) signals of the brain have repeatedly been observed
when no task or external stimulation is present. These fluctuations
likely reflect baseline neuronal activity of the brain and corre-
spond to functionally relevant resting-state networks (RSN). It is
not known however, whether intrinsically organized and spatially
circumscribed RSNs also exist in the spinal cord, the brain’s princi-
pal sensorimotor interface with the body. Here, we use recent
advances in spinal fMRI methodology and independent compo-
nent analysis to answer this question in healthy human volun-
teers. We identified spatially distinct RSNs in the human spinal
cord that were clearly separated into dorsal and ventral compo-
nents, mirroring the functional neuroanatomy of the spinal cord
and likely reflecting sensory and motor processing. Interestingly,
dorsal (sensory) RSNs were separated into right and left compo-
nents, presumably related to ongoing hemibody processing of so-
matosensory information, whereas ventral (motor) RSNs were
bilateral, possibly related to commissural interneuronal networks
involved in central pattern generation. Importantly, all of these
RSNs showed a restricted spatial extent along the spinal cord
and likely conform to the spinal cord’s functionally relevant seg-
mental organization. Although the spatial and temporal proper-
ties of the dorsal and ventral RSNs were found to be significantly
different, these networks showed significant interactions with
each other at the segmental level. Together, our data demonstrate
that intrinsically highly organized resting-state fluctuations exist
in the human spinal cord and are thus a hallmark of the entire
central nervous system.
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Functional magnetic resonance imaging (fMRI) has been used
to study the functional connectivity of the human brain, with

spontaneous fluctuations in the resting-state fMRI signal (1–3)
attracting much attention in the past few years (for review, see
refs. 4–6). Brain regions showing temporally coherent spontane-
ous fluctuations constitute several anatomically consistent “rest-
ing state networks” (RSNs), such as visual, auditory, sensory-
motor, executive control, and default mode networks (7–11).
Consequently, analyses of RSNs are rapidly emerging as a pow-
erful tool for in vivo mapping of neural circuitry in the human
brain and one such approach for exploring RSNs is independent
component analysis (ICA) (12–14). ICA decomposes the data
into spatially independent and temporally coherent source signals/
components. The advantage of ICA over more traditional seed-
based approaches (15) is that it is a model-free, data-driven
multiple-regression approach, i.e., within the ICA framework we
can account for multiple underlying signal contributions (arti-
factual or neuronal in origin) simultaneously and thereby disen-
tangle these different contributions to the measured observations
(16). To date, ICA has been used not only to characterize brain
connectivity in healthy adults (7, 10, 17), but also to assess the
development of brain connectivity at various stages of (18, 19) as

well as across the lifespan (20) and to investigate connectivity
alterations in clinical populations (21–24).
Here, we use this approach to investigate the intrinsic orga-

nization of RSNs in the human spinal cord. The spinal cord is the
first part of the central nervous system (CNS) involved in the
transmission of somatosensory information from the body pe-
riphery to the brain, as well as the last part of the CNS involved
in relaying motor signals to the body periphery. This functional
separation is also evident in the anatomical organization of the
spinal cord, with the ventral part of gray matter involved in
motor function and the dorsal part involved in somatosensory
processing. The corresponding pairs of ventral and dorsal nerve
roots convey information to and from the body periphery with
a rostro-caudal topographical arrangement for both sensory
(dermatomes) and motor innervation (myotomes).
Although such a precise anatomical layout would suggest

clear organizational principles for intrinsic spinal cord networks
(similar to e.g., the visual and auditory RSNs in the brain), it is
not known whether spatially consistent RSNs exist in the spinal
cord. Distinct spatial maps due to cardiac and respiratory noise
sources have been revealed by single subject ICA (25–27), and
a seed-based approach demonstrated correlations between ventral
horns and between dorsal horns (28), but no group patterns of
circumscribed motor or sensory networks have yet been found;
also only a few investigations of task-based functional connectivity
have been performed (29–31). One reason for the apparent lack
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of relevant data is that fMRI is more challenging to perform in
the spinal cord than in the brain (32, 33). The difficulties faced
are mostly due to its small cross-sectional area (∼1 cm2, neces-
sitating the use of small voxel sizes, which leads to a low signal-
to-noise ratio), magnetic susceptibility differences in tissues
adjacent to the cord, e.g., vertebral bodies and spinous processes
(causing signal loss and image distortion), as well as the in-
fluence of physiological noise (obscuring neuronally induced
signal changes).
Here, we used recent improvements in spinal fMRI [i.e.,

acquisition techniques that mitigate magnetic susceptibility dif-
ferences (34), validated procedures for physiological noise re-
duction (35, 36) and techniques that allow voxel-wise group
analyses (37, 38)] to overcome these difficulties and investigate
the organizational principles of RSNs in the human spinal cord.
We hypothesized that dorsal and ventral regions of the spinal
cord would show different patterns of resting activity and fur-
thermore investigated whether the segmental organization of the
spinal cord would be evident in the rostro-caudal spatial layout
of spinal RSNs.

Results
Data Quality. SI Appendix, Fig. S1 shows the power spectrum of
spinal cord fMRI time courses averaged across all participants
during different steps of our data-processing pipeline. After
motion correction, spinal cord data (solid blue line) remains
noisy, with power spread across the entire frequency range, un-
like the low-frequency fluctuations (<0.1 Hz) commonly ob-
served in resting state BOLD signals in the brain. One possible
reason for this might be the presence of physiological noise
(mainly of cardiac and respiratory origin), which is a major
source of signal variance in the spinal cord. The power spectrum
was rather similar after high-pass filtering and spatial smoothing
(dashed green line), which mainly removed very low frequency
drift. However, the application of a validated physiological noise

model (red line) worked reasonably well in attenuating the
aliased physiological noise.
As all of the following analyses are carried out in a common

anatomical space, the results critically depend on the accuracy of
intersubject registration. To demonstrate the accuracy of our
registration procedure, hand-drawn spinal cord masks based on
the functional data of each individual were registered to our spinal
cord template and averaged up to generate a group cord mask,
which only consisted of voxels that were included in every single
participant’s mask. The overlap of this conservative group cord
mask with the spinal cord template was excellent (Figs. 1 and 2,
Left). Individual results from spatial normalization are presented
in SI Appendix, Fig. S2, which demonstrates excellent agreement
between the cord outline and the chosen template.

Spatial Distribution of Spinal Resting State Networks (RSNs). To
identify spinal cord networks, we used the standard approach of
group concatenation ICA (12), which resulted in 40 spatially
independent networks within the group cord mask, all of which
are FDR-corrected at a threshold of P < 0.05. Based on visual
inspection of each component’s spatial profile, we classified
these networks as either dorsal “sensory” networks (12 compo-
nents; Fig. 1), ventral “motor” networks (12 components; Fig. 2),
or networks of no interest (SI Appendix, Fig. S3). The latter
category mainly consisted of components with a very central
spatial profile, which most likely reflect residual CSF fluctuations
in the central canal of the spinal cord (situated in the middle of
the cord); there were also a few components that spanned the
dorsal and ventral part of the spine. The rostro-caudal exten-
sion of all RSNs (sensory, motor and no interest) was relatively
limited, as they almost never extended for more than one ver-
tebral level, seemingly mirroring the anatomical organization of
the spinal cord into circumscribed segments. Interestingly, the
ventral RSNs were predominantly bilateral, whereas the dorsal

Fig. 1. Dorsal (sensory) RSNs. These networks were identified using a group
ICA in a restricted region that just included the spinal cord. (Left) A sagittal
section of our T1-weighted template depicting the location of the displayed
transversal sections (gray lines) from C4 to T1 as well as the excellent overlap
with the group spinal cord mask (yellow). (Right) The dorsal RSNs are
arranged in anatomical level order with each column corresponding to one
component. Both the restricted rostro-caudal extension of each component
and the unilateral occurrence are clearly evident. Each RSN map is thresh-
olded at FDR P < 0.05 and shown in rostral-caudal direction with the com-
ponent ranking number at the bottom. Note that component ordering is
based on the amount of variance each component explains (in decreasing
order).

Fig. 2. Ventral (motor) RSNs. These networks were identified using a group
ICA in a restricted region that just included the spinal cord. (Left) A sagittal
section of our T1-weighted template depicting the location of the displayed
transversal sections (gray lines) from C4 to T1 as well as the excellent overlap
with the group spinal cord mask (yellow). (Right) The ventral RSNs are
arranged in anatomical level order with each column corresponding to one
component. Both the restricted rostro-caudal extension of each component
and the mostly bilateral occurrence are clearly evident. Each RSN map is
thresholded at FDR P < 0.05 and shown in rostral-caudal direction with
the component ranking number at the bottom. Note that component or-
dering is based on the amount of variance each component explains (in
decreasing order).
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RSNs showed a clear tendency toward separation into lateralised
components for the right and left dorsal horn.

Spatial Distribution of Spinal RSNs: Control Analyses. First, to
eliminate the possibility that the observed bilaterality of the
ventral RSNs is due to spatial smoothing (as the ventral horns
are closer together than the dorsal horns), we repeated the
above analysis on unsmoothed data. The pattern of bilateral
ventral components remained in this analysis (SI Appendix,
Fig. S4 and Table S1), so it is unlikely that the bilateral RSNs
are an artifact of spatial smoothing. Second, to test whether
the rostro-caudal extent of the components is influenced by the
number of vertebral levels included in the analysis, we re-
peated our original analysis on levels C5-C7, i.e., discarding
data from levels C4 and T1 before running the ICA. The
results of these control analyses were very similar to our
original results, with RSNs spanning approximately the same
rostro-caudal distance (SI Appendix, Fig. S5 and Table S2),
suggesting that the chosen approach indeed picks up ana-
tomical information and that the observed RSNs are not due to
methodological confounds. Third, to ensure that the observed
RSNs were not contaminated by white matter signal, we
regressed out this signal source before running the ICA in
a further control analysis; this analysis produced very similar
results (SI Appendix, Fig. S6 and Table S3) and suggests that
white matter signal fluctuations contribute relatively little to
the obtained results. Fourth, as our original analysis was re-
stricted to the spinal cord region, there is a possibility that the
identified components might be drawn from signal fluctuations in
the surrounding CSF. We therefore ran an additional analysis
within a larger region including the subarachnoid space sur-
rounding the spinal cord and containing CSF. It can be seen that
the main dorsal and ventral RSNs are primarily located within
the spinal cord with limited extension into the CSF space (SI

Appendix, Fig. S7 and Table S4), possibly due to effects of spatial
smoothing. Importantly, the spatial configuration of these net-
works is distinct from components that were not selected as
dorsal or ventral networks, most of which have a clear focus
outside the spinal cord and are likely of artifactual origin (SI
Appendix, Fig. S8).

Network Analysis. Next we applied a dual-regression technique
(39), which provides each individual participant’s RSN spatial
maps and associated time courses, to investigate differences in the
intrinsic properties of the visually identified ventral and dorsal
RSNs. Therefore, we compared the spatial map regression coef-
ficients (representing the degree of coactivation) and the com-
ponent time series standard deviation (representing the
component strength) between dorsal and ventral networks. We
observed that both the degree of coactivation (P = 0.000017)
and the component strength (P = 0.0098) were significantly
higher for the ventral networks than for the dorsal networks
(Fig. 3); there were no differences between left and right dorsal
RSNs. This finding implies that, although the dorsal and ventral
networks were identified visually using anatomical locations,
these two network types showed significant differences in spatial
and temporal properties.
Finally, we examined correlations between the time courses

of all RSNs to characterize the relationships between these net-
works (Fig. 4). Within both dorsal and ventral RSNs, components
are positively correlated at the same level but not correlated or
even negatively correlated to other levels. Interestingly, dorsal and
ventral networks are positively correlated at the same level (box in
lower left corner of Fig. 4). Please note that the asterisks indicate
correlations surviving stringent correction for multiple compar-
isons (FWE at P < 0.05 using nonparametric permutation testing).
Althought these results were obtained using standard correlations
(which can reflect both direct and indirect functional connections),
we also used a partial correlation approach (which is more likely
to reflect direct functional connections), the results of which
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Fig. 3. Intrinsic properties of visually identified RSNs. Depicted are compar-
isons of the spatial map regression coefficients (representing the degree of
coactivation) and the component time series SD (representing the component
strength). We observed significant differences for both metrics between dorsal
and ventral RSNs (A and C), but not between left and right dorsal RSNs (B and
D); note that the laterality analysis could not be done for ventral RSNs as these
were predominantly bilateral. Error bars represent standard deviation.

Fig. 4. RSN correlation matrix. This correlation matrix contains the full cor-
relations between the time-courses of all visually identified dorsal and ventral
components (see SI Appendix, Fig. S9 for partial correlations). Components
were arranged in rostro-caudal anatomical order, similar to Figs. 1 and 2. For
both dorsal and ventral RSNs, components are positively correlated at the
same rostro-caudal level, but not correlated or even slightly negatively corre-
lated to other levels. Interestingly, dorsal and ventral networks of the same
level are positively correlated (box in lower left corner; except for T1 –

component 4 and 36). Asterisks indicate correlations significant at P < 0.05
(FWE corrected using nonparametric permutation testing). Note that compo-
nent ordering is based on the amount of variance each component explains (in
decreasing order).
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showed a similar pattern, although correlations were more sparse
and lower in amplitude (SI Appendix, Fig. S9).

Reliability and Reproducibility. To estimate the reliability of the
observed dorsal and ventral spinal RSNs, we used a split-half
method in combination with calculation of intraclass correla-
tion coefficients (ICCs; ref. 40). Despite effectively halving the
amount of data available for ICA, we observed that slightly
more than half of the voxels making up the dorsal and ventral
components showed at least fair reliability (52.7% of voxels
with ICCs > 0.4), whereas around a quarter of the voxels
showed at least good reliability (25.9% of voxels with ICCs >
0.6); there was a tendency for ventral networks to exhibit higher
ICCs than dorsal networks (SI Appendix, Fig. S10 and Table
S5). Similarly, the reproducibility of the observed RSNs at the
individual subject level (as estimated via template-matching
procedures, where we used group ICA and dual regression
templates against single session individual ICA maps; SI Ap-
pendix, Fig. S11) exhibited spatial correlation coefficients of
0.4–0.8, with ventral networks showing a tendency for higher
reproducibility.

Discussion
This fMRI study presents an extensive evaluation of whether
consistent and spatially distinct resting state networks (RSNs) are
detectable in the human spinal cord. Observed RSNs were in-
trinsically organized in pairs of dorsal sensory RSNs and bilateral
ventral motor RSNs, and appear to reflect segmental input to,
and output from, the cord. These results were obtained by com-
bining several recent advancements in spinal cord fMRI to ad-
dress the inherent difficulties in imaging this structure: signal loss
due to periodic magnetic field inhomogeneities and partial vol-
uming effects due to the small cross-sectional cord diameter were
mitigated by using a tailored image acquisition protocol (34),
physiological noise of respiratory and cardiac nature was reduced
by using a validated physiological noise model (35, 36), and the
low signal-to-noise level and interindividual differences in anat-
omy were addressed using group analysis techniques (37, 38).
The first noticeable feature of all spinal cord RSNs was their

clearly circumscribed extent in the rostro-caudal direction, with
almost no component extending for more than the length of
about one vertebra. It is important to note that these RSNs were
obtained using a completely model-free and data-driven tech-
nique (independent component analysis; ref. 12) and are thus an
intrinsic feature of spinal cord organization. Once probabilistic
atlases of the segmental organization of the spinal cord are
published, it will be interesting to investigate whether the extent
of these RSNs coincides with segmental borders or whether they
adhere to some organizational principle that is independent of
this traditional parcellation of the spinal cord. In this regard it is
important to note that intersegmental connectivity could for ex-
ample easily be realized via (i) shared peripheral input in the
dorsal cord through axons extending rostro-caudally in Lissauer’s
tract and (ii) long-range propriospinal interneurons in the ventral
part of the cord. However, we also observed that RSNs at dif-
ferent spinal cord levels were not correlated at all or even weakly
anti-correlated, which is interesting in the light of intersegmental
“lateral inhibition” in the dorsal part of the spinal cord during
sensory processing (41) and intersegmental phase-lags in the
ventral part of the spinal cord underlying motor coordination (42).
The second important feature of spinal cord RSNs was their

separation into distinct dorsal and ventral components. This
separation nicely mirrors the functional neuroanatomy of the
spinal cord, with sensory processing occurring in the dorsal cord
and motor processing occurring in the ventral cord. These distinct
networks were observed using group concatenation ICA and dual
regression. Although their identification was based on visual in-
spection of the data alone, these two types of components had

clearly different intrinsic properties: both the degree of spatial
coactivation and the temporal dynamics were significantly stron-
ger in the ventral RSNs compared with the dorsal RSNs. Despite
these significant differences in intrinsic properties, dorsal and
ventral networks at the same rostro-caudal level showed a strong
positive correlation with each other. It could be argued that
spatial smoothing may drive these correlations, but because there
were no positive correlations across different levels (where our
anisotropic smoothing kernel should have the strongest effect)
this seems rather unlikely.
A further difference between ventral and dorsal spinal RSNs

was that ventral networks were predominantly bilateral, whereas
dorsal networks were predominantly unilateral. This finding
is interesting with regard to a seed-based resting-state study that
observed stronger connectivity between ventral horns than dorsal
horns (28) and two previous task-based spinal fMRI studies that
showed a strong bilateral activation during motor tasks (43),
but a clearly lateralized activation during painful sensory stimu-
lation (37). Although such correspondence between task-related
and resting-state spinal fMRI signals might be incidental, there
is also evidence for a close correspondence of task-related and
resting-state networks in the brain (10). Interestingly, the spatially
separated unilateral dorsal sensory RSNs did not differ in their
intrinsic properties (spatial coactivation and temporal dynamics).
The origin of these intrinsically organized fluctuations of spi-

nal cord signals in the resting-state can obviously not be resolved
with fMRI, but there are several (not mutually exclusive) ex-
planations. A first possibility is that they are related to ongoing
input from the body periphery, as the central nervous system is
continuously receiving information about the state of the body
(e.g., proprioceptive information regarding limb positions) and
its interaction with the environment (e.g., tactile information
regarding touch or pressure). Viewed in such a light, the uni-
lateral dorsal components could reflect ongoing hemibody pro-
cessing, consistent with the ipsilateral organization of sensory
input. A second possibility is that the observed fluctuations re-
flect ongoing descending and ascending traffic, i.e., the com-
munication with supraspinal structures involved in motor control
and somatosensory feedback via the corticospinal tract and the
spinothalamic tract for example. In the uppermost cervical parts
we imaged, there is also the possibility that the components
could reflect communication within a brainstem-phrenic nerve
system involved in the control of respiration (44). Finally, there is
the possibility that they reflect intrinsic fluctuations that are local
to the spinal cord. It is well known that intrinsic neuronal net-
works in the mammalian spinal cord are capable of controlling
the pattern of the muscle activity and producing rhythmic
movements even when the spinal cord itself is isolated from the
brain and sensory inputs. These self-organized spinal networks
are called central pattern generators (CPGs) and underlie co-
ordinated movements such as breathing and locomotion (45–47).
The interneurons that make up these networks are known to be
active at rest (ref. 48; see also ref. 49 for an example of slow
rhythmic spinal fluctuations) and cervical intercommissural
interneurons (50) might play a role in establishing the bilateral
fluctuations that we observed in the motor-related ventral por-
tion of the spinal cord. Interestingly, such bilateral resting-state
fluctuations were also observed in the first-resting state study in
the motor cortex (1). We would expect that the three potential
mechanisms we list here for explaining spinal resting-state fluc-
tuations continuously interact with each other to support both
local demands and more global processes that involve constant
communication with the brain.
Although it is conceivable that the presence of large draining

veins on the ventral and dorsal surfaces of the cord might con-
tribute to the observed patterns of resting signal fluctuation (51),
several lines of evidence argue against this as an explanation
for our results. First, we tailored fMRI acquisition parameters
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to match the small dimensions of the cord (maximum diameter
∼12mm; ref. 52), and thus used a relatively high resolution (1 mm
in-plane). Although the point spread function (PSF) of the EPI
acquisition is not negligible and will depend on the local T2*
of the cord (which will vary along the cord), in this study we
estimate that the PSF ranged from 1.2 to 1.7 times the specified
resolution based on assumed T2* values of 50 and 25 ms (worst
case), respectively. Second, the anisotropic smoothing kernel
applied was chosen to mitigate such problems, by maximally
integrating signal along the cord rather than across it. Indeed,
by using a z-shimmed EPI acquisition (34) we have minimized
through slice dephasing, reducing signal loss due to periodic
susceptibility differences along the cord, and preserved cord
shape across slices. Third, concerning the orientation of the
major draining veins, which run parallel to the long axis of the
cord, these are likely to be parallel to the main static magnetic
field, and so should theoretically contribute little to recorded
signal (53). By performing comprehensive slice-wise physiologi-
cal noise removal, based on independent measurement of each
subject’s physiological signals, we have attempted to remove such
confounding noise sources (primarily cardiac in origin) that have
previously been observed near the surface of the cord with ICA
based analysis (25, 35). It should be noted that our results also
held when controlling for white matter signal, accounting for the
influence of CSF, and when changing the rostro-caudal extent of
the investigated volume; lastly, the identified components mostly
showed fair to good intrasession reliability and reproducibility.
Previous studies of RSNs in the brain used either a predefined

spatial template or visual inspection in combination with ana-
tomical knowledge to define resting state networks (7). Here we
followed the latter approach in identifying spinal RSNs, as no such
spatial template exists for the spinal cord. It is therefore crucial to
confirm in future studies whether the identified spinal cord RSNs
could provide a spatial template for general-purpose use. Should
this be the case, analyses of spinal RSNs could become an im-
portant tool in investigating clinical populations that involve spinal
cord pathology, such as multiple sclerosis (54, 55) and spinal cord
injury (56, 57) as well as the neuroplastic and sensitization changes
known to occur in the spinal cord in various forms of chronic pain
(58). A limitation of this study is that we used a restricted field of
view that covered the spinal cord only from C4 to T1. It would
obviously be desirable to extend the coverage and investigate
resting-state activity along the whole spinal cord. Furthermore,
because the spinal cord continuously interacts with numerous
supraspinal structures to support sensory, motor and homeostatic
processing, it would be desirable to use new image acquisition
techniques to investigate the brain and spinal cord simultaneously
(59). Such an approach could allow an investigation of wide-range
resting-state connectivity and would result in a more integrative
picture of central nervous system function.

Materials and Methods
Participants. The data reported here is part of a larger spinal fMRI project
and an independent part of this data set (24 healthy male participants) has
already been published (34). Due to problems with physiological data ac-
quisition, data from 4 participants had to be discarded, resulting in a final
sample size of 20 (age: 26.45 ± 3.9 y). The Ethics Committee of the Medical
Board in Hamburg, Germany, approved the study and all participants gave
written informed consent.

Data Acquisition. fMRI data were acquired in an eyes-open state on a 3 tesla
system (Siemens Magnetom Trio, Siemens, Erlangen, Germany), using a re-
cently developed sequence that (i) minimized signal dropout due to mag-
netic field inhomogeneities via slice-specific z-shimming and (ii) used
nonisotropic voxels (1 × 1 × 5mm) to provide high in-plane resolution while
retaining an adequate signal-to-noise ratio (34) (for details, see SI Appendix,
SI Materials and Methods). A total of 250 volumes were acquired for each
volunteer (7.5 min scanning time) with each volume covering the spinal cord
from the fourth cervical vertebra to the first thoracic vertebra. To monitor

cardiac and respiratory signals, participants wore a pulse oximeter and re-
spiratory belt, and physiological data were recorded together with the
trigger pulses preceding the acquisition of each volume.

Data Preprocessing. Data were preprocessed using tools from FSL (FMRIB
Software Library, www.fmrib.ox.ac.uk/fsl). Each slice was motion corrected in
2D (translations only) using FLIRT (60). Please note that slice-wise motion
correction is necessary, as spinal cord displacement varies along the rostro-
caudal axis according to the cardiac (61) and respiratory cycle (62). Sub-
sequently, data were spatially smoothed with an anisotropic kernel (2 × 2 × 8
mm FWHM) and high-pass temporal filtered (100-s cutoff). A significant
challenge for spinal cord fMRI is the influence of physiological noise (primarily
of cardiac and respiratory nature), which severely degrades data quality. To
address this issue, we used a recently developed and validated physiological
noise model (35, 36), which removes physiological confounds from motion
corrected data using slice-specific regressors (for details, see SI Appendix, SI
Materials and Methods) and the obtained residuals from each fMRI scan were
used for further analysis. The residuals from each participant were then reg-
istered to the corresponding structural image and all images were brought
into a common anatomical space to allow for group analysis (for details, see SI
Appendix, SI Materials and Methods).

Data Analysis. First, we carried out a group independent component
analysis (ICA) on the fMRI data using standard procedures as implemented in
MELODIC (12). The functional data were temporally concatenated across
participants to create a single 4D data set. A group ICA was then performed
within the spinal cord area (using 40 independent components) and the
resulting independent component spatial maps were FDR corrected (P <
0.05). RSNs of interest (dorsal and ventral networks) were selected visually,
based on their anatomical location. We also performed several control
analyses to rule out confounding factors and to establish the reliability and
reproducibility of our approach (SI Appendix, SI Materials and Methods).

Next, we used a dual regression technique to obtain participant-specific
component maps, along with associated time series (39). Specifically, for each
participant the previously obtained group-ICA spatial maps were used as
spatial regressors against each subject’s 4D residual data, to estimate the
weight of each component at each time point. Before being fed into the
model, each component map was demeaned. This procedure resulted in one
time series for each component. The obtained time series were then used as
temporal regressors against each participant’s preprocessed functional data,
to estimate the individual participant-level spatial maps. Each time series
was demeaned and normalized before entering the regression model.

Individual component maps and corresponding time-series from the dual
regression analysis were then used to test for differences in the intrinsic
properties of the visually identified RSNs. For dorsal and ventral RSNs, the in-
dividual spatial map regression coefficients, representing the degree of coac-
tivation, were averaged and compared across all participants. Subsequently, the
SDs from each corresponding component time-series (representing the com-
ponent strength or amplitude), calculated before they were normalized for use
as regressors in the second dual regression stage, were also compared for dorsal
and ventral RSNs. The same comparisons were performed comparing right and
left dorsal RSNs. In all cases paired t tests were used.

Finally, we estimated correlations between all RSN time series to char-
acterize the relationship between those networks. This estimation was done
in two ways, namely via the full correlation (CORR) and via the regularized
normalized inverse of the covariance matrix (ICOV) (63, 64). CORR evaluates
the similarity between two time series directly, and reflects both direct and
indirect functional connections. ICOV, however, evaluates the similarity be-
tween two time series after regressing out the influences from all other time
series, and is a regularized version of partial correlation – the resulting
measure should emphasize direct, rather than indirect, functional con-
nections (63). We use an ICOV implementation referred to as L1precision
(www.cs.ubc.ca/∼schmidtm/Software/L1precision.html), with the regulariza-
tion-controlling parameter lambda of 5 (64). Significance testing of all cor-
relation coefficients was performed using multiple comparison correction
(FWE at P < 0.05 using nonparametric permutation testing with 5,000 per-
mutations; ref. 65).
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