
Auditory cortex of bats and primates: managing species-specific 
calls for social communication

Jagmeet S. Kanwal and Josef P. Rauschecker
Department of Physiology and Biophysics, Georgetown University Medical Center, 3900 
Reservoir Road, NW, Washington, DC 20057-1460

Abstract

Individuals of many animal species communicate with each other using sounds or “calls” that are 

made up of basic acoustic patterns and their combinations. We are interested in questions about 

the processing of communication calls and their representation within the mammalian auditory 

cortex. Our studies compare in particular two species for which a large body of data has 

accumulated: the mustached bat and the rhesus monkey. We conclude that the brains of both 

species share a number of functional and organizational principles, which differ only in the extent 

to which and how they are implemented. For instance, neurons in both species use “combination-

sensitivity” (nonlinear spectral and temporal integration of stimulus components) as a basic 

mechanism to enable exquisite sensitivity to and selectivity for particular call types. Whereas 

combination-sensitivity is already found abundantly at the primary auditory cortical and also at 

subcortical levels in bats, it becomes prevalent only at the level of the lateral belt in the secondary 

auditory cortex of monkeys. A parallel-hierarchical framework for processing complex sounds up 

to the level of the auditory cortex in bats and an organization into parallel-hierarchical, cortico-

cortical auditory processing streams in monkeys is another common principle. Response 

specialization of neurons seems to be more pronounced in bats than in monkeys, whereas a 

functional specialization into “what” and “where” streams in the cerebral cortex is more 

pronounced in monkeys than in bats. These differences, in part, are due to the increased number 

and larger size of auditory areas in the parietal and frontal cortex in primates. Accordingly, the 

computational prowess of neural networks and the functional hierarchy resulting in specializations 

is established early and accelerated across brain regions in bats. The principles proposed here for 

the neural “management” of species-specific calls in bats and primates can be tested by studying 

the details of call processing in additional species. Also, computational modeling in conjunction 

with coordinated studies in bats and monkeys can help to clarify the fundamental question of 

perceptual invariance (or “constancy”) in call recognition, which has obvious relevance for 

understanding speech perception and its disorders in humans.
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2. INTRODUCTION

Communication sounds (or “calls”) mediate many interactions between conspecifics and can 

be important determinants of social order (1–5). Although animal calls can be used as 

information-bearing signals across species to aid in their survival, as in the case of alarm 

calls, those of greatest concern here are the species-specific calls that are used in a social 

context. These calls are of greatest importance for species that are highly social, such as 

most primates, bats and many other species that use calls to gauge motivational levels of 

others and modulate their own so as to interact with conspecifics in the most advantageous 

manner. How are such complex sounds perceived and how are they processed by the brain? 

How are they encoded into neural signals and quickly decoded within the neural system to 

generate the appropriate behaviors? These questions are only beginning to be addressed 

thanks in part to the advancement of new technologies that allow the structure of these 

sounds to be examined using quantitative methods and the sounds to be synthesized in an 

accurate manner outside the animal (6–8). In this article, we examine the state of our 

knowledge of these signals and how they are represented within the cerebral cortex, which 

likely constitutes the locus for their perception in the mammalian brain.

Rapid progress has been made in recent years towards elucidating some of the basic neural 

mechanisms that appear to play an important role in the coding and decoding of complex 

sounds, especially social calls (9–20). We focus here in particular on two species, namely 

the mustached bat, Pteronotus parnellii, and the rhesus monkey, Macaca mulatta, that have 

been used for intense studies over the last decade (10–12, 20–29). New and interesting 

findings have also been made in the domestic cat, Felis domestica (16, 30–33), the house 

mouse, Mus muscus (34, 35), and the marmoset, Callithrix jacchus (36, 37) and these 

contribute to our general perspective of how the mammalian cortex manages complex 

sounds within the neural domain so as to make the most direct and efficient use of the 

information present in the acoustic domain. Clearly, each species has the potential to have 

evolved different strategies that are most appropriate for its environment and sensory 

requirements. Many of the neural computational strategies are governed by the 

commonalities in the physics of the environment as well as the nature of complex sounds, 

and by the developmental and evolutionary similarities among the neural structures 

involved. These commonalties likely extend to the adaptations for the use of sounds by 

humans in the form of speech and music (38, 39).

By examining the neural information processing strategies across two evolutionally 

divergent species, the mustached bat and the rhesus monkey, we hope to illustrate the 

common principles of complex sound perception, which must also underlie the functional 

organization for processing or “management” of auditory information. We use the term 

“management” in its broadest sense to include both the anatomical, neurophysiological and 

computational strategies that must be exploited at multiple levels to arrive at a successful 

solution to the hypercomplex problem of complex sound perception in general and 

audiovocal communication in particular. It is no wonder that it has taken nature several 

million years to arrive at a (possibly) optimal solution for realizing the full potential of 

audiovocal communication in the form of speech and music. Several other factors besides 

optimized auditory encoding and decoding have likely enabled the evolution of these 
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uniquely human faculties. Clearly the end result is one of the most dramatic 

accomplishments of nature that distinguishes humans from any other species and has played 

a very important role in our biological and cultural development. In the sections below, we 

examine the basic structure of all communication sounds, including speech sounds, and the 

common neural organization and mechanisms that may be present across species. We will 

also address the significance of species-specific specializations that are equally important to 

recognize when elucidating any common principles.

3. SPECIES-SPECIFIC COMMUNICATION CALLS IN MAMMALS

3.1. Acoustic features

From an acoustics standpoint, all natural sounds, including communication calls, consist of 

three basic types of elemental sounds, namely, constant frequency or CF sounds, frequency-

modulated or FM sounds and noise bursts or NB-type sounds. Pure tones are rare in nature; 

accordingly, very few calls are strictly tonal, although many have a clear harmonic structure. 

Most complex calls consist of combinations of tones and/or FM sounds; the latter can be 

either broad- or narrow-band, whereas the former contain multiple or harmonic bands of 

predominant frequencies. Additional complexities may be present both in the spectral and 

temporal domains. Both animal and human sounds may contain varying levels of noisiness 

making it difficult to identify distinct classes of calls. Also, sounds with two different 

fundamental frequencies may be emitted at the same time and modulated independently 

(40). In Figure 1, we illustrate the similarity in the spectrographic structure of “simple 

syllabic” call types in three different species of mammals. The simple syllables in bats are 

defined on the basis of the statistically significant differences in the overall spectrographic 

pattern of calls so that the same pattern is not present in any other call type (40). The basic 

patterns of acoustic structure are also present in other species, such as monkeys and cats, 

although the frequency scale is shifted down by nearly an order of magnitude and the 

meaning of each sound is obviously species-specific (41–44). Even in humans, the 

spectrograms for the vocalization of phonemes and short words look remarkably similar to 

the simple syllabic vocalization of other mammalian species (45).

3.2. Call structure and syntax

For social communication, two or more different categories of sounds may be combined in 

the time domain to generate “composites” that do not belong to any one single class of 

elemental sounds (40). If so, we can ask the question: are there any “phonetic” rules for 

joining simple syllables to produce composites? From the few available studies, the answer 

to this question is an emphatic “yes”. Rules for these types of combinations in 

communication sounds of primates have been referred to as “phonetic-like” syntax (46) and 

in birdsong as syllabic syntax (47), although in the latter case, short silent intervals are a part 

of the syllable. From recordings of mustached bat calls, only 11 of the 19 simple syllables 

are used to construct composites. As an illustration, the bent upward FM (bUFM) 

component in a composite is never followed by an attached syllable whose fundamental is 

lower than the mean terminal frequency of the bUFM. Similarly, a fixed, sinusoidal FM 

(fSFM) component in a composite typically precedes a short quasi CF (QCFs) or a QCFs-

like component. In mustached bat calls, only the duration parameter of a simple syllable 
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appears to be significantly altered when that syllable is combined within a composite, e.g., 

bUFM. This total duration of a syllable is probably constrained by the lung volume and 

respiratory rate of the animal (48) and therefore the duration of one or more components in a 

composite may be significantly modified.

Simple syllabic calls may also be combined in different forms and contexts to produce a 

train or “stream” of sounds. Repetition of similar syllables during such vocalization bouts 

frequently indicates the urgency of a desired response. In mouse pups, wriggling (isolation) 

calls emitted at high repetition rates and sometimes with increasing amplitudes trigger a 

retrieval response on the part of maternal females (49, 50). This type of sequencing of 

sounds is less common in animals compared to speech in humans, except in the context of 

song as in songbirds, bats, dolphins and whales or chorus calls in some species of frogs and 

primates (51–54). It has been postulated both in bats and in some species of primates, that 

these types of multisyllable combinations in the time domain follow syntactical rules much 

like those in the production of a stream of speech sounds (40). Rules governing the phrasing 

of simple syllables and composites in a phrase, monologue or a dialogue relate to “lexical-

like” syntax (46) and segmental syntax (55). These are less common and more difficult to 

define in bats because of the difficulty in separating sounds of different individuals in a large 

colony. The syntax for creating composites and “phrases” may be further constrained either 

by mechanisms of sound production or other rules of construction and perception of the 

message (56). These cannot be identified without functional-anatomical and behavioral 

studies of sound communication in each species.

3.3. Call variability

There is considerable variability among different examples of the same call type, as uttered 

by different individuals, both in terms of tempo and spectral position (see Figure 2). Males, 

females, and infants differ in their fundamental frequencies or pitch. Yet, acoustically 

different variants of the same call frequently elicit essentially the same type of behavioral 

reaction (49, 57). The neural system for processing and representing the calls must therefore 

be capable of ignoring information that is irrelevant for establishing the identity of the sound 

and come up with a caller-invariant representation. Call components that are frequently 

varied may be used to define caller identity. Understanding the nature of how such 

representations are formed will be crucial to understanding any form of communication 

system. Artificial systems for understanding speech and language still struggle enormously 

with the invariance problem, because variations of human speech sounds due to many 

different kinds of accents or physiological factors are commonplace. Learning about the 

solution to the invariance problem from a successful biological system will be a highlight of 

research on call recognition.

4. THE AUDITORY BAUPLAN

The auditory system is one of the most complex sensory systems with extensive 

interconnectivity between the two sides of the brain at multiple levels of processing. The 

cross-over of inputs from each side is considered to be important for sound localization at 

the level of the brainstem. These cross-over circuits yield clear maps of auditory space and 

underlie the computation for estimating the location of sound sources in 3-D space. The 
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cortical level manages multiple parameters of complex sounds that lead to an enriched 

perception of calls. This is accomplished with EPSPs and IPSPs that underlie the spiking 

response properties of neurons at all subcortical levels starting with the cochlear and olivary 

nuclei and ascending to the levels of the lateral lemniscus and the inferior colliculus as well 

as loops of spiking activity within thalamocortical and corticothalamic circuits. Our concern 

in this article is mainly on what we know so far about the coding and representation of calls 

in the AC of mammals, especially of bats and primates.

4.1. Auditory cortex in primates

Auditory cortex in primates has traditionally been divided into three cytoarchitectonic fields: 

Brodmann areas 41, 42, and 22 (or TC, TB, and TA in the nomenclature of Bonin and 

Bailey (58). More recently, it has been shown that “primary” auditory cortex (areas 41 or 

TC, respectively) can be subdivided into two to three “core” areas on the basis of both 

histochemistry and neurophysiological mapping (59) (see Figure 3A). Similarly, 

“secondary” auditory cortex surrounding the core both laterally and medially is subdivided 

into at least six “belt” areas (26, 60, 61). Beyond belt, there is a third level of processing in 

primate auditory cortex that has been termed “parabelt”, whose organization is less well 

understood but contains at least a rostral and a caudal subdivision (62). The rostral (or 

anterior) and caudal (or posterior) subdivisions of belt and parabelt are thought to form the 

beginning within cortex of functional processing streams that underlie the two major 

functions of hearing: identification of auditory patterns or objects (“what”), and spatial 

perception of sound (including motion in space) (“where”) (11, 25, 26) (see Section 7 

below).

Evidence for multiple subdivisions of auditory cortex has been available in cats for some 

time (63, 64), although hints as to their functional relevance have been harder to come by. 

The homologies between different fields in cats and monkeys, based on anatomy, 

physiology, or behavior, are also far from clear. Some authors have suggested that a reversal 

of cortical maps and (therefore) functions between rostral and caudal ST has taken place 

during evolution, due to the disproportional growth of the temporal lobe. This is supported 

by a reversal of the frequency gradients in primary auditory cortex between carnivores and 

primates (e.g., (27, 65)). If this theory is correct, anterior auditory areas in carnivores should 

be responsible for sound localization and posterior areas should primarily manage 

communication calls and other auditory objects. Cryogenic deactivation of the posterior 

auditory field, however, leads to deficits in sound localization behavior in cats (66). This 

would suggest that the anterior vs. posterior specializations may be maintained despite the 

reversal in frequency gradients. Equivalent tests of auditory pattern or object discrimination 

behavior in cats are still outstanding, but such studies in the dog (another carnivore) are 

consistent with the gradient-reversal idea (67).

4.2. Auditory cortex in bats

The auditory system and the auditory cortex (AC) in mustached bats is one of the best 

studied among mammals. Most of the early studies on the auditory system of bats were 

conducted from the viewpoint of the functional organization of the AC for the management 

of echolocation information. These studies revealed that auditory information is processed in 
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a parallel-hierarchical manner as it ascends along lemniscal auditory pathways to the level of 

the AC (68). The AC is organized to represent and map different information-bearing 

elements (IBEs) and information-bearing parameters (IBPs), respectively. Highly 

specialized neurons within these areas compute different aspects of a moving target, such as 

distance, velocity, size and wing-beat frequency via an organized representation of pulse-

echo delays (FM-FM and DF areas), Doppler-shifts in echo frequencies (CF-CF area) and 

subtended angle (DSCF area), respectively (see Figure 3B). Later, we will consider how 

calls are represented over this specialized organization.

The FM-FM area has been traditionally considered as part of the primary AC or core area as 

frequencies represented here are absent in the primary tonotopic axis. However, recent 

comparative analyses using cytoarchitecture, cytochrome oxidase staining and neuronal 

tract-tracing experiments in Rhinolophus suggest that this part of the auditory cortex in 

mustached bats is best regarded as a belt area because it does not receive inputs directly 

from the main relay nucleus, the ventral portion of the medial geniculate body, vMGB, in 

the thalamus (69–71). By this reckoning, the FM-FM area would be homologous to the 

dorsal field, and the DF area, that also processes FM combinations, would be included in the 

parietal cortex. The parabelt region likely corresponds to the ventral field from where call 

responses have not been well studied. In bats, as in other mammals, the auditory thalamus is 

divisible into a ventral, a dorsal and a medial division. An additional nucleus, the supra-

geniculate, relays auditory information directly to an auditory field in the frontal cortex of 

bats (72).

In summary, the belt areas are less easy to differentiate on the basis of a representation of 

pure tone frequencies alone, although tonotopic mapping has been used to define the 

ultrasonic field in the mouse (73), which represents a specific range of frequencies. More 

commonly, however, neurons in the higher-order fields of the AC are hard to drive with pure 

tones to which they rapidly habituate, if they respond at all. In primates (as described 

above), these areas respond largely or only to complex sounds such as narrow-band noises, 

harmonic complexes, or frequency and/or amplitude-modulated tones and noises (61, 74–

77). Cochleotopic mapping on the basis of bandpass filtered center frequencies, however, 

can still be discerned (61). In bats, neurons in the proposed core and belt areas seem to be 

multifunctional in that they respond with comparable peak response magnitudes to both 

echolocation sounds and to communication calls (22).

5. NEURAL MECHANISMS FOR CALL PROCESSING

5.1. Receptive fields and neural coding

The receptive fields of auditory neurons can be defined in one or more of many different 

dimensions. These dimensions range from frequency to amplitude to pitch and space around 

the head. Receptive fields of neurons can also be defined either on the basis of excitation 

and facilitation or inhibition of their spontaneous levels of activity. Tone based receptive 

fields can be considered simply as mappings and re-mappings resulting from the 

convergence and divergence of inputs from different regions of the cochlea. These 

cochleotopic receptive fields (or response areas) are different from the binaural receptive 

fields resulting from the interactions of the inputs from the two ears, which are therefore 
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considered to be computational by design. Other response properties, such as periodicity 

pitch and complex acoustic features depend on specialized neural mechanisms (see below) 

that extract spectro-temporal information from complex sounds and encode it in the spiking 

pattern and timing of spikes. All of these “managerial skills” of neurons and the neural 

networks are manifested in the final representation of complex sounds within the AC of bats 

and primates. This translates into robust responses of single neurons to communication 

sounds (see Figure 4). In the context of communication, it is therefore important to 

understand these representational schemes and the neural mechanisms underlying call 

processing in order to arrive at a complete understanding of how animals and humans 

perceive complex sounds that can be used for social interactions and the exchange of 

information, e.g., via speech and language in humans. Below we briefly discuss some of 

these neural mechanisms and representational schemes in order to understand how the 

auditory system manages to extract relevant information from the auditory scene to support 

a robust, noise-tolerant system for audiovocal communication. Since this field is still in its 

infancy and much work is needed to validate or discard the many hypotheses circulating in 

the scientific literature, we do not always provide conclusive answers for the questions we 

raise. Nevertheless, rapid advances have been made in recent years in a few species of 

primates and bats and we can at least now formulate the problem in the form of testable 

hypotheses. We discuss some of these advances in a generalized framework and briefly 

describe what we have learnt thus far about the neural mechanisms for the cortical 

management of communication calls.

5.2. Integrative mechanisms: combination-sensitivity

One of the most significant and astonishing similarities between bats and monkeys identified 

so far is the neuronal mechanism by which selectivity for complex sounds, including calls, is 

reached. Both species make use of nonlinear integration mechanisms, which have been 

termed “combination-sensitivity” in bats (78–83). Many calls can be split into two or more 

spectral and/or temporal components. Application of just one component often leads to no 

(or a relatively weak) response; combination of the components in the spectral and/or 

temporal domains leads to a nonlinear enhancement of the response so that it is greater than 

the sum of the responses to each component alone (fig. 5A). This phenomenon was first 

discovered for the processing of echolocation sounds in bats (84), but holds equally well for 

calls in both bats and rhesus monkeys (26, 79) (see Figure 5B). In fact, combination-

sensitivity has been found in the auditory system of other vertebrates that are avid users of 

auditory communication signals, such as songbirds and frogs (86, 87). Combination-

sensitivity may thus constitute a truly universal mechanism for generating neurons 

specialized for the decoding of complex auditory patterns and possibly for complex patterns 

present within most other sensory modalities as well.

One difference between bats and monkeys is that combination-sensitive neurons are found at 

earlier levels in the auditory pathways of bats than in monkeys. For instance, combination-

sensitive neurons exist in high numbers in the primary auditory cortex (A1) and are already 

present at the level of the inferior colliculus in bats (89), whereas such neurons do not 

become prevalent until the level of the lateral belt in rhesus monkeys (85). It has been 

suggested that combination-sensitivity in subcortical structures in bats can be mediated by 
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back-projections (e.g., via corticothalamic loops) (88). In a similar vein, part of the 

combination-sensitivity observed within A1 of bats could be mediated by strong cortico-

cortical feedback to A1 in the auditory system of bats (85). In addition, the hierarchy of 

processing sounds may consist of many more levels in the primate cortex and be more 

condensed in the relatively much smaller brain of bats, leading to specialization at an earlier 

stage of auditory processing in bats.

5.3. Parallel-hierarchical processing

The concept of parallel-hierarchical processing has been a very influential one in research on 

sensory processing in bats and primates. This concept was reinforced by a top-down analysis 

of the processing of pulse and echo information for target tracking and capture via 

echolocation in bats (78). The same type of parallel-hierarchical processing, as described for 

computing pulse-echo parameters, is hypothesized to apply to the computation and 

representation of social calls (see Figure 6A). More detailed research on call processing at 

subcortical levels of the bat’s auditory system is needed, however, to further validate this 

hypothesis. Along these lines, multiple pathways for processing FMs versus sound duration 

and/or spatial location/motion may be present for processing auditory information within 

complex sounds, such as communication calls. Evidence of parallel-hierarchical processing 

may also be provided by examining the cortical representation of different types of sound 

stimuli that vary in complexity. This is discussed in more detail in section 6.

In primates, an extensive analysis of call parameters has not been conducted at subcortical 

levels. Here, the concept of parallel-hierarchical processing has emerged from studies of the 

visual cortex, thus bypassing the classical lemniscal pathways in the brainstem. As applied 

to the auditory system of primates, therefore, parallel-hierarchical processing applies mainly 

to the organization of the AC into core, belt and parabelt areas (as well as their thalamic 

inputs) where neurons show increasing levels of specialization (see Figure 6B). This concept 

has been further extended to processing at higher levels of the cortex up to the level of the 

frontal cortex with the proposition of the “what” and “where” processing streams. These 

cortico-cortical processing streams are discussed further in section 7.

6. REPRESENTING ACOUSTIC INFORMATION IN CALLS

6.1. Tones versus basic acoustic patterns

Tones ranging from very short durations (< 10 ms) to long durations of several hundred 

milliseconds are frequently present as integral components of most complex sounds. Even 

FMs are sometimes modeled as a series of short-duration tones stepped up or down in 

frequency. According to this model, a neural response to an FM is triggered largely by a 

single frequency present within the FM sweep. This frequency is sometimes referred to as a 

“trigger frequency” and may correspond to the best excitatory frequency tuning for that 

neuron (33). Accordingly, the neural representation of complex sounds can be equated to the 

coordinated firing of a population of neurons, each one of which is tuned to a single or a 

relatively small range of best frequencies. Alternatively, neurons may be tuned to the FM 

sweeps themselves and not respond to any single FM frequency presented in isolation. This 

model is supported by the finding of specialized neurons in the FM-FM area in the auditory 
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cortex of mustached bats (15, 83). These neurons respond well only to combinations of a 

pair of downward sweeping FMs matching the FMs in its echolocation pulse. Whether calls 

are encoded by the coordinated firing of a population of relatively unspecialized neurons or 

by neurons specialized to respond to specific acoustic features, such as FMs, within a call, is 

not completely clear and may vary with the level of specialization of neurons within a 

particular area and with the species in question.

Inner hair cells in the cochlea and the auditory nerve fibers are tuned to single frequencies 

that are mapped along a unidimensional gradient into a “tonotopic” map. After multiple 

levels of processing, are neurons within the AC also tuned only to single frequencies? In 

bats, cortical neurons in the CF/CF and DSCF areas are tuned to at least a pair and 

sometimes multiple frequencies. This is despite the fact that most neurons are inhibited by a 

wide range of frequencies and those in the posterior A1 are tuned to multiple frequencies 

that are harmonically related (10, 24). In primates, the tonotopic mapping holds true for 

primary core areas. In both bats and primates, the tonotopic gradient follows an antero-

posterior (or rostro-caudal) gradient. To further validate single parameter representations, as 

in frequency tuning, as a means for encoding communication calls, it is important to know 

the overlap of common frequencies in the different species-specific communication calls. In 

most calls of any species this overlap of frequencies is quite large, making it difficult to 

imagine how a solely frequency-based representation of calls would generate an optimal 

code.

Basic acoustic patterns (BAPs) represent the first step for an increase in complexity over 

single or pairs of tones. In an acoustic pattern, the frequency typically changes with time. 

Examples of BAPs that are present within calls include linear and exponential FM sweeps, 

sinusoidal frequency modulations or SFMs as well as different types of noise bursts (NBs). 

NBs can vary in bandwidth and have a rich acoustic structure by having one or more bands 

of predominant frequencies. These types of acoustic patterns could constitute the “basis 

functions” for representing calls just like polar, hyperbolic, and Cartesian gratings are 

postulated for the macaque visual cortex (90). Mathematical formulation of acoustic patterns 

is more difficult than for visual stimuli, but some progress has been made in this direction by 

using independent components analysis (91). Data on the analysis of any mapping 

topographic of these parameters in the AC are virtually nonexistent, except for FMs (see 

next section). Neurons also have been shown to respond selectively to and are tuned to 

SFMs in the inferior colliculus of bats (92). A systematic analysis of tuning and response 

selectivity to different call types, however, is lacking. These data can be useful in designing 

the most relevant set of parameters to study in any one particular species.

At present, it remains unclear if BAPs actually represent the important IBEs within calls. If 

so, do they represent invariant features that a neuron and/or the organism can use as cues to 

identify different call types? The only fact potentially relevant to this question in monkey 

auditory cortex is the gradient for preferred bandwidth in the lateral belt of rhesus monkeys, 

which runs in a medio-lateral direction and is thus orthogonal to the frequency gradient in 

these areas (93). While neurons in the auditory belt cortex of monkeys no longer respond 

well to tones, a gradient according to best center frequency or “cochleotopic” gradient is still 

evident. However, complex spectral tuning with multiple peaks in the frequency-tuning 
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curve becomes more common in the belt areas (94). It is expected that in parabelt and 

beyond, most neurons will no longer be tuned to a single frequency and, accordingly, will 

require complex spectral patterns to respond with a significant increase of their firing rate. 

This can be seen as directly equivalent to the situation in the visual cortex, where receptive 

fields become increasingly specialized and responsive to complex patterns as one moves 

away from primary visual cortex.

6.2. Frequency modulated sweeps

FMs are ubiquitous in natural sounds and especially in the communication calls emitted by 

bats and primates. FM transitions also underlie the distinction between different types of 

phonemes in speech sounds. Thus, /da/ has both an upward and a downward FM or formant 

transition at sound onset that is followed by an appropriate vowel sound (see Figure 1C.1.), 

whereas /ba/ has two downward sweeping FM transitions in the formant (dominant) 

frequencies. Equivalent to the visual cortex, where neurons usually respond better to moving 

than stationary stimuli, responses in auditory cortex to tones moving in the spectral 

dimension across the place of best frequency, i.e. FM sweeps, often lead to significant 

enhancement of the neural response. Studies on echolocation in bats first yielded a clear map 

of the representation of combinations of FMs corresponding to the first harmonic in the 

pulse and the second, third or fourth harmonics in the echo. These maps were restricted to 

the FM-FM and DF areas in the postulated belt regions of the AC. Recent studies in the 

DSCF area in the mustached bat’s A1 are also yielding a rich representation of FMs with 

neurons tuned to the direction and slope of FMs (see Figure 7A), (93). Neurons in both core 

and belt areas of cats and monkeys are selective for the direction and rate of FM sweeps (16, 

27, 28) (see Figure 7B). A mapping of FM direction or other parameters, however, remains 

to be elucidated.

These findings are significant for two reasons: First, they show that FM sweeps have a 

universal character as elements of communication calls across species and are therefore 

found prominently as preferred stimuli for neurons in the AC. Secondly, FM sweeps as 

auditory equivalents of moving light stimuli, demonstrate that one of the building blocks of 

cortical columns may be a module that detects change across the sensory receptor surface in 

a particular direction. While visual areas show a distinct organization into columns with 

regard to orientation and direction selectivity, no such organization for FM-sweep direction 

has yet been found in the auditory cortex of cats or primates. Of course, this does not mean 

that such an organization does not exist. It could, however, point to other forms of cortical 

order, which is due to the fact that the basilar membrane is essentially unidimensional, 

whereas the retina is, by definition, two-dimensional. A recent study in the rat A1, showed 

that direction selectivity is topographically ordered in parallel with characteristic or best 

frequency (BF) such that low BF neurons preferred upward sweeps, whereas high BF 

neurons preferred downward sweeps (96).

6.3. Acoustic features within calls

It is possible that complex acoustic features, rather than single or pairs of tones or any of the 

BAPs represent the “minimal excitatory elements” that play an important role in the 

identification of a call type. In that case, important questions to address are, (i) are any call 
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parameters topographically organized within the AC? (ii) how many patterns are there and 

how much do they overlap between call types? and (iii) do they constitute the presumptive 

(IBEs)? If not, which acoustic features are invariant among samples of the same call type?

A dissection of call types according to the excitatory tuning of neurons in the AC of bats has 

yielded interesting insights into the specialization of neurons for call processing. Recent 

studies in bats suggest that at the level of the AC, neurons are dually specialized to represent 

both pulse-echo pairs and calls (20, 22, 79). Furthermore, temporal parameters in both calls 

and echoes are represented within the FM-FM area, whereas combinations of spectral 

parameters are represented in the CF-CF and DSCF areas (20, 22). Neurons in the FM-FM 

area compute inter-syllable intervals of silence and those in the DSCF area compute the 

direction and possibly the slope of FMs within social calls (20, 95). Neurons with multi-

peaked frequency tuning in the AI-p area do not appear to be selective to FM direction, but 

are sensitive to the harmonic complexity in calls (21). Thus, combinations of temporal and 

spectral features within calls appear to be extracted and represented in different cortical 

areas (24).

Recognition of a call type is postulated to be accomplished on the basis of a “consensus” 

that may be demonstrated by the near-synchronous or correlated firing of a small population 

of neurons scattered in different cortical areas (24). This coordinated firing of groups of 

neurons within different cortical areas could convey information about a call type. In 

summary, studies in both monkeys and bats have shown that complex pieces of a call type 

when presented together can trigger facilitatory interactions that lead to a nonlinear 

enhancement of the firing rate of a neuron. At the level of the AC, this information about 

call type is conceivably encoded in the firing rate of a small population of neurons 

distributed in the AC (24).

Although single neuron activity in several different areas in the AC of mustached bats has 

been shown to be facilitated by call “bits” (see Figure 5), little is known about the way in 

which different call bits or feature dimensions are organized tangentially to the surface of 

either a bat’s or a monkey’s AC. The best way to visualize any order in the organization of 

call parameters may be by means of optical recording techniques, which provide a means of 

looking at large numbers of neurons simultaneously. Unfortunately, this technique has so far 

proven difficult to successfully apply to call processing in the auditory cortex of an awake or 

lightly anesthetized animal. Tones and FM stimuli, however, have been optically mapped in 

the A1 of the guinea pig suggesting that these stimuli are represented in a spatio- or spectro-

temporal manner across A1 (97).

6.4. Perceptual invariance of call types

Neural “mappings” for the representation of pitch, amplitude and bandwidth have been 

identified in the temporal lobe of humans and the AC of cats and marmosets (98, 99). 

However the role of these mappings in generating perceptual invariance of call types is 

unclear. To date, these mappings are considered to contribute to a spatio-temporal and 

possibly dynamic representation of complex sounds across a large population of neurons. 

For a call type to be recognized as that type and the appropriate meaning to be conveyed, 

neurons or networks of neurons must respond largely to one call and should continue to 
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respond to that call irrespective of variations in its pitch, amplitude and a few other 

parameters that may vary with the identity and mood of the emitter. Although the existence 

of such neurons is a distinct possibility considering the computational models proposed for 

object recognition in the visual system (101), this is not usually the case in the AC of bats 

and primates (see Figure 8).

A search for cortical neurons that are highly specialized to respond to complex sounds, such 

as calls, is a neuroethologically valid approach. Neurons that respond exclusively to one or 

two whole calls in a level- and pitch-tolerant manner, however, are rare in the AC of bats 

(24). Although such neurons may exist, they are difficult to find and have not yet been 

reported in any species. At higher levels of processing, such as the frontal cortex (FC), the 

presence of such neurons is more likely. Here neurons responding selectively to whole calls 

have been reported in both bats and primates, but their response to BAPs and acoustic 

features have not been extensively studied (100, 101). Recordings from the frontal auditory 

field (FAF) in bats and from the ventrolateral prefrontal cortex (PFC) in monkeys show that 

responses of single neurons here can last for a few hundred milliseconds and extend well 

beyond the duration of the stimulus (102). Also, FC neurons in both bats and primates are 

selective for a few call types, but not specialized to respond only to one call type. Therefore, 

studies of the neural basis of perceptual invariance of call types represent uncharted territory 

and could lead to some exciting discoveries about the neural mechanisms for object 

recognition and how calls are represented in the AC as well as at other levels of the auditory 

system in mammals.

7. CORTICO-CORTICAL PROCESSING STREAMS

The visual system has long been thought to be organized hierarchically with increasingly 

complex feature dimensions emerging at successively higher processing levels. At the same 

time, it has also become clear that the visual system consists of several parallel channels, the 

most prominent of which are the magno (M)- and parvocellular (P) pathways, which 

originate at a level as early as the retinal ganglion cells (103). Dual pathways for the 

processing of form and motion/space at the cortical level were postulated independently 

(104) before it became clear that the P- and M-systems provide prominent input to these 

pathways.

Dual cortical pathways for the processing of patterns and space have recently been proposed 

also for the auditory system in primates (25, 26, 85) (see Figure 9A). While the evidence for 

such division of labor at the cortical level has been accumulating, the anatomical and 

physiological evidence for distinct input systems at subcortical, including brainstem levels, 

is still lacking. The equivalent level in the auditory system to the retinal ganglion stage in 

vision would be the cochlear nuclei, so one ought to start looking at this level for the 

equivalent of M and P cells in the auditory system. Excellent progress has been made in 

terms of defining cell types and their functional properties within the cochlear nucleus of 

cats and other species, but a neuroethological analysis at this level of the auditory system is 

lacking.
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The rostral and caudal subdivisions of belt and parabelt regions of the AC are thought to 

form the beginning within auditory cortex of functional processing streams that underlie the 

two major functions of hearing: identification of auditory patterns or objects, and spatial 

perception of sound (including motion in space) (11, 25, 26). Evidence for this is based on 

single-unit recordings from rostral and caudal belt demonstrating increased selectivity (or 

“tuning”) for communication calls and the spatial position, respectively (29). In addition, it 

has been demonstrated that rostral belt neurons project to ventrolateral PFC, which is also 

involved in visual object working memory; by contrast, caudal belt projects to dorsolateral 

PFC, which is known to be involved in spatial working memory (105).

The role of caudal belt in spatial analysis has also been shown by work in awake behaving 

rhesus monkeys demonstrating a tighter coupling of neuronal activity in the caudomedial 

area (CM) with sound localization behavior (106). Furthermore, lesions of rostral and caudal 

portions of superior temporal (ST) cortex lead to deficits in frequency and space 

discrimination behavior, respectively (107). Similar organizational patterns are beginning to 

emerge in marmosets, with an anterolateral area seemingly involved in pitch analysis (99).

Even stronger evidence for dual cortical pathways comes from functional neuroimaging 

studies in humans, which have shown unequivocally a division of labor between rostral and 

caudal parts of ST cortex in terms of auditory processing of objects/patterns and space, 

respectively. Various recent studies have provided evidence for a role of rostral ST in 

identification of sound objects, including human voice and speech sounds (108–115). 

Conversely, several studies have shown that caudal STG and posterior parietal cortex are 

activated during processing of auditory space and motion (116–118), including a recent 

meta-analysis of 11 “spatial” and 27 “nonspatial” studies (119).

The evidence for cortico-cortical processing streams in bats, similar to primates, is 

beginning to emerge. Recent comparative analysis in Rhinolophus suggests that the FM-FM 

area in the auditory cortex in mustached bats is best regarded as a belt area and the DF area 

possibly corresponds to a portion of the parietal cortex (69–71). The DM, FM-FM and DF 

areas may thus belong to an auditory “where”-stream (see Figure 9B). Nevertheless, a 

conceptual difference between bats and primates becomes evident as several bat studies 

support the possibility of multifunctionality of different areas (12, 20, 79), whereas primate 

studies emphasize the concept of functional specialization. The concept of multifunctionality 

is based on the observation that single neurons in, e.g., the FM-FM area are selective to 

parameters important for ranging, which is a “where”-stream function; at the same time, 

neurons in this area may also be selective for temporal features within a call type (19, 20), a 

typical “what”-stream function. This is different from the situation in monkeys, where 

selectivity for calls is found largely in one area and tuning to sound location in another (29).

Only a small percentage (~15%) of neurons of this kind were found in area CL in macaques 

(29). It can be assumed that they are created by convergent input from lower-order neurons 

with selectivity in just one parameter domain. The majority of neurons in the DSCF area are 

selective for both echolocation and call parameters, but the proportion of neurons in the FM-

FM area of bat auditory cortex that are selective in both parameter domains remains to be 

estimated. Overall, functional specialization and multifunctionality may be two extremes on 

Kanwal and Rauschecker Page 13

Front Biosci. Author manuscript; available in PMC 2014 December 24.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



the same scale with the actual proportions of neuronal selectivity somewhere in-between. It 

is entirely possible that in bats, specialization for one function is expanded to a dual 

specialization within single neurons due to the compressed cortical hierarchy in this species. 

It does not mean, however, that the principle of a common bauplan in different mammalian 

species has to be abandoned.

8. PERSPECTIVE

The ability to hear complex sounds and communicate with conspecifics via vocalizations 

represents an important advancement for cooperative and social interactions among 

individuals within large societies. This ability underlies the development of speech and 

music in humans. How does the auditory system manage to instantly analyze sounds and 

differentiate between different types of complex sounds, as exemplified by communication 

calls in mammals? We know relatively little, but rapid progress is being made in a few bat 

and primate species in this exciting and important area of research. The studies on the AC of 

bats and primates represent a top-down approach for understanding the processing and 

perception of calls. Perception is considered to require a host of neural mechanisms and 

processing strategies that are not unlike the managerial operations that must be performed 

with split-second precision for the successful completion of any complex, mission-critical 

project. For auditory communication, these operations must be completed continuously and 

consistently within a fraction of a second and without losing accuracy.

An examination of how neurons in the AC manage to differentiate between different call 

types has revealed some of the mission-critical strategies adopted by the auditory system. 

These strategies include tuning to multiple sound parameters, including tones and BAPs, and 

the development of combination-sensitivity at the single cell level. At the level of neural 

populations, knowledge of the selected features represented within the AC reveals the 

potential IBEs (e.g., FMs) and IBPs (e.g., direction and slope of FMs) within calls. Studies 

of the response properties of neurons indicate that the acoustic features represented in the 

AC are most likely coded within the firing rate of neurons. This rate code may be 

transformed to a temporal code in the FC. An acoustic analysis of sounds and of call 

selectivity of cortical neurons reveals the level of specialization achieved and the call 

features extracted and represented within each area of the AC. Generalizing the common 

findings made thus far in bats and primates, it may be concluded that parallel-hierarchical 

processing and combination-sensitivity are two important evolutionary achievements 

underlying the functional organization of the auditory system and are required for an 

efficient management of complex sounds. The degree of complexity of the acoustic features 

represented, the level at which a particular neural mechanism is implemented, and the 

manner and kind of features extracted from communication sounds may vary with the 

species in question.
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Figure 1. 
A. Amplitude envelopes (above) and spectrograms (below) of five examples of simple 

syllabic calls emitted by mustached bats (P. parnellii). B. Amplitude envelopes (above) and 

spectrograms (below) of calls emitted by rhesus monkeys. C. Speech sounds for a 

phoneme, /da/ and simple words.
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Figure 2. 
Spectrographic examples of communication calls showing several variants of a simple 

syllable, sinusoidal FM (sFM), emitted by mustached bats (A) and the archscream call 

emitted by rhesus monkeys (B).
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Figure 3. 
A. Organization of the AC in rhesus monkeys showing the reversal of tonotopic mappings in 

the core, belt and parabelt areas. Organization of the AC in the mustached bats. B. Lateral 

view of the bat’s brain showing the functionally defined subdivisions of the AC in 

mustached bats. The primary auditory cortex (AI) is shown as cross-hatched. ‘a’ AI-anterior, 

‘b’ AI-posterior, ‘c’ DSCF area (shown in gray), ‘d’ CF/CF area (fine stippled) ‘e’ DIF area, 

‘f’ FM-FM area (coarse stippled), ‘g’ DF area, ‘h’ VF area, ‘i’ DM area, ‘j’ TE area, ‘k’ H1-

H2 area, ‘l’ VA area, ‘m’ VP area (adapted from Suga et al., 1987, (78). Detailed 

representation of the FM-FM, CF/CF, DSCF and AIp areas in the AC. The DSCF area 
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occupies nearly 30% of the area of the tonotopically organized primary AC and represents a 

small range (60.6 to 62.3 kHz) of frequencies.
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Figure 4. 
A. Dot raster and PSTH plots to show the neural response to whole calls in the A1 of 

mustached bats (A) and rhesus monkeys (B). Response patterns in both species are generally 

similar and show a phasic response onset with a clear peak firing rate that lasts for a few ms. 

Response duration is an order of magnitude longer in primates compared to bats. Bin width 

= 5 ms.
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Figure 5. 
Dot raster (above) and PSTH plots (below) to demonstrate combination-sensitivity in the 

firing rate of a neuron by presentation of spectrographic components in the call response of 

neurons (A) in the DSCF area in mustached bats and (B) in a neuron in the belt region of the 

rhesus monkey AC. Bin width = 5 ms.
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Figure 6. 
A. Hypothetical scheme showing the steps for parallel-hierarchical processing of 

communication calls along a subcortical “what” stream in mustached bats. The scheme is 

based on what we know about processing of echolocation signals in the mustached bat’s 

auditory system (68). B. Flow-chart showing the parallel-hierarchical processing of auditory 

information and the origin of the “what” and “where” streams in the brain of rhesus 

monkeys. DCN, dorsal cochlear nucleus, VCN, ventral cochlear nucleus, ICx, external 

nucleus of the inferior colliculus; ICc, central nucleus of the inferior colliculus; MGm, 

MGv, MGd, medial, ventral and dorsal divisions, respectively, of the medial geniculate 

body; bDFM, bent downward FM; bUFM, bent upward FM; dRFM, descending rippled FM; 

fSFM, fixed sinusoidal FM; QCFl, long quasi CF; QCFs, short quasi CF.
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Figure 7. 
Neural responses (PSTHs above and dot rasters below) showing preference for upward 

versus downward frequency modulated sweeps in (A) the DSCF area in mustached bats 

(95), and (B) the rhesus monkey auditory cortex. Responses in the rhesus monkey also show 

a tuning to the slope of the upward FM. Bin width = 5 ms.
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Figure 8. 
A and B. Bar graphs for the peak firing rate of two single neuron responses in the DSCF 

area in mustached bats showing both invariance and variation of responses to different 

amplitudes of simple syllabic call types (1 to 14). C. Bar graphs of responses of a cortical 

neuron to 14 syllables and their variants. Variants are produced by shifting the fundamental 

frequency and harmonic spectrum of the waveform by ±1, ±2, and ±3 standard deviation 

(s.d.) from the mean of the natural variation in call types. Neuron responds with different 

response magnitudes to several variants of the same syllable type. Neural response 

invariance possibly underlies the phenomenon of perceptual invariance, but appears to be 

absent in the AC. Each stimulus presentation was repeated 10 times. Bin width = 10 ms.
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Figure 9. 
Functional organization of the “what” (pink) and “where” (green) cortical processing 

streams in (A) primates, and (B) as hypothesized for mustached bats. The bat model is 

divided into a core system for auditory analysis of echoes and calls and an extended system 

for the processing of meaning gleaned from echoes and calls. aFAF and pFAF, anterior and 

posterior frontal auditory fields,; MGd and MGv, dorsal and ventral medial geniculate 

nuclei; SGn, suprageniculate nucleus; Numbers refer to Brodmann areas.
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