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Abstract

Background—The 2-ΔΔCT method has been extensively used as a relative quantification strategy 

for quantitative real-time polymerase chain reaction (qPCR) data analysis. This method is a 

convenient way to calculate relative gene expression levels between different samples in that it 

directly uses the threshold cycles (CTs) generated by the qPCR system for calculation. However, 

this approach relies heavily on an invalid assumption of 100% PCR amplification efficiency 

across all samples. In addition, the 2-ΔΔCT method is applied to data with automatic removal of 

background fluorescence by the qPCR software. Since the background fluorescence is unknown, 

subtracting an inaccurate background can lead to distortion of the results. To address these 

problems, we present an improved method, the individual efficiency corrected calculation.

Results—Our method takes into account the PCR efficiency of each individual sample. In 

addition, it eliminates the need for background fluorescence estimation or subtraction because the 

background can be cancelled out using the differencing strategy. The DNA amount for a certain 

gene and the relative DNA amount among different samples estimated using our method were 

closer to the true values compared to the results of the 2-ΔΔCT method.

Conclusions—The improved method, the individual efficiency corrected calculation, produces 

more accurate estimates in relative gene expression than the 2-ΔΔCT method and is thus a better 

way to calculate relative gene expression.

Background

Quantitative real-time polymerase chain reaction (qPCR) has been extensively used to 

quantify gene expression levels. The two strategies for analyzing qPCR data are absolute 
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and relative quantification (1–3). Absolute quantification identifies the input gene amount 

based on a standard curve. In contrast, relative quantification determines changes in gene 

expression relative to a reference sample. Relative quantification is easier to perform than 

absolute quantification, and it requires fewer reagents, since there is no need to generate a 

standard curve (4). Errors caused by standard dilutions when creating a standard curve can 

also be avoided. In addition, sometimes the relative gene amount between two treatment 

groups is of more interest than exact DNA/RNA molecular numbers. Therefore, relative 

quantification is widely performed.

The 2-ΔΔCT method is the method of relative quantification that is most frequently found in 

popular software packages for qPCR experiments (1,5–6). The threshold cycle (CT) is the 

cycle at which the fluorescence level reaches a certain amount (the threshold). This method 

directly uses the CT information generated from a qPCR system to calculate relative gene 

expression in target and reference samples, using a reference gene as the normalizer. Table 1 

illustrates a typical study design related to samples and genes. A target sample may be, for 

instance, a treated sample, while a reference sample is an untreated control. Target and 

reference samples can also be samples from different tissues, samples treated at different 

time points, or samples from other distinct groups. To correct for differences in the amount 

of DNA/RNA added for each sample and to reduce variation caused by PCR set-up and the 

cycling process, reference genes or internal control genes have been used to normalize the 

PCRs (2). Housekeeping genes, such as glyceraldehyde 3-phosphate dehydrogenase 

(GAPDH), (β-actin, and 18S rRNA, are commonly used reference genes because their 

expression levels remain relatively stable in response to any treatment (1,7–8). With respect 

to the ΔΔCT of the 2- ΔΔCT method, the first ΔCT is the difference in threshold cycle 

between the target and reference genes:

Using the notation in Table 1, the ΔCT for the target sample is CTD −CTB, and the ΔCT for 

the reference sample is CTC −CTA. The ΔΔCT is the difference in ΔCT as described in the 

above formula between the target and reference samples, which is

The final result of this method is presented as the fold change of target gene expression in a 

target sample relative to a reference sample, normalized to a reference gene. The relative 

gene expression is usually set to 1 for reference samples because ΔΔCT is equal to 0 and 

therefore 20 is equal to 1.

The 2-ΔΔCT method assumes a uniform PCR amplification efficiency of 100% across all 

samples (1,9). The value 2 is 1 plus a PCR amplification efficiency of 1 (100%). This 

assumption makes the method easy to perform, and it can be valid under optimal conditions. 

However, PCR efficiency cannot be 100% because of factors such as the presence of PCR 

inhibitors or enhancers, RNA extraction, and different uses of probes, primers, and enzymes. 
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These factors also contribute to variations in efficiency (2,10–11). Therefore, the assumption 

becomes problematic when PCR efficiencies vary among samples, which is always the case 

in reality. Previous studies have suggested that PCR efficiencies vary from 60% to 110% 

(2), from 80% to 100% (12–13), and from 65% to 90% (14). Variations in PCR efficiency 

then lead to distortion of 2-ΔΔCT results. For example, when efficiencies vary over a range as 

small as 0.04, from 1.78 to 1.82, it results in a 4-fold error in fold difference (13). A 

difference in the PCR efficiency of 5% between a target gene and a reference gene can lead 

to a miscalculated difference in expression ratio by 432% (15). Hence, it is necessary to 

assess sample-specific PCR efficiencies before doing relative quantification.

Another problem of PCR data analysis is determining the background fluorescence level. 

Background fluorescence may originate from unbound SYBR Green dye or from 

fluorochrome bound to the template cDNA or primers with nontarget DNA binding (16). 

Thus, failing to remove background fluorescence or incorrectly subtracting it will lead to 

invalid results (17–20). First, subtracting an incorrect background can cause miscalculation 

of both the gene amount and PCR efficiency (16,21). Second, different model fittings result 

in very different background fluorescence estimates (Table 1; 22). Third, it is unreasonable 

to apply a constant background to all samples in a PCR experiment or to different PCRs. 

Therefore, comparisons among many samples can be difficult (2). Finally, Rebrikov and 

Trofimov suggested that background fluoresence can be divided into constant and variable 

components, the latter of which is a function of the cycle number (18). If this is the case, it 

greatly increases the complexity of estimating the background fluorescence.

In the present study, we propose a new algorithm, the individual efficiency corrected 

calculation method that takes into account the PCR efficiency of an individual sample and 

uses sample-specific efficiencies to calculate the fold changes in gene expression between 

samples. Additionally, the differencing strategy of this method cancels out the background 

fluorescence and therefore avoids the errors caused by either not or incorrectly removing it. 

The results of this study suggest that the individual efficiency corrected calculation method 

provides more accurate estimates of relative gene expression than the commonly used 

2-ΔΔCT method.

Results

The current study compares the accuracy and precision of DNA amounts estimated using the 

2-ΔΔCT method and the individual efficiency corrected calculation method. The accuracy of 

these methods was assessed by two criteria. First, the estimates of the initial DNA amount 

for the four dilutions should be close to the ratios of 1, 1:10 (0.1), 1:100 (0.01), and 1:1000 

(0.001) for either FAM73B or GAPDH. The results of the two methods are shown in Table 

3. For FAM73B, the 2-ΔΔCT method gave the estimated ratios of 1, 0.44 (far from 0.1), 0.038 

(far from 0.01), and 0.0013 (close to 0.001). CVs for the 6 replicates in each dilution ranged 

from 11% to 21%. For the control gene, GAPDH, the estimates were 1, 0.06, 0.005, and 

0.0005, which were close to the true ratios. CVs were smaller, with a range of 5%–12%. By 

contrast, the individual efficiency corrected calculation method gave estimated ratios of 1, 

0.36, 0.025, and 0.0017 for FAM73B and 1, 0.09, 0.005, and 0.0036 for GAPDH. These 

values were overall closer to 1, 0.1, and 0.01, respectively, but further from 0.001 than the 
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2-ΔΔCT method. CVs were 12%–20% for FAM73B and 4%–9% for GAPDH, which were 

comparable to those of the 2-ΔΔCT method. These results suggest that the individual 

efficiency corrected calculation method results in a more accurate estimation of the DNA 

amount for a certain gene with similar variation than does the 2-ΔΔCT method.

The second criterion for assessing the accuracy of the two methods relies on the idea that the 

relative gene amounts (FAM73B/GAPDH) among the four dilution conditions should be 

almost the same. If the value of the original sample without dilution was set to 1, then the 

true ratio would be 1: 1: 1: 1 for all dilution conditions. The ratio for the 2-ΔΔCT method was 

1: 7.52: 7.42: 2.7, with CVs ranging from 11% to 21%. By contrast, the individual efficiency 

corrected calculation method gave a better estimated ratio of 1: 3.82: 4.83: 0.47, with 

comparable CVs of 12%–20%. These values are much closer to 1 than those of the 2-ΔΔCT 

method. Collectively, our method produced more accurate estimates in relative gene 

expression level with similar variation than did the 2-ΔΔCT method.

Discussion

The results of this study suggest that the individual efficiency corrected calculation method 

is an improved algorithm over the 2-ΔΔCT method in terms of estimates of relative gene 

amounts that are closer to true values. Our method is advantageous in that it involves 

calculation of PCR amplification efficiency in an individual sample and it avoids potential 

errors related to background fluorescence subtraction.

The PCR efficiencies estimated using the individual efficiency corrected calculation method 

ranged from 1.73 to 1.88 for the FAM73B gene and from 1.55 to 1.74 for the GAPDH gene. 

These numbers obviously conflict with the uniform efficiency among all samples assumed 

by the 2-ΔΔCT method. Therefore, it is not surprising to see the big variation between the 

ratio of relative gene amount, 1: 7.52: 7.42: 2.7, estimated using the 2-ΔΔCT method and the 

true ratio of 1: 1: 1: 1. Yet we cannot rule out the possibility of experimental errors or 

sample variation.

The assumption of the same sample-to-sample efficiency for the 2-ΔΔCT method can only be 

relaxed if very specific primers are designed and the experimental conditions are 

approximately the same for every sample. However, this is hard to achieve. Different 

approaches have been used to calculate the PCR amplification efficiency. Pfaffl presented 

efficiency-corrected calculation models based on multiple samples and/or multiple reference 

genes, taking into account the differences in amplification efficiency between target and 

reference genes (2). But these methods assumed equal efficiencies between control and 

treated samples. This assumption is not true according to our data. In fact, every sample has 

its own amplification efficiency. Another method is the dilution method (23), which 

calculated the amplification rate E based on the slope of a linear curve of a series of 

dilutions (E =10-1/slope). This approach has been found to be highly reproducible, but it tends 

to overestimate efficiency (by sometimes more than 100%). Besides this, the dilution 

method can be laborious and time- and reagent-consuming if it is conducted for different 

samples (15). The linear regression model has also been used to fit data points within the 

exponential phase of the PCR amplification curves, and the estimated parameter has been 
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used to calculate the individual efficiency in the formula of E =10slope (13). This efficiency 

estimation is similar to ours, but our linear regression model incorporates the differencing 

strategy that removes any potential influence of background fluorescence. Nonlinear 

regression models, such as sigmoidal curve fittings, have also been used to estimate PCR 

efficiency. In these models, all data points in an individual PCR run were used in the curve 

fittings, and individual efficiencies could be calculated using estimated parameters and 

information about the exponential amplification phase (14,24). However, background 

fluorescence was included in the models. Hence, incorrect values for unknown background 

fluorescence may affect the whole sigmoidal curve fitting and identification of the 

exponential phase and thereafter distort the result (14,25–26). Additionally, Schefe et al. 

developed the gene expression CT difference (GED) method to compute individual 

efficiencies for all samples separately (27). They found that the 2-ΔΔCT method tended to 

overestimate differences in gene expression and that it was crucial to detect efficiency 

outliers. But there was no consideration of background fluorescence during the derivation of 

the GED formula. Considering the constant and variable components of the background 

fluorescence (18), our method is superior in that it eliminates the need to estimate the 

background, whereas all the above methods either do not consider the background or 

estimate a problematic background.

Another assumption of the 2-ΔΔCT method is that internal control genes are constantly 

expressed without being affected by treatment. However, variations in the expression of 

these genes may depend on species, tissue types, disease conditions, and other potential 

factors (28). It has been shown that the hydroxymethylbilane synthase, beta-2-

microglobulin, and β-actin genes are appropriate normalizers in osteoclasts (29). Another 

study suggested that the combination of GAPDH and mitogen-activated protein kinase 1 

genes had the highest stability for most experimental sets (30). In addition, 18S rRNA was 

found to be the best invariant internal control gene in grass carp (31). Thus, it may be 

necessary to determine whether candidate genes have a stable expression level among 

different samples before conducting a qPCR experiment.

Conclusions

Collectively, the individual efficiency corrected calculation method is an improvement of 

the commonly used 2-ΔΔCT method in that it calculates an individual efficiency for each 

sample and prevents potential problems related to background fluorescence estimation. 

Thus, this new approach is more accurate for such relative quantification.

Methods

The expression levels of human family with sequence similarity 73, member B (FAM73B) 

and GAPDH genes in limited dilution samples (1:10, 1:100, and 1:1000) were analyzed 

using qPCR. GAPDH was used as an internal control. Referring to the study design in Table 

1, FAM73B is the target gene, and GAPDH is the reference gene. The original sample 

without any dilution is the reference, and a 1:10, 1:100, and 1:1000 dilution of the original 

sample are the target samples. There are 6 replicates in each combination of gene and 

dilution. The gene-specific primers were as follows: hgapdh-5′-
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ATGGAAATCCCATCACCATCTT-3′ and hgapdh-5′-CGCCCCACTTGATTTTGG-3′; 

hfam73b-5′-CTCCTGCAGGTGGTAGGC-3′ and hfam73b-5′-

CAGAGACTGCATCAGAGCCA-3′. mRNA was extracted from human hepatoma (Huh7) 

cells and used as a template for reverse transcription by superscript III reverse transcriptase 

purchased from Invitrogen (Carlsbad, CA). All qPCR experiments were performed using the 

Applied Biosystems Stepone and StepOnePlus Real-Time system (Perkin-Elmer Applied 

Biosystems). All the amplifications were done using SYBR Green PCR Master Mix 

(Applied Biosystems). The thermal cycling conditions included an initial denaturation step 

at 95°C for 10 min, followed by 40 cycles at 95°C for 30s, 60°C for 30s, and 72°C for 30s. 

Melting curve analysis of every qPCR was conducted after each cycle.

In this study, we try to improve the 2-ΔΔCT method. Our method, called the individual 

efficiency–corrected calculation method, is shown in Table 2. Unlike the 2-ΔΔCT method, our 

method accounts for individual efficiencies of samples. We computed the amplification rate 

E (1 + efficiency) for each sample (Table 2, Eqs. 1-5). Specifically, the method was based 

on an exponential function, and background fluorescence was included in this function (Eq. 

1). Then we took the difference between two consecutive PCR cycles by subtracting the 

fluorescence of the former cycle from that of the later cycle (Eq. 2). Therefore, the data with 

n cycles were transformed to data with n−1 cycles. Importantly, background fluorescence 

was removed. After that, a simple linear regression model (Eq. 4) was applied to the log-

transformed equation (Eq. 3). The parameter (β1) estimated using linear regression can be 

used to calculate E (Eq. 5). To calculate the starting DNA amount (x0), we need to find out 

the new threshold cycle, CT', and we set the new threshold to T/2 (Eqs. 2 and 6). The fold 

change of gene expression level was calculated as the relative DNA amount of a target gene 

in a target sample and a reference sample, normalized to a reference gene (Eq. 7). The DNA 

amounts of a reference gene in reference and target samples are denoted as x0,A and x0,B, and 

the amounts of a target gene in the two groups are denoted as x0,C and x0,D, respectively. 

The derivation of CT' was based on the equal-ratio property of the difference value zk and 

the cycle m, which is an integer cycle right before CT' (Eqs. 8-9). The fluorescence value zm 

should be less than the new threshold T/2 because the selected data points had monotone 

increasing values of zk.

For the 2-ΔΔCT method, we directly used the threshold cycle values automatically generated 

by the qPCR system. For the individual efficiency corrected calculation method, we selected 

four successive cycles for every PCR run, the first three of which have the fluorescence 

values below the threshold and the last of which has a fluorescence value larger than the 

threshold. Therefore, the target cycles are the rounded threshold cycle and the former three 

cycles, or the rounded threshold cycle and the former two cycles plus the latter one.

In the individual efficiency corrected calculation method, we calculated PCR amplification 

efficiency for every sample. To reduce potential variation, we then took the mean of the 

efficiencies for the 6 replicates under each condition, which is a combination of gene and 

dilution. Hence, the 6 replicates had the same efficiency for further calculation, but each 

combination (for example, the combination of FAM73B and a 1:10 dilution) had a different 

efficiency.
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Because the 2-ΔΔCT method and our method are relative quantification strategies, it is 

difficult to assess their accuracy. This is why we planned to use a series of dilutions of the 

original sample to evaluate the accuracy of these two methods based on the pattern of the 

estimates. According to the experimental design, there were two trends in the estimates. 

First, for each gene, the ratios of the initial DNA amount were 1, 1:10 (0.1), 1:100 (0.01), 

and 1:1000 (0.001), corresponding to the four dilution conditions. The second trend was that 

the relative gene amounts (FAM73B/GAPDH) with respect to the four dilution conditions 

were the same, with a ratio of 1: 1: 1: 1 if the original sample without dilution was set to 1. 

The precision of the methods was then analyzed by computing coefficients of variation 

(CVs). The equation is:

where s and x̄ are the standard deviation and the mean of the 6 replicates in each 

combination of gene and dilution.
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Table 1
An Illustration of the Experimental Design

Reference sample Target sample

Reference gene A B

Target gene C D

Note: In the experiment described in the Methods section, there are four combinations of samples and genes in the experimental design, referred as 
A, B, C, and D. In each of the four combinations, there are six replicates. The reference samples in this study are those without dilution. The target 
samples are those with dilutions of 1:10, 1:100, and 1:1000, respectively. The reference gene is human GAPDH, and the target gene is human 
FAM73B.
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Table 2
Equations Used in the Individual Efficiency Corrected Calculation Method

Note: Eq. 1 states that the observed fluorescence level after k cycles (yk) is the background fluorescence (yB) plus the initial DNA amount (x0) 

times the conversion factor F and Ek. F is the conversion factor between the number of target molecules and observed fluorescence, and E is 1 + 
amplification efficiency. Eq. 2 indicates that we take the difference in fluorescence for each of two consecutive cycles. After taking the natural 
logarithm on both sides of Eq. 2, we get Eq. 3. Then we apply linear regression in the form of Eq. 4 and calculate E using the estimated slope 
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according to Eq. 5. Basically, equations 1–5 show the derivation of E. Thereafter, we plug the new threshold cycle (CT') into Eq. 2 and derive gene 
expression or starting DNA (x0) as indicated in Eq. 6. Fold change is computed by comparing the relative gene expression between target and 

reference samples (Eq. 7). The A, B, C, and D that are used to denote x0 refer to different experimental combinations described in Table 1. Eqs. 8–9 

are employed to obtain CT'. Eq. 8 is derived from Eq. 2, and the new threshold is set to be half of the threshold (T). Here, m is the integer cycle 
right before CT', therefore, its corresponding fluorescence value (zm) is smaller than the new threshold (T/2). Thus, CT' can be obtained (Eq. 9).
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