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Abstract

Measurements from small-angle X-ray scattering (SAXS) are highly informative to determine 

topological structures of bimolecular complexes in solution. Here, current and recent SAXS-

driven developments are described, with an emphasis on computational modeling. In particular, 

accurate methods to computing one theoretical scattering profile from a given structure model are 

discussed, with a key focus on structure factor coarse-graining and hydration contribution. 

Methods for reconstructing topological structures from an experimental SAXS profile are 

currently under active development. We report on several modeling tools designed for 

conformation generation that make use of either atomic-level or coarse-grained representations. 

Furthermore, since large biomolecules can adopt multiple well-defined conformations, a 

traditional single-conformation SAXS analysis is inappropriate, so we also discuss recent methods 

that utilize the concept of ensemble optimization, weighing in on the SAXS contributions of a 

heterogeneous mixture of conformations. These tools will ultimately posit the usefulness of SAXS 

data beyond a simple space-filling approach by providing a reliable structural characterization of 

biomolecular complexes under physiological conditions.
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1. Introduction

It is established that SAXS data can be highly informative in determining the topological 

structure of a biomolecule or a complex by characterizing how constituent parts are 

coherently organized[1, 2]. Structural information of SAXS data is encoded in a one-

dimensional scattering profile determined from the spherical averaging of random 

orientations that a biomolecule can adopt in an aqueous solution. It is of technical and 

intellectual interest to achieve a reliable scattering measurement and understand the origins 

of this behavior, and it is also of practical importance to infer the fundamental information 

about biomolecular structures and dynamics from SAXS data[3, 4]. There are a fair number 

of excellent reviews discussing basic principles and general applications of SAXS[5, 6], and 
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this short-review focuses on recent methodological developments aiming to better interpret 

SAXS data for topological structure characterization of large biomolecular complexes. One 

force driving the re-emergence of these developments is the increasing demand for using 

SAXS to study large, flexible, and often multimeric biomolecules that are recalcitrant to 

crystallographic or NMR structure determination.

A simple physical model for calculating the scattering intensity I (q) of a biomolecule can be 

given by the well-known Debye formula[7],

(1)

where q = 4π sin θ / λ is the scattering distance in reciprocal space or the amplitude of 

momentum transfer (2θ is the scattering angle and λ is the X-ray wavelength), fi(q) is the 

structure factor of atom i (i = 1,⋯,n and n is the total number of atoms) after excluded 

volume correction[8], and rij is the inter-particle distance between atom i and j. This Debye 

equation works under the approximation that each atom (or any coarse-grained residue/

nucleotide) is spherical, and it is broadly applicable for theoretical scattering calculations. 

Once such a scattering profile is calculated, a macroscopic parameter regarding overall size, 

i.e. radius of gyration (Rg), can be derived via a Guinier analysis as an approximation to the 

Debye equation at the low-q limit,

(2)

The Rg -determining q-region is empirically defined by the criterion of q · Rg <1.3, which 

was empirically determined by Svergun and Feigin so that the deviation of IG (q) at the 

upper bound of q is within 10% of that from the Debye equation[9]. In addition, for a 

multimeric biomolecule, signature curvatures or "bumps" reflecting a collective spatial 

separation between two major structural groups can appear at higher-q regions of a 

scattering profile. These characteristic bumps are approximately located at

(3)

where Rcos, termed center-of-scattering distance, is related to a Bragg spacing between two 

large-group centers. Since the location of such a bump can be determined based on the first 

or second derivative of I (q), this Rcos analysis provides an estimate of the distance between 

these subunits. It can also add to the toolkit of macroscopic analyses based on, e.g., a 

Fourier-transformed pairwise distance distribution P(r), a Porod volume (Vp), a scattering 

cross-sectional Rg, and a volume of correlation (Vc)[10, 11] (which will not be further 

discussed here).

Acquisition of reliable SAXS data can be non-trivial. In fact, it is counter-intuitive that the 

sample preparation needed for a SAXS measurement could be stricter when compared to, 

e.g., crystallographic requirements given crystallization itself being a highly efficient 

purification process. For a well-behaved and non-aggregating sample, it is true that a simple 

injection – out of a single freeze-thaw cycle – into a flow-cell device could allow a 
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successful data measurement. In particular, such a simple procedure can enable (i) the X-ray 

exposure to both a biomolecular sample and its corresponding buffer solution, (ii) the 

acquisition of their respective two-dimensional scattering images, and (iii) the reduction to a 

one-dimensional scattering profile of the biomolecule itself after buffer subtraction. Figure 1 

illustrates a typical flow-cell setup via a programmable pump, which offers some key 

advantages over a static one, .e.g., keeping samples fresh during the exposure and 

minimizing radiation damage. For larger and/or flexible biomolecules that are prone to 

aggregation or form a large complex with a substrate, however, reliable data acquisition 

appears to require better sample handling, and a direct injection may be insufficient to 

achieve the desired homogeneity, especially when a molecule functions only in complex 

with its cognate ligand, such as chemical compound or DNA. Take a protein-DNA complex, 

for example – because DNA has a relatively stronger scattering than protein, excess DNA 

molecules in the buffer solution may contribute to the total scattering intensity and thus lead 

to unwanted data due to this sample heterogeneity.

Alternatively, the implementation of a chromatography-coupled SAXS setup is becoming a 

standard option for SAXS data acquisition that allows the separation of different sample 

species of, e.g., monomer and dimer. Figure 1 illustrates such a chromatography-coupled 

setup equipped with a size exclusion column (SEC). When a mixture of molecules is 

injected into the column, each molecule of a different size moves along the column at a 

different speed. As a result, this implementation is able to improve sample homogeneity and 

remove the unwanted species, e.g., by separating complex-forming biomolecules from large 

aggregates or excess ligands, which is practically important for a reliable SAXS 

measurement. This "real-time" X-ray exposure is made possible by the availability of 3rd 

generation synchrotrons, where the exposure can occur on the second or even sub-second 

timescale, so a SAXS profile is determined along the chromatography elution[12, 13]. This 

chromatography-coupled setup has several advantages over a flow-cell setup. First, the 

target sample is rather fresh and presumably aggregate-free right out of the SEC. Second, 

the size separation can improve sample homogeneity, so excess ligands should not 

contribute to scattering measurements and only the biomolecular complex of interest is 

accounted for toward the final scattering profile. Finally, scattering intensity can be 

practically monitored in real time by a physical quality IΩ (t), the number of X-ray photons 

scattered per second into a detector that subtends a solid angle Ω,

(4)

Essentially, IΩ (t) is related to an effective cross-section of a biomolecule[7], which can be 

quantified by an integral over the entire q-range at each exposure time point of t (Equation 

4). In addition, IΩ (t) can be correlated with chromatography light absorbance (Figure 1), 

which together provides an effective means to locate the specific scattering profile It (q) for 

the sample of interest. Alternatively, instead of using IΩ, a quality of either Rg or I (q = 0) 

can be used to monitor the scattering intensity along the elution[12]. In general, although it 

may require some modification for a high-throughput SAXS measurement[14], this 

chromatography-coupled setup can be particularly powerful for aggregation-prone samples 
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or ligand-binding molecules to reach the needed homogeneity for an accurate and reliable 

SAXS measurement.

It is clear that topological structures can be derived from SAXS data. In fact, there are quite 

a few working examples of SAXS-derived structure models that are consistent with their 

corresponding high-resolution crystal structures. For example, one elegant proof-of-

principle study on a motor protein p97 has shown that its SAXS-derived topology matches 

well with the crystal structure (Figure 2A)[15]. A similar match is also observed for a 

multidomain protein Src kinase where its crystal-like conformation (not shown but 

essentially identical) was found as a dominantly major species based on SAXS data 

representing its inactive state in solution[3, 16] (Figure 2B). More recently, a remarkable 

SAXS application has been demonstrated on an HIV viral RNA where each of three 

insertion mutants (plus the wild-type) can adopt a distinct "A"-like topological shape with 

notable repositioning of the legs and arms of the "A" (Figure 2C). This information about 

overall topology readily explains its specific recognition of a protein partner for optimal 

function of retroviral replication and translocation[17]. It is known that the ability to resolve 

competing structure models for a given SAXS measurement depends on the resolution of 

SAXS data itself and the overall scattering difference between the competing models. 

Nonetheless, these working examples emphasize that such topological structures can be 

inferred despite their low-resolution nature, somewhat similar to the early discovery of the 

low-resolution DNA double helix[2]. In the midst of broadened SAXS applications, the 

emerging potential of a SAXS analysis for visualizing the topology of large biomolecular 

complexes is apparent, especially when already known structures of individual components 

are productively used in theoretical and computational studies designed for SAXS data 

analysis.

2. Theoretical SAXS computing for protein, RNA/DNA, and their complexes

Typically, SAXS data analysis is performed in two directions. First, a one-dimensional 

SAXS profile I (q) alone can be used directly to derive macroscopic physical parameters 

such as Rg (Equation 2) and RCOS (Equation 3). Other attainable parameters include a Porod 

volume (Vp), a scattering cross-sectional Rg, and a volume of correlation (Vc)[10, 11]. The 

second direction is to use the information in SAXS data for shape reconstruction of 

biomolecules that are difficult to study with conventional biophysical techniques, which is 

becoming an area of focus in structural biology[18]. Key to these structure-driven SAXS data 

analyses are (i) an accurate method for theoretically determining a SAXS profile from a 

given structure and (ii) an ability to computationally generate a set of plausible structures 

that can be used for data interpretation. The former is essentially the theoretical foundation 

of most SAXS data analyses, while the latter is mainly driven by computation-intensive 

modeling (discussed next) that could ultimately convey the usefulness of SAXS data toward 

a topological structure characterization.

We organize this next section as follows. According to the source of scattering contribution 

to the total intensity, two main contributing components are discussed: one about a 

biomolecule itself; and the other about its surrounding hydration layer. For the former, 

several computing methods, either at an atomistic level or at a residue/nucleotide-simplified 
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level, are briefly described. For the latter, the ability to effectively account for hydration 

contribution is an important aspect of theoretical SAXS calculations, which represents a 

major distinction among these currently available SAXS computing methods.

2.1. Scattering from a biomolecule itself

2.1.1. Atomic-level representation—One of the most influential SAXS computing 

methods is CRYSOL, a program that Svergun and colleagues developed[21], where a high-

resolution structure is used as an input for scattering calculations. A similar atomic-level 

representation is also used in several other methods[22, 23]. While there may be some 

technical differences, one common focus is to improve the prediction accuracy of scattering 

profiles at high-q regions (approximately between q = 0.5–1.0Å−1), mostly via the use of 

structure coordinates and structure factors at the atomic level.

2.1.2. Residue/nucleotide-simplified representation—In parallel, a coarse-grained 

molecular representation has been developed for SAXS calculations, owing partially to the 

low-resolution nature of experimental SAXS data itself, which provides a fair standpoint for 

such a simplification. The need for a simplified approach also comes from the demand for 

analyzing large amounts of data from coarse-grained simulations, widely used for 

conformational sampling (discussed in the next section). In general, such coarse-grained 

SAXS computing methods are able to accurately calculate the scattering profiles 

approximately up to q = 0.5Å−1.

Several generalized residue/nucleotide-level methods are available for SAXS 

computing[24, 25]. Notably, we have simplified the atomic-level structure factors fi(q) 

(Equation 1) into residue-level and/or nucleotide-level structure factors Fi(q)[26–28], so the 

Debye equation is replaced by

(5)

where N is the number of residues or nucleotides (including coarse-grained water 

molecules). This speeds up significantly the scattering calculations for large biomolecular 

complexes, thereby enabling a more precise rendering of the scattering of the surrounding 

hydration layers (discussed next). Recently, this method has been implemented in the 

computer program Fast-SAXS-pro, allowing a user to compute the fit of an experimental 

SAXS profile to any complex formed by a mixture of proteins and/or RNA/DNA 

molecules[28]. This concept of coarse-graining is also adopted in several other methods, 

showing that satisfactory accuracy is achieved from the calculation[29, 30]. In addition, we 

note that a higher efficiency of computing can be further achieved via the use of a quasi-

uniform spherical grid that gives rise to an effective orientation averaging, speeding up the 

calculation from a more costly O(N2) task to a much faster linear O(N) task[23]. This 

approximate treatment of orientation averaging does not appear to sacrifice the accuracy of 

the SAXS calculations. Indeed, as the simplification improves the performance of the 

calculations, we have recently implemented this O(N) scheme into our Fast-SAXS-pro 

algorithm. Overall, the Debye-based approach of using coarse-grained structure factors 

Yang Page 5

Adv Mater. Author manuscript; available in PMC 2015 December 10.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



(Equation 5) can be broadly applicable due to its simplicity and speed of calculation, and 

can be especially useful when a large amount of structure models are to be scored for their 

fit to experimental data.

2.2. Scattering from a surrounding hydration layer

The hydration layer surrounding a biomolecule is known to contribute to the total scattering 

intensity. This hydration contribution can lead to excess electron density contributing to the 

intensity after buffer subtraction, partially due to specific hydrophobic or electrostatic 

features of biomolecular surfaces that lead to variation in water density or ionic characters in 

the surrounding hydration layer, compared to the rest of the bulk solution[31]. This hydration 

is a considerable contributing factor especially for those molecules with a large solvent-

accessible surface area. For instance, it has reportedly contributed to an apparent swelling in 

overall shape when compared to the volume of a dry protein based on the low-resolution 

shape restoration using DAMMIN[32]. Modeling this hydration contribution can be achieved 

by placing water molecules, either implicitly[25] or explicitly via a coarse-grained structure 

factor as used in Fast-SAXS-pro[26] (see Figure 3A). One key point is to use these water 

molecules as a proxy to represent the density difference between the hydration layer and the 

bulk solvent. For example, CRYSOL accounts for this effect by assigning a default density 

that is 10% higher than that of the bulk solvent in a blind prediction mode. An exact 

hydration difference can be further refined via fitting to experimental data, as used in 

CRYSOL and more recently, in an updated version of FoXS[33]. It is a valid idea to refine 

such hydration parameters as the layer thickness and density against experimental data, 

although this parameter fitting can be done only if each structure would have its own 

hydration parameters. When a straight prediction is required to deal with a large ensemble of 

structure models, the extent to which this one-structure-one-parameter scenario can be 

applied remains to be seen. Finally, it should be noted that this hydration modeling is meant 

to account for the difference between the bulk solvent and the hydration layer, which should 

be distinguished from a non-homogeneous treatment within the hydration layer, as 

demonstrated on several high-resolution structures in a recent review by Rambo and 

Tainer[2]. This heterogeneity can be more pronounced when the hydration layer spreads 

across the surface of both a protein and a nucleic acid (RNA/DNA), which will be discussed 

next.

To account for a non-homogeneous distribution within the hydration layer, a different 

approach has been developed for an explicit treatment of a complex of protein and nucleic 

acid (DNA/RNA). In Fast-SAXS-pro[28], this heterogeneity is explicitly taken into account 

by assigning a different scaling factor for dummy water molecules according to their 

proximity to protein and DNA/RNA (Figure 3A). Based on several model systems we have 

tested, a general trend is observed that an RNA has more excess electron density in its 

corresponding hydration layer than a DNA, and a DNA has more than a protein[28]. 

Compared to a homogeneous hydration layer, e.g., used in CRYSOL, this approach of 

treating each hydration layer differently with a non-homogeneous distribution – 

implemented in Fast-SAXS-pro – has a pronounced effect on the theoretical scattering 

profile of large macromolecules such as a protein-RNA complex.
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3. Computational modeling for topological structures

Topological structure determination from a given SAXS observation is challenging but 

currently under active development. In the context of large multimeric complexes, there are 

quite a few computing methods to address this issue. Often, SAXS data is supplemented by 

imposing known knowledge of structural information on individual subunits, as well as 

substantial assistance from computational modeling. Here, we focus on the tool development 

for modeling the molecules that can adopt a single conformation or exist in a mixture of 

multiple conformations.

3.1. Space-filling bead modeling

There has been remarkable progress in using SAXS data to reconstruct a 3D topological 

shape[25, 32, 35]. One of the most popular methods is DAMMIN[32], which takes a space-

filling strategy and utilizes a bead-like molecular representation to model the shape of the 

scattered volume. Despite the assumption of the lack of physical connectivity between the 

beads, it is still possible for a space-filling approach to build a packed topological shape 

representing the most probable structure. Figure 4A illustrates an example of a DAMMIN-

built shape for a protein-DNA complex, using a theoretical SAXS profile calculated from its 

known crystal structure. Despite some discrepancy, a reasonable overlap between the crystal 

structure and its corresponding SAXS-built topological shape suggests that the information 

encoded in SAXS data is able to outline the structural organization of its subunits. It should 

be noted that this illustration is mainly for reconstructing a single conformation; it may only 

represent a somewhat "averaged" shape if multiple conformations co-exist. Since this space-

filling method uses only prior knowledge of a Porod volume that encloses all the dummy 

atoms within a molecule, but without any knowledge of, e.g., protein sequence or atomic 

coordinate, it provides an effective ab initio shape reconstruction.

3.2. Rigid-body docking

As a straightforward choice, rigid-body modeling can be used to dock high-resolution 

structures available for individual subunits into a multimeric complex for the fitting of its 

theoretical SAXS profile against experimental data. There are several docking-based 

methods specially designed for SAXS data interpretation[36–38]. Figure 4B illustrates a small 

set of conformers for a multidomain c-Src kinase generated by the program BUNCH[37]. 

These docked conformations can be used in two ways: one is to rank the most-probable 

conformations using a direct fitting to experimental data; and the other is to serve as a 

candidate pool of conformers for an ensemble optimization (discussed in the next section). It 

should be noted that there are various docking programs available from the broader field of 

macromolecular docking[39, 40], which could be adopted for SAXS data analyses as well. 

Since such a docking approach simplifies the conformational search within a simple six-

degree-of-freedom space, it can be remarkably suitable when the intrinsic flexibility of 

individual subunits is negligible so the rigid-body assumption would hold upon the complex 

formation.
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3.3. Flexible-docking simulations

Conformation generation via molecular dynamics (MD) simulations is known to recognize 

the intrinsic structure flexibility that can be displayed in an aqueous environment. More 

importantly, it is designed to allow induced-fit and even large-scale conformational changes 

to occur, which is often required for biomolecules in order to function. Typical MD 

simulations are performed at either an atomic or a residue-simplified level[30, 42, 43, 44, 45]. 

For example, Pelikan and coworkers have used all-atom MD simulations at a high 

temperature to generate a large pool of structure ensembles for SAXS[42]. Alternatively, 

given the low-resolution nature of SAXS data, coarse-grained (CG) modeling can be 

introduced to reduce the number of degrees of freedom and thus enables the generation of a 

diverse set of conformers, as demonstrated for a multidomain Hck kinase[16]. Figure 4C 

illustrates a minimum basis-set of Hck conformations generated from coarse-grained 

simulations, ranging from compacted to extended shapes and from assembled to fully 

disassembled. More recently, the predictive power of coarse-grained modeling is being 

enabled for the study of protein-protein interactions[46, 47], which is expected to significantly 

enhance the ability of simulating a multi-component complex. In fact, a recent proof-of-

principle study shows a simple CG model is able to correctly predict the conformation 

transition from an inactive to an active state of an estrogen-binding domain[48]. Overall, 

these studies provide exemplary applications of using either all-atom or CG simulations as a 

flexible-docking tool for SAXS data interpretation of intrinsically flexible biomolecular 

complexes.

4. Optimization of conformational ensembles against experimental SAXS 

data

The usefulness of SAXS data for topological structure characterization is arguably 

determined by the ability to explore a set of structure models in conformation space. From a 

computation standpoint, how to generate as many conformations as possible is becoming a 

central piece of a reliable SAXS shape reconstruction. While it may be prohibitive to obtain 

a comprehensive sampling in a high-dimensional configuration space such as protein 

folding, the exhaustiveness of a conformational search is largely achievable in the context of 

protein-protein interactions, in part due to a reduced number of degrees of freedom involved. 

This conformation generation in an exhaustive fashion is poised to provide the technical 

feasibility of an effective and robust SAXS data analysis.

4.1. Exhaustive conformational search

There has been considerable interest in developing new sampling techniques aiming to 

generate structurally diverse conformations, because brute-force simulations using either all-

atom or CG approximations may be easily trapped in local minima. In fact, several advanced 

sampling techniques have been developed in the past to address this hurdle, including 

umbrella sampling and replica exchange[49]. Recently, a specific push-pull-release (PPR) 

method was designed to enhance the simulations of protein-protein interactions by repeating 

the PPR cycles to facilitate the encounter formation[47]. Figure 5A illustrates a recent 

example of using PPR-enhanced simulations to identify the top conformations of an 

estrogenreceptor/ DNA complex[50]. To achieve an exhaustive search, we have further 
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extended this PPR sampling with a rotation-based pose generation that uniformly covers the 

conformational space of five rotational degrees of freedom. This rotation-enhanced PPR is 

demonstrated to be effective for an exhaustive search for different modes of protein-protein 

interactions in a receptor-ligand complex TGFb-FKBP12[51]. A similar comprehensive 

conformational search can be achieved by a grid-based docking of, e.g., protein and RNA 

(see an example in Figure 5B). Overall, these advanced sampling methods enable the 

generation of a large set of structure models required for a comprehensive SAXS data 

analysis.

4.2. SAXS data inference for topological structure determination

Based on the computation-generated conformations, structural interpretation of SAXS data 

often proceeds in two steps. First, theoretical SAXS profiles can be calculated (described in 

Section 2 above). Then, optimization of these theoretical profiles against experimental data 

is performed to infer the best-fit conformational ensembles. A pioneering work for such an 

ensemble-based analysis is the ensemble optimization method (EOM), where SAXS fitting 

is based on a pool of randomly generated models in which protein domain are treated as 

rigid bodies and connected by self-avoiding linkers of dihedral angles complying with a 

quasi-Ramachandran plot[52]. A similar strategy is also adopted in several other studies 

utilizing this concept of ensemble optimization[37, 42, 45, 53]. It should be noted that each 

conformation in the EOM-optimized ensemble contributes equally to the scattering 

averaging; this equality in the scattering of each conformation is different from the way that 

was used in the program OLIGOMER[54], which is designed for a completely different 

purpose of separating oligomeric species of, e.g., monomer and dimer.

A different strategy of using a non-equal weight for each conformation is emerging in 

SAXS-driven ensemble optimization. This was first attempted in the minimal ensemble 

method (MES) that was initially used to distinguish disordered systems from those adopting 

well-defined conformations[42]. This weighted scheme became more pronounced when the 

basis-set supported SAXS (BSS-SAXS) approach was introduced by assigning a fractional 

population Pi to each conformation member of the basis-set, each with a distinct theoretical 

SAXS profile of Ii(q)[16]. Both MES and BSS-SAXS yield a small number of conformers 

that best-fit experimental SAXS data. The key difference is that the former method relies on 

a full optimization over a large pool of structures (e.g., in the order of 10,000) and the latter 

instead uses a two-step clustering algorithm (based on the similarity in both structures and 

SAXS profiles) to reduce the conformer pool to a basis-set of conformations (in the order of 

10) each with a distinguishable scattering profile. Heuristically, BSS-SAXS can be 

equivalent to EOM and MES in terms of best-fitting observed SAXS data. Nonetheless, the 

final theoretical SAXS profile for the entire basis-set in BSS-SAXS is given by

(6)

where Ns is the total of conformers used in the basis-set. Clearly, this implementation is 

designed to account for the differential co-existence of multiple well-defined conformations. 

It has successfully explained ligand-induced conformational changes of a multidomain 
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protein Hck kinase[16] and can be broadly applied to probe any large-scale change of 

conformational equilibrium[3]. This weighted scheme is further enhanced and adopted in the 

method of ensemble-refinement of SAXS (EROS)[30], which has been applied to study the 

salt-induced conformational transition of an endosome-associated ESCRT-III domain and 

the conformation of a tyrosine phosphatase[30, 58]. More recently, the use of such a weighted 

ensemble optimization has led to a successful shape reconstruction for an HIV-1 viral RNA 

using SAXS data (shown in Figure 2C).

Key to the ensemble optimization is minimizing the difference between theoretical results 

against experimental data via an error-weighted  score,

(7)

where qmin and qmax are the lower and upper bounds of the observed q-range, respectively, 

σ(q) are the measurement errors of experimental data log Iexp (q) (in a logarithmic scale), 

and Ical(q) is the weighted average calculated from an ensemble of Ns conformations 

(Equation 6). The offset constant Δ can be calculated by the intensity difference at qmin. Due 

to a large fluctuation around the beam stop, however, we also found that the value of Δ can 

be better optimized by minimizing the difference between log Ical(q) and log Iexp (q) over 

the Rg-determining q-region (Equation 2 and Figure 3B). Note that a slightly different 

variation of  can be defined using a linear scale of I(q)[3, 11, 30, 53, 59]; however, the use 

of a logarithmic scale log I (q) is not merely for a mathematical convenience but for a 

physical consideration. More recently, a new parameter  has been introduced in an 

attempt to reduce overfitting when the "noise" level is high, but reportedly gives a similar 

performance when the noise level is low[11]. Nonetheless, a -based scheme can yield a 

quantitative optimization of fractional populations Pi (see an illustration in Figure 5C). In 

practice, a set of optimal Pi values can be achieved via a maximum likelihood method or a 

Monte Carlo (MC) algorithm. For example, in a Bayesian-like MC algorithm based on the 

Metropolis criterion of [16], any MC move attempt is accepted with a 

probability[60],

(8)

where  is the  difference between two adjacent MC steps (from i to j). It has 

been demonstrated that this MC approach is able to find an optimal solution in a rapid 

fashion and further estimate the uncertainties of Pi values (Figure 5C). It should be noted 

that this error estimation provides an effective assessment regarding the robustness of 

SAXS-inferred conformational ensembles[16]. Another assessment about the goodness of fit 

can be achieved by examining the score distribution ; specifically, the dependence 

of  on the size (Ns) of the conformational basis-set can be examined for a self-

consistent completeness check[16]. Additional cross-validation analyses can be performed, 
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but are not discussed here. Overall, this approach of MC-assisted BSS-SAXS shape 

reconstruction provides an alternative means to infer the best-fit conformational ensembles 

from SAXS data.

5. Conclusions and Perspectives

While SAXS data alone is almost never the primary source of information for high-

resolution structure determination, it is now known that topological structures, albeit at low-

resolution, can be derived to provide a highly informative, often much-needed structural 

knowledge. For large, flexible, multimeric biomolecules, e.g., at the range of 50–150 kDa, 

SAXS remains one of very few biophysical techniques available for an effective structural 

characterization with regard to overall shape and topology. This topological characterization 

has often benefited from known information of individual subcomponents within a complex, 

and of course can be supplemented by attainable information from other biophysical 

techniques including, but not limited to, NMR and chemical cross-linking[61]. Nonetheless, 

it is worthwhile to restate that SAXS is a warranted technique for biomolecules not 

amenable for NMR or crystallographic studies.

Recent advances in SAXS-based topological structure determination include the technical 

improvement of a chromatography-coupled SAXS experimentation, but also new SAXS 

computing methods that can recognize the scattering difference between proteins and 

nucleic acids with regard to hydration contribution. From the perspective of SAXS data 

analyses, the interplay of computation-intensive simulations and experimental SAXS 

measurements is becoming apparent. On one hand, conformation generation from large-

scale computations provides a solid theoretical foundation for SAXS data interpretation. It 

should be noted that the experimental technique itself has also undergone active 

developments in various directions, e.g., at wide angles[62], in a high-throughput or time-

resolved fashion[14, 63], and more recently, in the context of utilizing X-ray free-electron 

lasers[64]. The sophistication of SAXS data acquisition has helped improve the accuracy of 

theoretical prediction itself[38, 44, 65]. It also presents new opportunities of developing novel 

computational algorithms to better interpret SAXS data for topological structure 

determination, and it is almost certain that such a development will benefit from the ever-

increasing power of computational modeling[66]. Retrospectively, the wide use of 

synchrotron sources worldwide – that are either under operation or in the near future – may 

push for a new wave of computational tool developments appropriate for SAXS-based 

topological studies of large, flexible, multimeric biomolecules.
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Figure 1. 
Schematic setup for SAXS data collection. There are two routine options available for 

SAXS data acquisition. A typical one is to use a programmable pump that allows a flow-cell 

setup for X-ray exposure and subsequent data acquisition for both a biological sample and 

its corresponding buffer. The other is a chromatography-coupled setup with a size exclusion 

column (SEC) that is designed to remove the unwanted species. The location of a 

homogeneous sample along the elution can be identified via a real-time IΩ (t) (Equation 4), 

together with chromatography light absorbance. A final one-dimensional scattering profile I 

(q) is obtained after buffer subtraction.
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Figure 2. 
Topological structures derived using SAXS data. (A) The SAXS-derived shape (bush mesh) 

overlaps well with the crystal structure (colored balls) of a p97 ADP-AlFx complex (PDB 

entry 1OZ4)[15]. Reproduced with permission from Nagar and Kuriyan[19]. (B) The best-fit 

topology derived from SAXS data matches the crystal structure of a multidomain Src kinase 

(PDB entry 1QCF)[16, 20]. (C) Three SAXS-derived "A"-like topological structures of an 

HIV viral RNA each having a distinct distance between the two legs of the "A". Reproduced 

with permission from Fang et al[17].
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Figure 3. 
Theoretical SAXS computing for biomolecular complexes of protein and DNA/RNA. (A) 

Hydration contribution is represented by dummy water molecules in the hydration layer 

surrounding a protein-DNA complex (e.g., a multi-domain nuclear receptor HNF-4α with 

PDB entry 4IQR[34] shown in white, a double-strand DNA in gray, and dummy water 

molecules as blue dots). The hydration contribution is different for the protein compared to 

the DNA (or RNA); this difference is modeled by assigning a different weighting factor 

(scaled by the underlying color bar). For example, a weighting factor of 4% is used for the 

protein (in light blue) and 7% for the DNA (in dark blue) (Equation 5). (B) A theoretical 

SAXS profile of this HNF-4α protein-DNA complex using Fast-SAXS-pro[28]. The 

scattering profile at low-q (in green) provides information about overall size such as Rg 

(Equation 2), while a mid-q region (in magenta) can reveal the information regarding 

internal structural spacing such as Rcos (Equation 3). Note that this Rcos analysis can be 

performed only if the q-range is higher than q = 2π / dmax where dmax is the maximum size 

of a molecule.
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Figure 4. 
SAXS-based topological shape reconstruction. (A) Space-filling using DAMMIN[32]. A 

bead-like shape model is illustrated and reconstructed from a theoretical "synthetic" SAXS 

profile of the protein-DNA complex (shown in Figure 3). A total of 20 independent 

DAMMIN runs were performed to generate structure candidates for the most probable shape 

model[6, 32]. (B) Conformations generated by a rigid-body docking program BUNCH[37] for 

a multidomain c-Src protein kinase (PDB entry 2SRC[41]). (C) A set of conformations of 

Hck kinase generated after clustering the data of residue-simplified simulations[16].
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Figure 5. 
Computational modeling and SAXS-driven ensemble optimization. (A) Flexible-docking 

simulations predict the structures of a multidomain estrogen receptor (in surface plots) in 

complex with a DNA duplex (in gray ribbon). Modified from Ref.[50]. (B) Conformations of 

a protein-RNA complex generated from an exhaustive grid-based docking[39, 55], where a 

tRNA is shown in magenta (PDB entry 4TRA[56]) and a multirepeat protein in blue (PDB 

entry 2GL7[57]). (C) A cartoon illustrating the optimization of a theoretical SAXS profile 

against experimental data, which infers the most-probable fractional population for each 

conformer (Equation 6)[16].
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