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Abstract

Through statistical analysis of datasets describing single cell shape following systematic gene 

depletion, we have found that the morphological landscapes explored by cells are composed of a 

small number of attractor states. We propose that the topology of these landscapes is in large part 

determined by cell-intrinsic factors, such as biophysical constraints on cytoskeletal organization, 

and reflect different stable signaling and/or transcriptional states. Cell-extrinsic factors act to 

determine how cells explore these landscapes, and the topology of the landscapes themselves. 

Informational stimuli primarily drive transitions between stable states by engaging signaling 

networks, while mechanical stimuli tune, or even radically alter, the topology of these landscapes. 

As environments fluctuate, the topology of morphological landscapes explored by cells 

dynamically adapts to these fluctuations. Finally we hypothesize how complex cellular and tissue 

morphologies can be generated from a limited number of simple cell shapes.
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Introduction

Cellular morphogenesis, or the ability of cells to adopt particular shapes, is fundamental to 

organism development and homeostasis. During embryogenesis, cells must adopt particular 

shapes in order to migrate, form tissues, and ultimately establish the organism’s body plan. 

In adults, different cell shapes are necessary for cells to execute key functions that underpin 

homeostasis. The dysregulation of cell morphogenesis often has pathological consequences. 

For example, during oncogenesis, rewiring of biochemical pathways that regulate cell shape 

results in aberrant proliferation and metastasis, e.g. by disrupting cell-cell contact and 
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polarity pathways that restrain the growth of normal cells [1–5]. Thus the regulation of cell 

shape is a process central to both physical and mental health.

The shape of many cells, particularly during development, but also in adult organisms, is 

highly plastic. That is, after a cell adopts one shape, it is possible for that cell to 

subsequently adopt another shape, and then re-adopt the original shape. Cell shape changes 

can occur over small or large time scales, and be of varying magnitudes. In virtually any 

environment, cells exhibit small fluctuations in shape due in large part to the instability of 

cytoskeletal structures [6]. More drastic examples of morphological plasticity include the 

epithelial to mesenchymal transition (EMT) and the mesenchymal to epithelial transition 

(MET) [7]. During EMT, non-motile epithelial cells with extensive cell-cell adhesions and 

apicobasal polarity become motile, protrusive, mesenchymal cells that form extensive 

attachments to the extracellular matrix (ECM), in MET the reverse occurs. Shape changes 

made by stem cells during the differentiation process are another striking example of cell 

shape plasticity [8–10]. But what determines the cell shape, and morphological plasticity, of 

a given cell is still very poorly understood.

How do cell-intrinsic and cell-extrinsic factors contribute to 

morphogenesis?

Cell shape is clearly a function of cell-intrinsic factors, such as gene/protein expression; and 

cell-extrinsic factors, such as the elasticity of the ECM [11–13], the dimensionality (1D, 2D, 

3D) of the cells’ environment [14], the number of neighboring cells and cell-cell contacts, 

and the presence of specific stimuli. The relationship between cell-intrinsic and extrinsic 

factors is complex, because the effect of the environmental factors, such as matrix elasticity, 

on shape will reflect the signaling state of the cell at a given time. For example, cancer cells 

respond differently to cell tension than healthy counterparts [15]. Moreover, cell shape is not 

a passive victim of the environment: while cells alter their shape in response to the 

environment, these shape changes can lead to changes in signaling state and gene expression 

[9, 16–21] which in turn can alter the environment itself, e.g. by changing cell density, 

remodeling of the ECM, or both [22].

What is the architecture of cellular networks regulating cell shape?

That cells exhibit morphological plasticity within a defined environment, such as in a tissue, 

or when cultured on 2D plastic dish, suggests that cell-intrinsic factors alone determine the 

shape of cells. In pursuit of the goal of mapping cell-intrinsic signaling networks that 

regulate cellular morphogenesis, we have devised high-throughput technologies in order to 

systematically quantify the contribution of different genes to cell shape [23–25]. Using RNA 

interference (RNAi), individual genes are depleted in populations of tissue culture cells. 

High-resolution images of each RNAi-treated population are used as input for image 

processing algorithms that can identify the boundaries of single cells, and “segment” the 

cells in each image. Hundreds of different features are calculated that describe both the 

geometry of the segmented cells, nuclei, and organelles, as well as the distribution and 

intensity of pixels within each segment [26]. These features form the basis of “phenotypic 

signatures”, or “quantitative morphological signatures” (QMSs) that we have used to 
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describe the mean shape of the population [23, 25]. When depletion of two genes by RNAi 

results in similar QMSs, it is highly likely these genes encode members of the same protein 

complex or signaling pathway, and may have an enzyme-substrate relationship [25].

How many cell shapes are there?

One concern with the use of population-level measures, such as the mean, to describe 

phenotypes such as cell shape, is that the inherent plasticity in cell shape, and the resulting 

morphological heterogeneity is poorly captured by such measures [23, 27, 28]. For example, 

if populations are composed of many distinct morphological subtypes, the mean QMS may 

not describe the shape of any single cell in the population. However, the single-cell nature of 

image-based datasets allows us to assess the shape heterogeneity of normal and wild-type 

populations, as well as the heterogeneity of populations following gene depletion. In fact, 

we have found that many wild-type cell populations exhibit considerable morphological 

heterogeneity in both the number and diversity of cell shapes that are present. Perhaps 

surprisingly, our analyses of different Drosophila and human cell lines show the number of 

shapes in some populations tends to range from two to seven shapes. Thus there is rarely one 

cell shape, or hundreds/thousands of cell shapes present in a population. For example, single 

cell quantification of cell shape reveals that whereas the majority of Drosophila Kc cells are 

predominantly highly rounded cells of approximately 10–15 μm in diameter (“N” or normal 

cells), the wild-type population also includes cells that are elongated or bipolar (“L” cells), 

teardrop shaped (“T” cells), large and smooth-edged (“C” cells), or large and ruffled (“R” 

cells) (Fig. 1; [23]). Importantly, using a number of different methods, including Principal 

Component Analysis (PCA), Gaussian Mixture Models (GMM) and Support Vector 

Machine derived classification schemes, we have shown that these five shapes are 

quantitatively discrete, and thus are five stable states in high-dimensional morphological 

space [23]. Quantitative methods reveal that Drosophila wild-type BG-2 cells adopt 6 

shapes (Fig. 1B; [29]) and human melanoma cells cultured in 3D matrices adopt 2 shapes 

(Fig. 1C; [23]). In the case of BG-2 and melanoma cells, these shapes also appear to be 

discrete (Fig. 1). The distinctness of shapes in certain populations has led us to propose the 

concept of morphological complexity instead of heterogeneity. A population of cells with 

high morphological complexity is one that has many quantitatively distinct shapes and is 

also highly heterogeneous. In contrast, cells that vary continuously around a single shape 

may be heterogeneous, but are not morphologically complex.

Other groups have reported that migrating fish keratocytes [30] and Dictyostelium [31] cells 

also exist in a low-dimensional shape space. Despite their different origins, many cell lines 

adopt shapes that are strikingly similar. For example, melanoma cells cultured in 3D ECM, 

Drosophila hemocytes, and Drosophila neuronal cells all can adopt rounded and elongated/

bipolar shapes (Fig. 2). Moreover, we see many of the shapes observed in Drosophila and 

melanoma cells lines in MCF10A breast epithelial cells (Fig. 2, unpublished observations). 

Thus across many species, the number and types of shapes that are adopted by cells is 

relatively low, and many shapes appear conserved. However, we note that quantitative 

measurements of shape are still lacking for many different cell types cultured in a variety of 

conditions, and other cells could potentially explore shape space in different fashions.
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The low intra- and inter-cell line complexity is perhaps counterintuitive given the diversity 

of cell shapes observed across nature, but it is consistent with the notion that there exists 

biophysical constraints on the number of possible configurations of conserved polymers 

made of actin or tubulin across a wide variety of environmental conditions (e.g. different 

substrates, osmotic pressures, pH, etc.). This suggests that through the evolution of a small 

number of genes (actin, tubulin), cells evolved a limited number of shapes such as the 

spread, elongated, or round shapes that can be used in a variety of different contexts and 

take advantage of physical laws such as the tight packing of hexagons [32]. We propose that 

these limited numbers of shapes represent conserved shape templates that can be adopted by 

many different cell types, which can then be tailored by additional factors in order for cells 

to adopt more specialized forms.

How does gene inhibition affect morphological complexity?

Analysis of morphological complexity following genome-scale RNAi has revealed another 

surprising aspect of cell shape, in that gene depletion rarely, if ever, alters the shape space 

that cells explore, but instead often enriches for particular shapes that are present at low 

frequencies in wild-type populations [23, 29]. For example, in Kc cells while the bulk of 

cells are rounded (“N”), gene depletion by RNAi leads to enrichment of “L”, “C”, “T”, and 

“R” shapes. [23]. The analysis of human RNAi screens also hints that enrichment of pre-

existing mutant shape phenotypes in genetic screens is a common phenomenon [33]. 

Moreover, we have found that depletion of genes required for the morphogenesis of 

metastatic melanoma shape often leads to the enrichment of one of two pre-existing shapes 

(elongated or rounded), rather than to new mutant shapes [23].

In order to explain the enrichment of shapes following RNAi, we propose that wild-type 

cells normally transition between a limited number of cell shapes, and that cells become 

“trapped” in a particular shape following RNAi, leading to enrichment of that shape [23]. 

Through live-cell imaging of Drosophila BG-2 neuronal and metastatic melanoma cells we 

observe that cells do indeed make dynamic and reversible transitions between different 

shapes [29]. However, we still cannot formally exclude the possibility that in some cell lines 

particular genes are needed for the morphogenesis or survival of a sub-population that co-

exist with, but are not derived from, each other.

We hypothesize that cells could either make switch-like or continuous transitions between 

shapes. If cells make switch-like transitions, intermediate shapes that exist between stable 

shapes are highly unstable, and thus not frequently observed. In contrast, many intermediate 

shapes would be observed in populations making continuous transitions. Qualitatively, 

Drosophila BG-2 and melanoma cells, make switch-like transitions on the order of minutes 

to hours [23, 29]. To quantitatively assess the nature of transitions in large populations based 

on static imaging data, we have developed a statistic termed the RIFT score (rate of 

intermediate forms or transitions) [23]. When many intermediates are found, transitions can 

be considered continuous; when few exist transitions are switch-like. Upon calculation of a 

RIFT score for hundreds of different populations following RNAi in Drosophila hemocytes, 

we found that the majority of populations, including wild-type cells, can indeed be 

considered to be undergoing switch-like transitions [23]. Taken together, these data suggest 
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that there may be only a limited number of discrete cell shapes present in a population in 

part because many intermediate shapes are unstable.

What does morphological space look like?

If in a given state space, some shapes are more stable than others, can this space be 

visualized? We introduce the concept of regression models to plot the shape space, or 

morphological “landscapes” that cells can explore (Fig. 3). In order to generate 

morphological landscapes, we first reduce high-dimensional cell shape data from genome-

scale RNAi datasets using Principal Component Analysis (PCA). The average QMS of each 

RNAi-treated population is then projected into two dimensional PC space as points in the 

x,y plane (circles in Fig. 3). In our morphological landscapes, the third axis is defined by the 

penetrance of each RNAi, or the percentage of “non-normal” (in this case non-rounded) 

cells present in a population following gene depletion. Triangle based linear interpolation is 

performed to generate a surface covering the space between the actual nodes in the x, y, and 

z dimensions. The x and y dimensions correspond to the shape space explored by cells 

following systematic gene depletion. The direction of the z-axis is selected so that the peak 

of the landscape (smallest penetrance) represents the rounded shape that predominates in 

wild-type populations. Valleys in the landscape correspond to highly penetrant other shapes. 

Thus the distance between phenotypes on the z-axis corresponds to a phenotypic “potential”, 

or the amount of energy that must be input into the system in order to switch between two 

phenotypes. The higher the potential, the more unlikely it is that a cell is able to climb up 

from a valley to another point in the landscape following RNAi, which thus increases the 

overall penetrance of the population. We further color the landscape by calculating the 

average distance to three nearest neighbors nodes of each point in the landscape. A blue 

color indicates that the point is very close to a group of clustered nodes, and thus these are 

regions in the shape space where cells are favored to exist. A red color indicates that these 

are regions of shape space that are very rarely observed in the dataset, and are thus 

improbable shapes.

Our landscapes are somewhat analogous to landscapes used to describe how genes search 

fitness space, through evolution, to find peaks where there is optimal performance of a 

specific function. (We here refer to fitness as referred to by Kaufman [34] which could be, 

for example, the velocity of a reaction catalyzed by a specific protein in a specified set of 

conditions, and where the distribution of velocities catalyzed across protein sequence space 

constitutes a fitness landscape). In our landscapes cells can be thought of as searching shape 

space by signaling to find the optimal “rounded” shape. As wild-type cells traverse these 

landscapes in search of the rounded shape, they often become stabilized in defined attractor 

regions or “high valleys” of shape (Fig. 4). The inability to activate specific signaling 

pathways, as in RNAi experiments, results in cells both becoming trapped in certain attractor 

regions, and thus being unable to “climb” to the optimal rounded shape (Fig. 4). Within each 

stable state, cells can sample local regions of morphological space, leading to small 

variations in shape (Fig. 4).

A morphological landscape where cells search for a peak, but can fall into different attractor 

regions, also has similarities with landscapes used famously by Conrad Waddington to 
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describe the canalization of cell/organism fates [35]. In Waddington’s models, the x-axis 

represents the phenotype, the y-axis represents time, and the z-axis describes the system’s 

potential. In Waddington spaces, fates become restricted to one of a limited number of 

discrete canals, or attractor regions as time passes (e.g. during development). Cells/

organisms cannot easily jump from one canal to another because of energetic barriers 

between canals, which are also important in buffering the determination of cell/organism 

fates to environmental and genetic flux. This heuristic is largely used to explain stereotypic 

outcomes of development and differentiation despite the usually large differences in genetic 

and environmental backgrounds. The morphological landscapes that we have generated also 

have differences from Waddington landscapes. In morphological landscapes cells can climb 

up the landscape towards peaks through the activation of signaling pathways, whereas in 

Waddington landscapes cells/organisms only fall downhill. Furthermore, during exploration 

of morphological space, cells “fall” into attractor regions of different discrete shapes due to 

changes in signaling dynamics (e.g. following RNAi of a kinase gene), rather than due to the 

passage of time as in Waddington landscape. We propose that signaling activity is the 

equivalent to the input of energy, which allows cells to go up gradients of potential.

A notable aspect to the morphological landscapes we have derived using Drosophila 

hemocyte RNAi data are the large regions of shape space from which cells appear to be 

largely excluded (shaded red in Fig. 3). We propose that these regions of shape space 

include shapes whose adoption would require the polymerization of cytoskeletal filaments or 

membranes to be curved in ways that are biophysically unstable. The restriction of cells to 

specific regions of potential shape space may underpin the robustness of shape to 

environmental and genetic fluctuation.

How do cells explore morphological landscapes?

Importantly, because the same five morphologies are consistently seen in the majority of 

populations treated following RNAi, this suggests that many single kinase/phosphatase 

genes, or signaling pathways, do not act to largely define shape of the landscape itself, but 

rather the signaling state of a cell in a given environment determines the morphological 

attractor(s) that the cell will be drawn to. This means that each morphological attractor may 

also be an attractor in signaling network state space – where “signaling network state” 

describes the dynamics of all signaling proteins at any given time (Fig. 4). Notably, different 

signaling states need not be defined by discrete differences in gene expression states, or 

changes in the environment, and can be due solely to the dynamical nature of signaling 

networks [34]. Although it is still difficult to comprehensively define a signaling network 

state, and whether such states would exist as discrete attractors in state space is still unclear, 

both experimental [36, 37] and theoretical work [34] largely agrees with the idea that there 

exists a limited number of signaling networks states that could underpin discrete 

morphologies. The idea that each stable shape is driven by a corresponding stable signaling 

network state is in fact consistent with a very simple Boolean model that predicts cell shape 

based on signaling states [41]. Transitions between stable morphology/signaling network 

states could be made in stochastic or deterministic fashions (e.g. following exposure of cells 

to an informational signal) that alters signaling dynamics in a manner similar to conversions 
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between other signaling states – such as ultrasensitive engagement of signaling activity that 

leads to a transition between bistable states [38].

Do different shapes express different genes?

While we propose that different signaling states drive different shapes, it is unclear whether 

each morphological and signaling state is driven by large-scale changes in gene expression. 

On the one hand, the discretized, low-dimensional exploration of morphological space is 

highly reminiscent of the limited number of transcriptional states that are explored by cells 

as described by gene expression profiling [39], and the limited number of gene expression 

states. Certainly, large-scale changes in gene expression are consistent with, and often causal 

to, longer-term changes in cell shapes that occur during morphogenetic processes such as 

during EMT [40, 41]. In some cases changes in transcriptional programs may be dependent 

on, and not necessarily be causal to, changes in morphology [42–46], and in such cases 

different gene expression states would still be associated with different cell shapes. 

However, some cells can transition between shapes in very transient, rapid, and reversible 

fashions over minute time scales. Such rapid changes in shape are unlikely to be correlated 

with changes in gene expression states. For example, WM266.4 cells switch between 

rounded and spindle morphologies in 3D culture at 5–10 min intervals [23]. Thus while it 

needs to be formally tested, it is unlikely that differences in gene expression and gene 

expression states can completely explain all discrete differences in shapes.

A hypothesis that unifies the different nature of gene expression states, signaling, and shape 

states is that for a cell in a given environment there exist a limited number of stable gene 

expression states, each of which may correspond to a limited number of stable signaling 

states; and some of these different signaling states may correspond to different stable 

morphological states (Fig. 4). Thus, this model would suggest that different morphologies 

may or may not differ in their gene expression states, but that they definitely are distinct in 

terms of their signaling state.

How does the environment act on morphological landscapes?

While the interplay between cell-intrinsic and extrinsic factors on cell morphogenesis is well 

appreciated, our observation casts this relationship in a new light. Based on data collected in 

a stable, well-defined environments, we propose that cell-intrinsic factors, such as the 

dynamics of signaling networks, gene expression, and biophysical constraints, restrict cell 

morphogenesis to a low-dimensional landscape consisting of a limited number of attractors. 

We hypothesize that cell-extrinsic factors such as informational stimuli and mechanical 

forces act upon these landscapes in different ways. Because RNAi-mediated depletion of 

many signaling genes rarely alters the shape of these landscapes, we suggest that 

informational stimuli, such as cytokines and growth factors, act to promote transitions 

between stable states in a landscape. In contrast, mechanical forces (e.g. imposed by matrix 

elasticity, cell-cell contacts, fluid stress) can act upon these landscapes to mold their 

contours. In some cases the environmental effects could be quite drastic. For example, we 

have shown the effect of matrix elasticity on the morphological landscape of melanoma 

cells. On very stiff plastic environments, WM266.4 cells adopt essentially one shape, and 
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make continuous variations around that shapes, but on soft surfaces they exist in two stable 

states [23]. In fact, we would argue that the use of plastic in tissue culture experiments has 

largely obscured the fact that cells can exist in discrete states.

How does diversity arises from simplicity?

We suggest that in fact the environment also has a key role to play in generating the 

morphological diversity of cells, tissues, and organisms from cell shapes that are 

intrinsically simple and low-dimensional. Our observations suggest that cells did not evolve 

hundreds to thousands of genes, such as those encoding signaling proteins, in order to 

generate different shapes. Rather cell-intrinsic factors are capable of generating a limited 

number of basic shapes or “shape building blocks” that are very conserved. The generation 

of these shapes could result from the actions of a very small number of genes, especially 

genes that encode conserved cytoskeleton proteins such as actin and tubulin. Although actin 

and tubulin proteins can polymerize in a variety of structures, these structures are likely to 

be limited, leading to only a small number of shapes. We propose that in order to generate 

further diversity from these basic shapes, metazoan cells have not necessarily evolved many 

new genes to encode these shapes, but rather have evolved cell-extrinsic factors that act to 

control the exploration of landscape, and alter the topology of these landscapes.

How does tuning of landscapes facilitate transitions between shapes?

Amongst the mechanisms that we propose that metazoan cells use to generate diversity are 

cell-cell interactions [47], such as adherens junctions (AJs), and cell-ECM adhesions that 

allow cells to modify intrinsically determined shape space. While cells produce cell-cell 

junction and ECM proteins, we consider these factors to be “cell-extrinsic” as they modify 

the environment of a single cell. For example, in the absence of cell-cell interactions cells 

are typically flattened, and variations in morphology are primarily two-dimensional [48] 

(Fig. 5A), and we propose the shape space explored by cells is dictated largely by 

autonomous biophysical constraints, which limit cells to a conserved set of shapes. In fact, 

Drosophila or human cells cultured on plastic, or human melanoma cells on soft substrates 

-- none of which make extensive AJs, exist in a limited number of discrete morphologies -- 

We hypothesize that the ability to generate cell-cell adhesions changes the cell’s 

environment, facilitates lateral growth, the establishment of apicobasal polarity, and the 

exploration of morphological space in three dimensions (Fig. 5A). Moreover, when cell-cell 

contacts do not occupy the entire lateral region of the cell, cell-cell adhesion can serve as 

anchors from which cells can generate protrusive forces and thus adopt shapes that might 

not otherwise be possible. Thus cell-cell contacts can both increase the size of the 

morphological space available to cells, and modify the shape of these landscapes. We 

propose that modification of the cellular environment by the generation of cell-cell contacts, 

and thus alteration of the morphological landscape available to a cell, could increase the 

heterogeneity, if not necessarily the complexity, of a population; that is the generation of 

cell-cell contacts would result in populations that are still variations of mesenchymal or 

epithelial shapes, because attractor regions in morphological landscapes are “widened” by 

factors such as cell-cell adhesion.
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In some cases the widening of the attractor regions may have the effect of decreasing the 

barrier of potential cells must overcome in order to cross from one attractor to the next, 

which thus facilitates transitioning between two attractor states. For example, during EMT, 

the shape of partially adhered epithelial cells at the edge of tissue may be much more 

variable than that of epithelial counterparts which are completely surrounded by other cells. 

The partially adhered nature of the edge cells widens the attractor region in which they exist 

to the point that the epithelial attractor is brought in closer proximity in morphological space 

to a mesenchymal attractor, and thus increasing the probability of transition to a 

mesenchymal form. The increased degrees of morphological freedom that are available to 

partially adhered cells may also underpin the metastatic process, as we would predict that 

partially adhered cells at the invasive front of tumor would also be able to search larger 

regions of shape space than those embedded in the tumor body. Consistent with this model, 

we have observed that MCF10A or MCF12A epithelial cells cultured at sub-confluent 

conditions, transition between epithelial and mesenchymal shapes and explore larger regions 

of shape space than mesenchymal cells alone – and appear much more heterogeneous (Fig. 

5B,C).

While it may be advantageous for cells tune landscapes to facilitate transitions between 

shapes, there likely exists a threshold where the barriers between attractor regions are 

reduced to the point where they merge into a single attractor. For example, as cells form 

cell-cell adhesion this initially may allow great exploration of morphological space and 

facilitates transitions between epithelial and mesenchymal shapes. However, when the 

number of cell-cell adhesion increases to the point where cells are completely flanked by 

neighbors, the space between attractors is reduced to the point where they merge in into a 

single attractor, and the number of possible shapes that can be adopted is markedly reduced, 

and populations are composed of largely homogeneous shapes (Fig. 5A) [32]

Cell-cell adhesions represent only one of numerous mechanisms that cells have evolved in 

order to sculpt cell-intrinsic morphological landscapes. The evolution of numerous ECM 

components certainly represents another means by which can cells sculpt landscapes. 

Moreover, in some cases cells may be able to explore morphological spaces in both local 

and “global”, or cell-wide, fashions. For example, growing axons may explore shape space 

in a different manner than the body of neurons.

Dynamic adaption of morphological landscapes to environmental 

fluctuations

We propose that in a fixed environment, such as in tissue culture, or in regions of tissue that 

experience largely similar environments (e.g. similar matrix elasticity), it is cell-intrinsic 

factors, such as signaling dynamics, that are the principal drivers of transitions between 

stable states. When microenvironmental conditions are largely held constant, cell-extrinsic 

factors can tune the topology of an intrinsically determined landscape to facilitate 

transitions. In vivo, however, many changes in cell shape could in fact lead to radical 

changes in the environment and large-scale alterations in the topology of morphological 

landscape that is searchable by cells. These large-scale changes represent a means by which 

cell-extrinsic factors can impact cellular plasticity. Such a model is consistent with recent 
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ideas suggesting that the ECM regulates local versus global changes in morphogenesis [49]. 

As a simple example, if a cell adopts a migratory form, that alters its position in a tissue, the 

difference in cell-extrinsic factors between the new and previous microenvironment -- such 

as substrate stiffness or concentration of a particular stimulus -- could alter the cell’s 

potential shape space such that a new set of attractor regions emerge. Thus the cell, and the 

morphological landscape at a given time, dynamically adapts to environmental fluctuations.

In fact, behaviors involving changes in morphology over relatively large time and space 

scales that are seemingly complex, such as chemotaxis, durotaxis, vascularization, and 

metastasis, could in part be explained by cells instead proceeding through a series of 

landscapes. As cell migrate, and their environment changes, the potential shapes that are 

available to a cell is restricted to few discrete shapes.

Conclusions and perspectives

Despite the long and illustrious history of cell shape research, we still have very little 

understanding of how genetic and environmental forces shape cells in stereotypic, 

consistent, and robust fashions during development and homeostasis. However, we 

anticipate that continual use of rigorous statistical methods to analyze datasets derived by 

imaging cells in a variety of conditions will provide new, and sometimes surprising, insights 

into how shape is determined – particularly as imaging in vivo becomes easier and faster.

Through our studies, as well as those of others [23, 29–31, 50], a picture is emerging that 

very simple mechanisms may underpin morphogenesis. Specifically, that there is only a 

limited number of cell shapes, and the morphological landscapes cells explore in a given 

environment are thus composed of only a few attractor regions. Cell-extrinsic factors can 

tune, or even alter the topology of these landscapes to generate complexity. These ideas 

advance our understanding of development and homeostasis, and open new therapeutic 

avenues. For example in the case of metastasis, strategies to manipulate the shape space 

available to tumor cells -- or drive metastatic cells towards certain attractor shapes such that 

highly motile and invasive shapes become less probable -- may provide clinical benefit.
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Figure 1. 
Morphological complexity in different cell lines. A: The five shapes adopted by wild-type 

Drosophila Kc Hemocytes [23]. We have termed the shapes “N”, “L”, “C”, “T”, and “R”. 

Cells were fixed and labeled with Hoechst (blue), phalloidin (green), and anti-tubulin 

antibody (red). All scale bars represent 20 μm. B: Drosophila BG-2 neuronal cells. BG-2 

cells are very heterogeneous, and we have identified six different shapes [29]. BG-2 cells 

were transfected with EGFP (red) in order to label the entire cell body. Scale bar represents 

20 μm. C: WM266.4 melanoma cells cultured on collagen and labeled with CellTracker dye 

and DAPI. Melanoma cells adopt two types of shape: rounded and elongated. Scale bar 

represents 50 μm.
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Figure 2. 
Different cell types can adopt similar shapes. Although the shape space explored by 

different cell types is diverse, some shapes, such as the rounded or large/flattened shape, are 

routinely observed. We propose that these shapes are “conserved”.
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Figure 3. 
A morphological landscape for Drosophila Kc hemocytes. We have previously described 

the average quantitative morphological signature (QMS) of cellular populations following 

depletion of 282 different genes and two control populations [23]. Here, the average QMS of 

each cell population is represented by a node in a 3D space, where the x and y coordinates 

represent the first two principal components (PCs) of the QMS vector, and the z-axis is the 

z-score for penetrance. The z-axis has a reversed direction as smaller numbers are on top, 

thus a population of completely rounded (or “normal”) cells would be at the peak of the 

landscape; and populations enriched with mutant phenotypes are located in broad “high 

valleys”. The color of each node corresponding to the cluster assignment defined in Yin et 

al. [23], and the surface connecting all the nodes are fitted using linear interpolation, and for 

each point within the surface, the sum of the distance to three nearest nodes is quantified as 

the color of the point. Blue coloring indicates that the nodes are in close proximity to each 

other, whereas increasing levels of red shading indicates increasing distance to any other 

node in PC space. A cutoff was applied to the distance/color measurements to preserve the 

detailed geographical information close to the peak of the landscape.
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Figure 4. 
A revised model of cell morphogenesis. Wild-type cells exist as discrete, stable shapes, 

which can be considered “high valleys” in a shape space. In order to transition between 

shapes, there must be an input of signaling activity. RNAi blocks signaling activity thus 

trapping cells in valleys. Inhibition of some genes pushes cells into stable valleys that are 

not explored by wild-type populations.
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Figure 5. 
Cells can explore greater regions of shape space by making cell-cell adhesions. A: In the 

absence of cell-cell adhesions, cell autonomous factors such as cytoskeletal dynamics 

largely dictate cell shape resulting in switch-like conversions between discrete shapes. By 

making cell-cell adhesions, cells can explore greater regions of shape space. Attractor 

regions can become wider and space between the regions can decrease. When cells are 

completely surrounded by other cells and cell-cell adhesion is “saturating”, such as in 

epithelial tissues, cells are highly restricted in the shape space and multiple attractors merge 

creating one single attractor in shape space. B: Shape quantification of different breast cell 

lines. T247D grow in colonies and primarily adopt an epithelial (E) shape. Subconfluent 

MCF10A and MCF12A cells, which exhibit partial cell-cell adhesions are a mix of 

Epithelial (E) and Mesenchymal (M) morphologies, and in addition explore large regions of 

shape space. SUM159 make poor cell-cell adhesions, and adopt primarily Mesenchymal (M) 

shapes. These populations appear qualitatively more discrete capered to MCF10A and 

MCF1012A populations. C: MCF10A cells cultured at different densities, and thus making 

different degrees of cell-cell adhesions explore shape space in different ways. In the left 

hand panels DNA is labeled in blue and N-cadherin is labeled in red. In the right hand panel 

cells have been segmented. Scale bar is 50 μm.

Yin et al. Page 18

Bioessays. Author manuscript; available in PMC 2015 December 01.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript


