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Abstract

Recombination in meiosis is a fascinating case study for the coordination of chromosomal 

duplication, repair, and segregation with each other and with progression through a cell-division 

cycle. Meiotic recombination initiates with formation of developmentally programmed DNA 

double-strand breaks (DSBs) at many places across the genome. DSBs are important for 

successful meiosis but are also dangerous lesions that can mutate or kill, so cells ensure that DSBs 

are made only at the right times, places, and amounts. This review examines the complex web of 

pathways that accomplish this control. We explore how chromosome breakage is integrated with 

meiotic progression and how feedback mechanisms spatially pattern DSB formation and make it 

homeostatic, robust, and error-correcting. Common regulatory themes recur in different organisms 

or in different contexts in the same organism. We review this evolutionary and mechanistic 

conservation but also highlight where control modules have diverged. The framework that 

emerges helps explain how meiotic chromosomes behave as a self-organizing system.
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INTRODUCTION

Meiosis is the specialized cell division that generates gametes in sexually reproducing 

organisms. It appends two rounds of chromosome segregation to one round of DNA 

replication, thereby achieving the necessary genome reduction prior to gamete fusion, which 

restores proper ploidy (117) (Figure 1a). The second meiotic division is like mitosis in that it 

separates centromeres of sister chromatids, but the first meiotic division is different: It 

separates homologous maternal and paternal chromosomes instead. Meiosis I poses unique 

challenges because homologous chromosomes need not share any special spatial 

relationship before meiosis, unlike sister chromatids, which are born alongside one another 

when DNA is replicated. To segregate accurately, homologous chromosomes must find one 
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another, pair up, and form temporary physical connections that stabilize them on the 

metaphase I spindle.

In most species, the physical connections are formed by reciprocal exchange of chromosome 

arms via homologous recombination in conjunction with sister chromatid cohesion (117). 

Recombination also fosters genetic diversification by breaking up linkage groups. In many 

taxa, including fungi, plants, and mammals, it promotes chromosome pairing by providing a 

mechanism for identifying DNA sequence homology (14). Recombination failure often 

leads to meiotic arrest or chromosome segregation failure, with dire consequences for 

fertility (109, 117).

Recombination initiates with DNA double-strand breaks (DSBs), which cells inflict on their 

own genomes (39, 72) (Figure 1b). Major steps in the recombination pathway are best 

defined in the budding yeast Saccharomyces cerevisiae, but conservation of key players 

indicates that many of the events proceed in similar fashion in different species (39). DSBs 

are formed by Spo11, a conserved topoisomerase relative that cleaves DNA via a covalent 

protein-DNA intermediate (12, 73). This intermediate is then endonucleolytically cleaved to 

release Spo11 attached to a short oligonucleotide (oligo) (73, 98, 110). Because Spo11-oligo 

complexes are a quantitative by-product of DSB formation---each DSB results in the 

generation of two SPO11-oligo complexes---they have proven useful in quantifying total 

DSB levels, even in organisms like mice, where direct molecular detection of DSBs is thus 

far not possible (e.g., 78).

Endonucleolytic release of Spo11-oligo complexes frees DSB ends so that the 5′ strand 

termini can be exonucleolytically resected to yield 3′ single-stranded tails. These tails invade 

intact homologous duplexes in reactions dependent on strand-exchange proteins related to 

bacterial RecA (Rad51 and, in some species, its meiosis-specific paralog Dmc1), ultimately 

giving rise to recombinant products (61). The repair of any given DSB can result in either 

the reciprocal exchange of chromosome arms flanking the break (a crossover) or no 

exchange of flanking arms (a noncrossover) (Figure 1b). The crossovers help link 

homologous chromosomes on the metaphase I spindle, but all interhomolog recombination 

events (including those leading to noncrossovers) promote pairing in those organisms that 

rely on recombination for this process.

Recombination is closely integrated with the development of meiosis-specific higher-order 

chromosome structures (76). Early in prophase I, sister chromatids develop a proteinaceous 

axis (the axial element), with chromatin extending out in loops (Figure 1c). As 

chromosomes pair, their axes align and are held together to form the zipper-like 

synaptonemal complex (SC). The tripartite SC comprises the juxtaposed chromosome axes 

plus central region components including transverse filaments (coiled-coil proteins spanning 

the gap between axes). The SC has as-yet poorly understood roles in promoting completion 

of recombination and may also foster exchange of chromosome axes at crossover sites, 

modulate sister chromatid cohesion, and/or sense and help resolve instances where 

nonhomologous chromosomes have become topologically intertwined (known as interlocks) 

(76). Direct cytological visualization shows that recombination protein complexes reside on 

chromosome axes, but molecular studies in yeast place the most frequently cleaved DNA 
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sequences on chromatin loops; this paradox has led to the proposal that DSBs are formed 

within loop segments that become transiently tethered to chromosome axes (15, 76) (Figure 

1d). Because Spo11 and its accessory factors are also enriched on chromosome axes, it is 

thought that DSB machinery assembled on axes captures and breaks loop segments (1, 76, 

99, 120, 146). In fungi, plants, and mammals, DSBs form at approximately the same time as 

axes are forming, and recombination is completed within the context of the SC (39, 61, 76).

The positive roles DSBs play in promoting normal meiotic chromosome behavior come with 

risk because errors in DSB repair can lead to mutation, cell death, aneuploid gametes, and/or 

infertility (57, 109, 134). The potentially lethal nature of these lesions puts a premium on the 

cell's ability to control the timing, number, and location of DSBs to foster their essential 

functions and minimize deleterious effects. Here, we review recent discoveries that 

illuminate the molecular underpinnings of this control.

RECOMBINATION INITIATION IS A ROBUST, SELF-ORGANIZING PROCESS

DSBs are more likely to occur in some genomic regions than in others (10, 69, 82). 

Depictions of this nonrandom distribution often focus on hot spots, the small regions 

(typically ~150--250 base pairs wide in budding yeast) where DSBs occur most often. 

However, hot spots are only one aspect of the DSB distribution because essentially every 

base pair in the genome is a potential substrate for Spo11, with cleavage probability varying 

over orders of magnitude (119). The shape of this probability distribution, i.e., the DSB 

landscape, is molded by the combinatorial action of many factors (chromosomal proteins 

and the DNA they bind) that interact hierarchically over different size scales (69, 76, 82, 

119, 157). The number of potential break sites is thus enormous, so each cell ends up with a 

different array of DSB positions that are chosen on the fly as meiosis proceeds. Likewise, 

the exact final number of DSBs is also not genetically predetermined and varies 

substantially from cell to cell (e.g., with a coefficient of variation of >30% in mouse) (33, 

36).

Despite these stochastic aspects, DSB formation is robust, homeostatic, and error-correcting 

(27, 48, 68, 156). The geneticist's stock-in-trade is analysis of how things go wrong in 

mutants, but of course the implicit starting point for most studies is the fact that things 

generally go right in wild type. For example, the great majority of cells achieve a sufficient 

number of DSBs that are distributed appropriately so that each chromosome pair has enough 

for at least one crossover to form (33, 64, 97, 128). Moreover, in organisms with 

recombination-promoted pairing, sufficient DSBs nearly always form to support that process 

as well (55, 68, 155). Simple modeling suggests that randomly distributing DSBs among and 

along chromosomes would not achieve such a high success rate (Figure 1e), implying the 

existence of mechanisms that control DSB number and distribution to ensure proper 

chromosome behavior.

Although there is substantial cell-to-cell variation of DSB numbers within species, greater 

differences are seen when comparing between organisms. Relatively few DSBs occur in 

species that can pair chromosomes without recombination, such as Drosophila melanogaster 

and Caenorhabditis elegans (~20--30 per cell on average) (62, 96, 111, 131). In contrast, 
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more DSBs tend to be generated in organisms that rely on recombination for efficient 

pairing, such as S. cerevisiae (average of ~150--200 per cell), plants (e.g., ~200--300 in 

Arabidopsis thaliana and >1,500 per cell in lily), or mammals (e.g., ~200--300 per cell in 

mouse) (25, 31, 36, 119, 123, 154, 162). These apparent species-specific set points, without 

genetic (or epigenetic) predetermination of precise numbers, imply that DSB regulation is 

self-organizing and homeostatic, which also provides potential for robustness and error 

correction (27, 68, 156).

DSB formation is a suicide reaction for Spo11 because the endonucleolytic release pathway 

leaves the protein's active-site tyrosine residue covalently linked to DNA (Figure 1b). In 

principle, this feature could be a means of controlling total DSB numbers, but in fact most 

Spo11 protein never makes a break (78, 110) and Spo11 and other proteins essential for 

DSB formation remain abundant on chromatin after most DSBs have formed (72). These 

features suggest that mechanisms that control DSB numbers work in part by restraining 

Spo11 activity.

Understanding of these DSB-regulating mechanisms has grown substantially in recent years. 

Studies in several species have uncovered elements that integrate DSB formation with 

progression through meiosis and that coordinate DSB formation with other chromosomal 

events (e.g., DNA replication). Recent studies have also revealed an intersecting network of 

negative feedback circuits that work locally along chromosomes to fine-tune the control of 

DSBs. In its broad framework, DSB regulation appears to be evolutionarily conserved, but 

many details differ strikingly between organisms. Figure 2 summarizes the known 

regulatory circuits, which affect DSB formation to different degrees depending on where the 

cell is within S phase or prophase. Each circuit is discussed in detail below.

CELL CYCLE KINASES TIE DOUBLE-STRAND BREAKS TO MEIOTIC 

PROGRESSION

It is clear that DSB formation is usually restricted to a specific window of time during the 

first meiotic prophase, based on direct detection of DSBs in yeasts and on immunostaining 

to detect cytological DSB markers such as Rad51 foci in other organisms (e.g., 30, 35, 62, 

100, 116, 162). This constrained window is important for recombination to serve its 

functions in connecting homologous chromosomes. For example, recombination must be 

integrated with sister chromatid cohesion to form the chiasmata that hold [**ED: Note, 

“chiasmata” is plural.**]chromosome pairs together at metaphase I (76). Proper timing is 

probably also important to minimize potential for genomic havoc: DSBs formed before 

DNA replication or after commitment to chromosome segregation may put cells at risk of 

mutation, aneuploidy, or meiotic arrest (57, 103).

One layer of temporal control involves developmentally regulated expression of Spo11 and 

other proteins required to make DSBs. Different species have evolved a range of strategies 

to restrict expression of these and other meiotic proteins to appropriate times, including 

control of transcription, splicing, mRNA stability, and translation (e.g., 23, 51, 89, 137). 

This type of control (gene regulation tied to differentiation itself), although important, is not 

considered further except for a few specific scenarios in budding and fission yeasts. Instead, 
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we focus here and in subsequent sections on other layers of temporal control that involve 

more direct regulation of the activity or chromosomal association of Spo11 and its accessory 

factors.

The cell cycle regulatory kinases CDK (cyclin-dependent kinase) and DDK (Dbf4-

dependent kinase) are key drivers of progression in meiosis, as in mitosis (90, 91). In S. 

cerevisiae, DSB formation is directly promoted by both kinases. Cdc28 (the principal cell 

cycle CDK), in association with the S-phase cyclins Clb5 or Clb6, phosphorylates the 

Spo11-accessory protein Mer2; this phosphorylation is essential for DSB formation (54, 

145). Mer2 must also be phosphorylated by DDK, which comprises the kinase Cdc7 and its 

regulatory subunit Dbf4. DDK directly phosphorylates multiple sites on Mer2, some of 

which depend on prior phosphorylation of a neighboring residue by CDK (91, 135, 163, 

164). Phosphorylation by both kinases apparently promotes the ability of Mer2 to interact 

with other proteins needed for DSB formation and thereby to recruit those proteins to 

chromatin (54, 120, 135).

Hsk1, the Schizosaccharomyces pombe ortholog of Cdc7, is essential for DSB formation and 

recruitment of the Spo11 ortholog Rec12 to chromatin (112, 135). Rec7 [a homolog of the 

Spo11-accessory protein Rec114 required for DSB formation in budding yeast (83, 99)] is 

phosphorylated by Hsk1 and phosphorylation-blocking rec7 mutations reduce 

recombination, making Rec7 a likely target of Hsk1 relevant to DSB control (H. Masai, 

personal communication). Whether other targets exist is not yet known.

In mice, normal CDC7 levels are required for meiosis (75) but whether the kinase functions 

in DSB formation or some other process is unknown, and meiotic analyses of DDK 

homologs have not been reported in other taxa. Furthermore, although CDKs or cyclins have 

been clearly implicated in recombination and/or other aspects of meiotic chromosome 

dynamics in many organisms (e.g., 6, 161), it has not yet been established whether DSB 

formation itself is controlled by CDK in species other than S. cerevisiae.

COORDINATING DOUBLE-STRAND BREAKS WITH DNA REPLICATION

To fulfill their functions in promoting pairing, generating connections between homologous 

chromosomes, and transmitting a haploid DNA content to gametes, DSBs need to form at a 

time when sister chromatids exist, i.e., after DNA replication has occurred locally. Cell-wide 

oscillation of CDK or DDK activity provides one means to control the timing of these 

meiotic events, but such global regulation does not by itself allow replication and DSB 

formation to be fully coordinated with one another. Studies in budding and fission yeast 

have uncovered paradigmatic mechanisms that provide this coordination and allow for error 

correction.

Temporospatial Coordination in Normal Meiosis

In S. cerevisiae, DSBs usually form approximately 90 minutes after replication (18). 

Pioneering studies by Lichten's group uncovered the remarkable finding that delaying 

replication of a chromosomal segment by deleting replication origins also delays DSB 

formation in that segment by the same margin (18). In strains heterozygous for the origin 
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deletions, DSBs are delayed only on the mutated chromosome, so this temporal control of 

DSBs works in cis (102). Because DSB timing is dictated by local replication timing, 

replication and recombination initiation must be mechanistically coupled to one another (18, 

102, 103).

A possibly related phenomenon occurs in S. pombe (167). If sporulation proceeds in the 

presence of a nitrogen source rather than in commonly used nitrogen-starvation conditions, 

more replication origins are utilized and relative replication times change for large swathes 

of the genome. How nitrogen levels effect this alteration is not known, but one consequence 

is clear: Regions that shift to earlier replication also display an increase in DSB formation.

One way coupling could occur is if replication is a strict prerequisite for DSBs (18, 145). 

However, Spo11 efficiently breaks chromosomes that remain unduplicated because the 

replication initiation factor Cdc6 has been depleted in S. cerevisiae (16, 58) or because of 

hydroxyurea treatment or replication factor depletion in checkpoint-defective S. pombe 

mutants (106, 112, 158). Thus, replication is dispensable for DSBs per se.

Instead, it has been proposed that temporospatial coupling of replication and DSB formation 

in S. cerevisiae operates at least in part by recruitment of DDK to the replication machinery, 

thereby preferentially targeting Mer2 in replicating regions for phosphorylation (103, 177) 

(Figure 3a). Mer2 binds chromatin independently of phosphorylation (54, 120) and DDK 

activity is limiting early in meiosis (91, 163). These features create a window of opportunity 

where selective targeting of DDK to replicating chromatin could confer a head start toward 

DSB formation. Supporting this model, replication-DSB coordination is eliminated by 

overexpressing DDK (177). Coordination is also eliminated by removing the replication fork 

protection complex (FPC) (177), a group of proteins that travels with replisomes and helps 

stabilize replication machinery during replicative stress (94). The FPC physically associates 

with DDK in budding and fission yeast and becomes dispensable for replication-DSB 

coordination if DDK is artificially tethered to replisomes (92, 140, 177).These and other 

findings indicate that DDK recruited by FPC to replisomes phosphorylates Mer2 in the wake 

of the replication fork, thus synchronizing replication with an early prerequisite for DSB 

formation. It remains to be seen whether S. pombe uses a similar mechanism.

Responding to Replication Stress

Cells also coordinate replication and DSB formation by downregulating DSB machinery in 

the face of replication problems. In S. pombe meiosis, inhibiting replication with 

hydroxyurea invokes cellular responses via activation of the DNA damage response kinase 

Rad3 (the ortholog of mammalian ATR) and its downstream effector kinase Cds1 (104, 

105). These responses include inhibition of DSB formation, attributed to Rad3- and Cds1-

dependent inhibition of transcription of the mei4+ and mde2+ genes (99, 113) (Figure 3b, 

left). Mei4 is a Forkhead-like transcription factor required for meiosis-specific expression of 

a number of meiotic genes, including mde2+ (49, 60). Mde2 has essential functions in DSB 

formation: It bridges interactions between other DSB-promoting proteins and integrates 

DSB formation with higher-order chromosome structure (49, 99). It is not yet known how 

Rad3 and Cds1 activation impinges on mei4+ transcription or whether inhibition of Mei4 

expression is the sole means by which the replication checkpoint inhibits DSB formation. 
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Interestingly, artificial expression of Mde2 is not sufficient to rescue DSB formation in the 

presence of hydroxyurea, suggesting there are other critical Mei4-dependent targets or that 

Rad3 and Cds1 have additional means of inhibiting DSB formation (K. Ohta, personal 

communication).

Hydroxyurea treatment also blocks DSB formation in S. cerevisiae via Mec1 (ortholog of S. 

pombe Rad3 and mammalian ATR) (17) (Figure 3b, right). Analogous to fission yeast, 

replication checkpoint activation inhibits expression of a DSB-promoting protein, but in 

budding yeast it is SPO11 transcription that is targeted, and only partially. As in S. pombe, 

the mechanism of transcription inhibition is unknown. Importantly, however, Mec1 and its 

effector kinase Rad53 (ortholog of S. pombe Cds1) also inhibit DDK by phosphorylating 

Dbf4, thereby preventing Mer2 phosphorylation and reducing or altering chromatin 

association of several DSB-promoting factors. Replication stress thus downregulates Spo11 

activity through multiple intersecting mechanisms; this DSB inhibition may promote 

genome stability by preventing formation of DSBs ahead of replication forks (17). In 

principle, this mode of DSB regulation could contribute to spatially patterned coordination 

with replication. For example, ongoing replication could set up a nucleus-wide block to DSB 

formation that is then removed locally in conjunction with replication fork passage (57). 

However, it has been argued that this model does not account for properties of the FPC in 

replication-DSB coordination discussed above (177). Further studies are needed to 

determine the extent to which Mec1- and Rad53-dependent processes contribute to DSB 

control when S phase is unperturbed.

CLOSING THE WINDOW OF OPPORTUNITY FOR DOUBLE-STRAND BREAK 

FORMATION

Restricting Spo11 activity to a narrow window of prophase I requires that cells control the 

end of the window, not just the beginning. Insight into the regulatory systems involved has 

come from studies in S. cerevisiae, D. melanogaster, and C. elegans.

Regulated Exit from Meiotic Prophase in Saccharomyces cerevisiae

In budding yeast, exit from the pachytene stage of prophase is controlled by the Ndt80 

transcription factor, which activates expression of more than 200 genes, including those 

encoding the polo-like kinase Cdc5 and M-phase cyclins Clb1 and Clb3 (34, 147, 169). 

Recombination products and DSBs accumulate in mutants that lack Ndt80 or that have 

defects in pachytene exit because of attenuated CDK activity (2, 142, 169). These 

observations led to the proposal that pachytene exit ends a period permissive for DSB 

formation, i.e., that Ndt80 acts as an indirect negative regulator of Spo11 activity (2, 54, 71) 

(Figure 4a). Recent studies confirmed this hypothesis by providing multiple lines of 

evidence that ndt80 mutants make more DSBs (5, 27, 48, 128, 156).

When recombination and/or chromosome synapsis are defective, checkpoint responses 

mediated by Mec1 (ATR) cause Ndt80 to be hypophosphorylated and less abundant. These 

alterations block or attenuate Ndt80 activity, leading to meiotic arrest or delay (115, 118, 

159) (Figure 4a). But DSB-Ndt80 cross talk is not restricted to repair-defective cells, as it 
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clearly also occurs in normal meiosis, where it extends the length of prophase I (115). 

Operation of the Ndt80 circuit tends to obscure the effects of mutations that impair the DSB-

forming machinery, such as partial loss-of-function spo11 mutations, and it is thought to 

make DSB formation homeostatic in wild-type cells (5, 27, 48, 128). An interesting 

implication is that Mec1 has opposing effects depending on context: It inhibits DSB 

formation during S phase via control of Spo11 expression and DDK activity but promotes 

breakage during prophase via control of Ndt80 activity. S. cerevisiae will abort meiosis and 

resume mitotic divisions if transferred to vegetative growth medium before pachytene exit 

(143). Under these conditions, DSBs disappear rapidly even if they would have continued to 

accumulate while still in sporulation medium (4, 138, 173; M. Lichten, personal 

communication). This feature implies that DSBs stop forming (71), although this has not 

been directly demonstrated. If so, it provides another example in which DSB potential is tied 

to cell cycle status (Figure 4a).

The Ndt80 and return-to-growth systems for shutting down DSB formation make sense 

because new DSBs would not be useful in either case. It is too late to induce recombination 

once cells move on to segregating their chromosomes in meiosis I, and recombination is not 

needed at all if cells are returning to vegetative growth.

These two systems also share a plausible mechanism for downregulating Spo11. When 

Ndt80 is activated in meiosis or when cells return to vegetative growth, meiotic 

chromosome structures, such as SCs, are rapidly disassembled (38, 147, 173). When caused 

by Ndt80 activation, this disassembly includes turnover of Spo11 and Rec114 and removal 

of other proteins, such as Red1, that are important for DSB formation (27, 147, 156). 

(Return to growth has not been as systematically evaluated.) Artificial induction of Cdc5 is 

sufficient to trigger this disassembly even in the absence of Ndt80 (147). Thus, DSB 

formation is shut down upon exit from prophase by virtue of regulated disruption of the 

chromosome structures and proteins needed to support Spo11 activity.

CHK-2 and Control of a Double-Strand-Break-Permissive Stage in Caenorhaditis elegans

Altered crossover distributions and/or persistent RAD-51 foci are seen in numerous C. 

elegans mutants that reduce or eliminate proteins needed for SC formation, or in strains 

heterozygous for chromosome translocations that impair synapsis (3, 28, 35, 52, 53, 56, 

108). To account for these findings, Villeneuve and coworkers proposed that meiotic cells in 

these mutants were experiencing greater numbers of DSBs and responding to incomplete 

synapsis and/or lack of crossover-designated recombination intermediates by extending the 

time during which DSB formation can occur (53, 56, 108) (Figure 4b).

Recent studies provide key insights into this DSB control pathway. DSB-1 and DSB-2, 

proteins required for DSB formation, both localize to chromosomes during early prophase at 

the time DSBs normally form. However, in mutants that cannot generate crossovers, DSB-1 

and DSB-2 remain on chromosomes much longer than normal, consistent with a prolonged 

DSB-permissive period (132, 148). Continued DSB-1 and DSB-2 localization on 

chromosomes occurs in mutants with very different primary defects, including those that 

eliminate DSB formation entirely (spo-11), those that disrupt recombinational repair of 

DSBs (e.g., msh-5, rad-54), and those that affect SC formation (e.g., syp-1). However, 
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mutations eliminating HORMA-domain proteins HTP-1 and HTP-3 (homologs of yeast 

Hop1 and mouse HORMAD-1 and -2) cause less (DSB-1) or none (DSB-2) of this response 

despite causing recombination defects, suggesting that these proteins are themselves needed 

for the response (132, 148).

Interestingly, a crossover defect on just one chromosome is sufficient to trigger retention of 

DSB-1 on all chromosomes, and animals in which crossover defects happen in only a subset 

of nuclei show DSB-1 retention only in that defective subset. Thus, the response to 

crossover defects is nucleus autonomous and genome wide (28, 148). When examined, no 

changes in crossing over were seen on normal chromosomes in translocation heterozygotes 

(e.g., 95, 174), but it is important to note that excess DSBs generally do not yield additional 

crossovers in C. elegans because of extremely robust homeostatic control of crossover 

formation (172). Assuming extra DSBs do form on other chromosomes in translocation 

heterozygotes, they are presumably repaired as noncrossovers or by genetically silent 

recombination between sister chromatids.

The mutations that prolong DSB-1 and DSB-2 presence on chromosomes also prolong the 

period when the nuclear envelope protein SUN-1 is phosphorylated and rapid chromosome 

movements occur, suggesting that several distinct aspects of early meiotic prophase are 

coordinately regulated (28, 132, 165). The CHK-2 kinase (homologous to S. pombe Cds1 

and S. cerevisiae Rad53) is an attractive candidate to mediate this coordinated response 

because CHK-2 is required for DSB formation, normal chromatin association of DSB-1 and 

DSB-2 proteins, and SUN-1 phosphorylation by both CHK-2 and the polo-like kinase 

PLK-2 (86, 121, 132, 148, 165).

These findings suggest that nuclei monitor recombination progression and, if needed, 

maintain CHK-2 activity to continue to initiate recombination (132, 148) (Figure 4b). One 

possibility is that acquisition of sufficient crossover-competent recombination intermediates 

feeds back to shut down CHK-2 activity (132). An alternative possibility is that 

chromosomes lacking a crossover-competent intermediate generate a signal that upregulates 

CHK-2 or prevents CHK-2 shutoff (148). The latter scenario would account for the ability of 

a single misbehaving chromosome pair to prolong DSB-1 presence. How CHK-2 activity is 

controlled and how it in turn affects DSB-1 and DSB-2 localization remain to be 

determined.

The molecular details are very different between this system and the Ndt80 circuit in S. 

cerevisiae, not least in terms of the dissimilar roles played by kinases traditionally viewed as 

DNA-damage responsive (CHK-2 in C. elegans, Mec1 in S. cerevisiae). Nonetheless, there 

are intriguing parallels: Both systems operate nucleus-wide; both have checkpoint-like 

properties; both require HORMA-domain proteins; both work by controlling chromosomal 

association of DSB-promoting factors; and both involve a coordinated transition from a state 

in which interhomolog interactions are favored to a state in which completion of 

recombination and preparation for chromosome segregation are favored. Interestingly, the 

duration of meiotic prophase is also extended in A. thaliana mutants that have 

recombination and/or synapsis defects, suggesting that analogous regulation occurs in plants 

(178, 179, 180). These similarities highlight that the imperative to integrate recombination 
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initiation with meiotic progression is evolutionarily conserved despite extensive variation in 

the specific regulatory modules involved.

The Interchromosomal Effect and Precondition Mutants in Drosophila melanogaster

Very early studies of recombination in flies showed that suppression of crossing over on one 

chromosome (e.g., because of translocation heterozygosity) caused increased crossover 

frequencies on other chromosomes (125, 150, 151). This phenomenon, dubbed the 

interchromosomal effect, implies that oocytes experiencing difficulty in some aspect of 

crossover formation mount a nucleus-wide response. There are obvious parallels with the 

response to single-chromosome defects in C. elegans (28) but with different quantitative 

effects on crossing over possibly due to the less robust crossover control in flies. Global 

alterations in crossover distribution are also seen in flies with any of a number of mutations 

that interfere specifically with crossover formation. These mutations were called 

precondition mutants on the hypothesis that the affected genes acted before recombination to 

establish the normal pattern of crossing over (29). However, it was later recognized that 

similar changes in crossover distributions can be caused by many different defects in the 

core recombination machinery, including hypomorphic mutations in the SPO11 homolog 

Mei-W68 or strong alleles of the RAD54 homolog okra (e.g., 13). Rather than envision that 

all of these recombination factors also have additional (precondition-like) roles before 

recombination begins, McKim and colleagues proposed that cells monitor whether 

chromosomes have acquired an appropriate number of crossover-designated recombination 

intermediates and, if not, respond by increasing the total number of DSBs (13). This idea is 

attractive viewed through the lens of what is known about S. cerevisiae and C. elegans. It 

was recognized that such a system would also explain the interchromosomal effect (13, 28), 

although it is also possible that these are separate phenomena (65). Direct evidence for 

altered DSB numbers is lacking, and indirect cytological measures show no evidence of 

DSB increases in translocation heterozygotes (65). Nevertheless, if changes in DSB number 

do occur in these pathological situations, important unanswered questions include what 

aspect of meiotic chromosome behavior is monitored and which signaling pathways mount 

the global response. Recent work suggests that the interchromosomal effect involves 

monitoring of chromosome axis organization by the AAA+ ATPase PCH2 [homologous to 

S. cerevisiae Pch2 (pachytene checkpoint) and mouse TRIP13 proteins, discussed further 

below] (65).

ATM-DEPENDENT NEGATIVE FEEDBACK CONTROL OF DOUBLE-STRAND 

BREAK FORMATION

ATM (for ataxia telangiectasia mutated) is a serine/threonine kinase defective in the 

cancer-prone disease ataxia telagiectasia (A-T) (136). ATM activated by DSBs triggers cell 

cycle checkpoints and promotes DNA repair in somatic cells (40). A-T patients display 

gonadal dysgenesis (139) and Atm–/– mice are sterile, with chromosome synapsis defects 

and arrest during meiotic prophase (7, 8, 41, 42, 171). ATM is thus essential for normal, 

unperturbed meiosis, but until recently it was unclear what specific roles it plays. 

Independent studies in mouse, flies, and yeast suggest that ATM controls a negative 

feedback circuit that inhibits SPO11 activity (Figure 5a).

Keeney et al. Page 10

Annu Rev Genet. Author manuscript; available in PMC 2015 May 23.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



In Atm–/– mice, testes have >10-fold higher steady-state levels of SPO11-oligo complexes 

(78) (Figure 5b). SPO11-oligo complexes have a long life span in wild-type spermatocytes, 

and the amount of the complexes is already elevated when they first appear in Atm−/− 

juvenile testes. Thus, the steady-state increase in SPO11-oligo complexes likely reflects 

increased DSB numbers rather than increased life span of the complexes. Interestingly, 

absence of ATM also renders DSB formation more sensitive to SPO11 expression level, 

suggesting that the normal robustness of DSB number control in wild-type spermatocytes 

depends on ATM (78).

D. melanogaster females homozygous for a temperature-sensitive allele of the fly Atm 

ortholog display 1.5- to 3-fold higher levels of γ-H2AV in oocytes and neighboring nurse 

cells at the restrictive temperature (66) (Figure 5c). γ-H2AV is the equivalent of mammalian 

γ-H2AX (62), a phosphorylated form of histone variant H2AX that arises in response to 

DSBs made in nonmeiotic contexts (129) or by SPO11 (87). In flies, meiotic γ-H2AV is 

generated redundantly by ATM and ATR (product of the mei-41 gene) (66). The elevated γ-

H2AV levels thus suggest that more DSBs are made in ATM-deficient flies, resulting in 

higher ATR activity (66).

Similarly, several independent lines of evidence point to elevated meiotic DSB formation in 

S. cerevisiae cells lacking the ATM ortholog Tel1: a higher frequency of detectable 

recombinants (measured in an otherwise wild-type background) and DSBs (measured in a 

rad50S background) at an artificial recombination hot spot (175), elevated DSBs at a natural 

hot spot and modestly higher DSB frequency on at least one whole chromosome (also 

measured in a rad50S background) (27), and a greater number of DSBs genome-wide, 

assayed by immunoprecipitation of covalent Spo11-oligo complexes in a RAD50+ SAE2+ 

background (N. Mohibullah & S. Keeney, unpublished results). (Deletion of the SAE2 gene 

or rad50S (for separation of function) mutations block the removal of Spo11 from DSB ends 

and thereby prevent DSB resection; see Figure 1b.) Two studies reported instead that DSBs 

are reduced by tel1 mutation in rad50S or sae2 mutant backgrounds (5, 17). The reasons for 

the differences in results are unclear, but the preponderance of the data (and, in particular, 

data from otherwise wild-type backgrounds) indicates that DSBs are elevated in tel1 mutant 

yeast, similar to ATM-deficient mice and flies.

These findings suggest that an evolutionarily conserved pathway for DSB control entails 

activation of ATM by DSBs, which then feeds back to inhibit further DSB formation by 

other SPO11 molecules (Figure 5a). The mechanism is not yet well understood. Is ATM 

kinase activity required, and if so, what is the relevant phosphorylation target(s)? One 

candidate target in yeast is Rec114, a meiosis-specific protein required for DSB formation: 

Rec114 is phosphorylated in vivo in response to DSBs. This phosphorylation does not occur 

in mutants lacking both Tel1 and Mec1 activity; Rec114 can be phosphorylated in vitro by 

Mec1 (which has similar substrate preferences as Tel1); and mutant Rec114 protein lacking 

putative phosphorylation sites yields signs of increased or faster DSB formation, whereas 

potentially phosphomimetic mutations inhibit DSB formation (27, 135). Whether Rec114 is 

a direct Tel1 target has not yet been established, and it remains unclear whether the absence 

of Rec114 phosphorylation phenocopies the absence of Tel1, so other (possibly redundant) 

substrates may exist. Furthermore, the fact that Mec1 can phosphorylate Rec114 suggests 
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this kinase (like Tel1) may also inhibit DSB formation directly, either in wild-type cells or 

perhaps only when Mec1 is hyperactivated (i.e., in recombination mutants). This possibility 

adds further complexity to the mix of positive and negative roles that Mec1 plays (see 

above).

In flies, γ-H2AV turns over quickly in the absence of ongoing ATM and/or ATR signaling 

(66). Assuming similar rapid turnover for ATM targets relevant to DSB inhibition, it seems 

likely that ATM-dependent feedback is transient, occurring only as long as ATM itself 

remains active. Moreover, it is likely that this DSB inhibition works at least partly at a local 

level because ATM is activated in direct spatial proximity to the sites of DSBs, as judged, 

for example, by the location of γ-H2AX formed in mouse meiosis (87). Thus, this pathway 

might serve to discourage the formation of multiple DSBs near one another on the same 

chromatid or on sister chromatids (27, 78) (Figure 5a, inset). In fact, S. cerevisiae and S. 

pombe cells rarely cut the same chromatid at adjacent hot spots, much less frequently than 

expected from the DSB frequencies of the individual hot spots (M. Lichten, M. Neale, G. 

Smith, personal communication). This behavior, i.e., interference between potential DSB 

sites on the same DNA molecule, requires Tel1 in both yeasts (M. Neale & G. Smith, 

personal communication). A further prediction, supported by DSB mapping via deep-

sequencing of Spo11 oligos in S. cerevisiae (N. Mohibullah & S. Keeney, unpublished 

results) and mouse (J. Lange, M. Jasin, & S. Keeney, unpublished results), is that the DSB 

landscape in wild-type meiosis is shaped in part by the spatial patterning of ATM-dependent 

feedback. Additional implications of this form of DSB control are discussed in the final 

section.

NEGATIVE FEEDBACK TIED TO HOMOLOG ENGAGEMENT

Another pathway for restraining Spo11 activity has been illuminated by independent studies 

in mice, nematodes, and budding yeast. A mouse transgenic construct expressing Spo11β 

(one of several Spo11 splicing isoforms) behaves as a hypomorphic Spo11 mutation when 

the transgene insertion is in a single copy and is the only source of SPO11 protein, i.e., in 

mice with the genotype Spo11–/– Tg(Spo11β)+/–. Spermatocytes from these mice generate 

approximately half the normal number of DSBs as assessed by quantification of SPO11-

oligo complexes or RAD51 and DMC1 foci (68). This reduction is accompanied by defects 

in synapsis of homologous chromosomes: Many chromosomes successfully locate their 

partners and form normal SC, but in most cells several chromosomes fail to synapse 

properly. The unlucky chromosomes end up in topologically constrained tangles, where 

some axis segments remain unsynapsed and other segments show homologous or even 

nonhomologous synapsis.

Remarkably, even though the cell-wide DSB level is reduced in these mice, the unsynapsed 

chromosome axes in tangles continue to accumulate RAD51 foci, in some cases reaching a 

density comparable to wild type (Figure 6a). Moreover, in wild-type mice, RAD51 foci 

continue to accumulate on the portion of the X chromosome that is not homologous to the Y 

and that thus naturally remains unsynapsed. These results suggest that unsynapsed axes 

continue to accumulate DSBs, or put another way, that synapsis is normally accompanied by 
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cessation of DSB formation (68). Importantly, this effect acts locally within the unsynapsed 

regions, which distinguishes it from the nucleus-wide responses discussed above.

C. elegans oocytes lacking X-chromosome pairing centers display X-chromosome-specific 

defects in homologous pairing and synapsis, plus numerous RAD-51 foci present on the X 

chromosomes much later than normal (85). Although it is possible these foci are simply 

persisting because of repair defects, it is attractive to think that they instead represent 

additional DSBs above the number that would have formed in wild type. If so, these extra 

DSBs appear to be more numerous than those on autosomes in the same cells, which would 

be consistent with a local effect on DSB formation specific to the misbehaving 

chromosomes, layered on top of the nucleus-wide prolongation of the DSB-permissive stage 

(28, 85, 132, 148).

These observations dovetail with independent studies of the S. cerevisiae ZMM proteins 

(Zip1--4, Msh4--5, Mer3, and others), a biochemically diverse suite of factors needed to 

ensure that crossover-designated recombination intermediates do indeed become crossovers 

(21, 84). ZMM proteins are needed for normal SC formation; in fact, one of them (Zip1) is a 

core structural component of the SC (152). Given these functions in recombination and 

synapsis, ZMM proteins were typically thought of as acting strictly downstream of DSB 

formation. However, surprisingly, zmm mutants accumulate more DSBs than wild type 

based on multiple lines of evidence, including elevated DSB levels by direct physical assays, 

increased frequency of detectable recombination products, and more Spo11-oligo complexes 

(156).

In principle, increased DSBs could have been an indirect consequence of the meiotic delay 

or arrest caused by the DSB repair defect in zmm mutants, which is known to trigger Mec1-

dependent inhibition of Ndt80 (84, 159). However, epistasis tests show this not to be the 

case: zmm ndt80 double mutants make more DSBs than either zmm or ndt80 single mutants 

(156). These results indicate that a ZMM-dependent process that fosters engagement of 

homologous chromosomes is more directly responsible for inhibiting DSB formation in 

wild-type cells. A similar line of reasoning has been proposed to explain inferred increases 

in DSB formation in other yeast mutants with defects in homolog engagement (27, 79).

A plausible mechanism that accounts for results in both yeast and mouse is that SC 

formation leads to structural changes that render chromosomes unfit substrates for Spo11 

(27, 68, 156, 166) (Figure 6b). This model was first proposed from studies of the mouse 

HORMA-domain proteins HORMAD1 and HORMAD2 (166). These proteins localize to 

unsynapsed chromosome axes on which RAD51 foci form during the leptotene and 

zygotene stages but are displaced soon after synapsis (46, 141, 166) (Figure 6c). Likewise in 

A. thaliana, the HORMA-domain protein ASY1 becomes similarly depleted from axes after 

chromosomes synapse (F.C. Franklin, personal communication). Tóth and colleagues 

proposed that HORMAD displacement might suppress further DSB formation because 

homologous proteins, such as S. cerevisiae Hop1, are needed for normal DSB levels (59, 

166) [shown later to be true for mouse HORMAD1 as well (37, 141)]. Earlier work had 

demonstrated that numerous DSB-promoting factors, including Hop1, Mei4 (not related to 

the S. pombe Mei4 transcription factor discussed earlier), Red1, Rec102, Rec104, and 

Keeney et al. Page 13

Annu Rev Genet. Author manuscript; available in PMC 2015 May 23.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Rec114 are displaced from chromosomes after synapsis in S. cerevisiae (20, 70, 80, 88, 

144). These yeast results were not originally interpreted in terms of DSB regulation, but they 

fit nicely with this model in retrospect (27, 156).

The mechanism behind the chromosome structure changes remains to be determined. In 

mouse and A. thaliana, HORMA-domain protein displacement occurs with a delay after SC 

formation, so synapsis cannot be an instantaneous trigger (166; F.C. Franklin, personal 

communication). A temporal offset for removal of DSB-promoting proteins is also seen in 

yeast (e.g., 70). Moreover, mouse HORMAD displacement even occurs in chromosomal 

segments that synapse nonhomologously, e.g., in mice lacking SPO11 (166). Thus, 

recombination is not essential, and although SC formation between homologous 

chromosomes may be the normal conduit for DSB control in wild-type cells, homolog 

engagement per se is also dispensable.

The AAA+ ATPase TRIP13 is required for HORMAD proteins to be displaced from 

synapsed axes in mice (130, 166), as is the TRIP13 ortholog PCH2 in A. thaliana (F.C. 

Franklin, personal communication). Similarly, Pch2 governs the normal nonuniform 

localization of Hop1 along SCs in S. cerevisiae (20), probably by directly remodeling Hop1 

protein structure (32) (N. Kleckner, personal communication). However, available evidence 

does not strongly support the view that TRIP13 or Pch2 are net-negative regulators of DSB 

formation. In yeast, DSB numbers are not increased in pch2 mutants (20, 44). In mouse, the 

fact that RAD51 foci and γH2AX are present on synapsed chromosomes during pachynema 

in Trip13-deficient spermatocytes may indicate that DSB formation continues longer than 

normal (68). However, global DSB levels do not appear to be increased based on SPO11-

oligo quantification (S. Pacheco, M. Marcet-Ortega, J. Lange, M. Jasin, S. Keeney & I. 

Roig, unpublished results), so DSB persistence rather than increased DSB numbers may 

underlie these cytological patterns (81, 130).

It is interesting that this mode of DSB control is analogous to how Ndt80- and CHK-2-

influenced circuits in S. cerevisiae and C. elegans may work, although the specific 

mechanisms regulating chromosomal association of DSB-promoting factors differ in each 

case. We also note that this feedback mechanism may provide a more permanent shutdown 

of DSB-forming potential compared with the proposed transience of the ATM/Tel1 circuit. 

Feedback tied to homolog engagement may operate over longer physical distances as well, 

given the potential for SC to polymerize further than ATM/Tel1 kinase signaling is likely to 

spread.

COMMUNICATION BETWEEN POTENTIAL DOUBLE-STRAND BREAK SITES

Four further layers of DSB regulation have been documented in S. cerevisiae, each 

involving apparent communication in trans between sister chromatids or homologous 

chromosomes, or in cis between regions on the same chromosome. First, DSB frequency at a 

hot spot can be affected by sequences at the same position on the homologous partner (26, 

127, 170). In at least some cases, allelic sequences that match one another yield the most 

DSBs (127, 170), possibly because they also yield the most accessible (DNase I-

hypersensitive) chromatin structure (74). These findings suggest that homology-dependent 
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physical interactions between chromosomes influence chromatin structure and DSB 

formation, but the mechanism is not known.

Two more layers also work in trans between DNA molecules. Specifically, a strong hot spot 

can suppress DSB formation at the allelic position and at hot spots nearby (within a few 

kilobases) on the homologous chromosome (170, 175). Separately, numerical patterns of 

recombination in tetrads suggest that wild-type cells rarely break both sister chromatids at 

the same hot spot (175). Thus, it appears that any given cell usually experiences at most one 

DSB at the same place among four chromatids, even at an exceedingly strong hot spot (175). 

In mutants lacking Tel1 or Mec1, recombination patterns suggest loss of one of these control 

layers, i.e., DSBs can often occur at the same place on two DNA molecules in the same cell. 

This has been interpreted to mean that Tel1 and Mec1 convey an inhibitory signal in trans 

between homologous chromosomes (175) (Figure 5a, inset). However, the data are equally 

consistent with one or both kinases preventing breakage of both sister chromatids, as has 

been proposed for Tel1 in yeast (27; M. Neale, personal communication) and ATM in 

mouse (78). Further studies are needed to dissect the mechanisms and interplay between 

these pathways.

The fourth layer is revealed by the fact that creating new hot spots---whether by inserting an 

artificial hot spot-specifying DNA construct or by fusing Spo11 to a sequence-specific DNA 

binding domain to target cleavage to new positions---suppresses DSB formation in 

neighboring regions on the same chromosome (43, 47, 63, 114, 126, 168, 170). The 

magnitude of suppression decays with distance but has been detected 30--60 kilobases away 

and may extend further in some contexts (47, 63, 126, 168). S. pombe behaves similarly 

(149; G. Smith, personal communication). In principle, this phenomenon could involve 

competition between hot spots for a limiting pool of DSB-promoting factors and could occur 

before DSB formation. However, site-specific DSBs made by an endonuclease also suppress 

Spo11-generated DSBs nearby (47): Assuming that the suppression mechanism from 

endonuclease-directed DSBs is the same as for Spo11, this finding implies that hot-spot 

competition involves the spread of an inhibitory signal after DSB formation. Tel1 appears to 

be dispensable (N. Mohibullah & S. Keeney, unpublished results), distinguishing this form 

of DSB suppression from the Tel1-mediated DSB interference discussed above (i.e., less 

frequent double-cutting of the same chromatid than expected by chance). One possible 

mechanism derives from the proposal by Kleckner and colleagues that mechanical stress and 

stress relief drive DNA metabolic events and chromosome morphogenesis (77, 176). As a 

topoisomerase relative, Spo11 is predicted to be an inherently stress-sensitive enzyme (72). 

Thus, the same patterning forces that are proposed to shape crossover distributions (77, 176) 

might also shape DSB distributions (71, 72, 77).

CONCLUSIONS AND IMPLICATIONS

From the first proposals that DSBs might be the initiators of meiotic recombination (124, 

153), it has been appreciated that this is a dangerous game for the cell to play. Work 

reviewed here brings into focus how cells accommodate this danger by controlling when, 

where, and how many DSBs are made by Spo11. The emerging view is that DSB control 

involves a drive toward DSB formation (promoted in part by cell cycle regulators and by 
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development of meiosis-specific chromosome structures) that is subject to quantitative, 

spatial, and temporal restraints from distinct but intersecting negative influences (Figure 2). 

This view explains the basis of self-organization of recombination initiation and clarifies 

how DSB formation can be homeostatic and therefore robust against cell-to-cell variation 

and environmental perturbation.

We envision that this robustness helps cells cope with unbalanced karyotypes, such as might 

be encountered in outcrosses or with heterozygous de novo chromosome rearrangements. 

For example, the proclivity of SC to form between nonhomologous chromosome segments 

in maize, mice, and other organisms (e.g., 93, 101) may provide a means to eventually 

suppress DSB formation in regions that are unable to locate a homologous partner (156). In 

normal male meiosis in mammals, the X and Y chromosome share only a small segment of 

homology, the pseudoautosomal region (PAR) (133). The PAR must receive at least one 

DSB in order to support pairing and crossing over between the sex chromosomes (67), yet 

the cell must also cope with the presence of the large portions of the X and Y that cannot 

engage one another homologously. The network of DSB-regulating pathways, and in 

particular the ability to terminate DSB formation genome-wide at or before prophase exit, 

provides a means to accommodate this feature of male meiosis.

An important implication of the circuits that control Spo11 activity is that they can 

complicate genetic analyses, especially if a mutation impinges on multiple circuits at once. 

For example, S. cerevisiae zmm mutations simultaneously disrupt homolog engagement 

(removing a negative DSB regulator), inhibit Ndt80 activation via DSB repair defects 

(removing yet another negative DSB regulator), and hyperactivate Mec1 (possibly adding 

Tel1-like DSB inhibition) (156, 159). Thus, when homeostatic DSB control pathways 

respond to pathological defects in recombination or other processes, the phenotypic 

endpoints differ from the wild-type situation in many complex ways. By the same token, it is 

important to view cautiously the widespread use of recombination-defective mutant 

backgrounds (e.g., rad50S or dmc1 in S. cerevisiae) to determine what DSB numbers would 

have been in wild type or to query the effects of other mutations on DSB numbers.

Another important implication is that Spo11-regulating processes strongly influence DSB 

locations by virtue of being spatially patterned, e.g., via local activity of ATM/Tel1 near 

DSBs or by tying feedback to homolog engagement at sites of recombination (13, 156) (N. 

Mohibullah & S. Keeney, unpublished results; J. Lange, M. Jasin & S. Keeney, unpublished 

results). We can thus divide architects of the DSB landscape into intrinsic factors 

(chromosomal features that govern accessibility or activity of Spo11 toward specific 

locations, such as loop-axis structure, nucleosome positions, or histone modifications) and 

more extrinsic factors layered on top (feedback and other regulatory circuits). This division 

fits well with the view that the factors shaping the DSB landscape work in a hierarchical 

fashion (119).

A related point is that modes of Spo11 regulation explain otherwise puzzling features of set1 

mutant yeast and Prdm9–/– mutant mice. In S. cerevisiae, trimethylation of histone H3 lysine 

4 by the Set1 methyltransferase plays a key role in directing Spo11 to cleave preferentially 

in nucleosome-depleted regions in promoters (1, 146). In mouse and human, DSB hot-spot 
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locations are defined by the DNA binding specificity of PRDM9, which sports a histone 

methyltransferase module and a zinc-finger DNA binding domain that evolves rapidly (9, 

11, 24, 107). These methyltransferases have a near-absolute role in targeting Spo11 to 

particular sites in the genome, yet they are almost completely dispensable for DSB 

formation per se: In their absence, DSBs form in relatively normal numbers but different 

locations (19, 24). This behavior is explained by recognizing that the default is for Spo11 to 

make breaks until restrained. Even if the DSB-forming machinery is crippled by absence of 

targeting factors such as Set1 and PRDM9, the homeostatic responses of Spo11-regulating 

circuits will adjust, driving break formation at high frequency but in highly abnormal 

positions.

Similar reasoning affects understanding of the relationship between hot-spot evolutionary 

dynamics and the ability to execute recombination genome-wide. Because of bias in the 

direction of information transfer during gene conversion (the broken chromosome copies 

information from the intact donor), sequence polymorphisms that inactivate a hot spot tend 

to be overrepresented in offspring from heterozygous individuals (e.g., 50). Thus, hot spots 

are expected to become colder or disappear over evolutionary timescales and new hot-spot 

alleles should rarely if ever go to fixation in a population. The existence of hot spots despite 

these headwinds has been called the hot-spot paradox (22). Many attempts to model this 

phenomenon implicitly or explicitly assume that recombination cannot occur if hot spots are 

lost (122, 160). However, the logic of DSB control makes it impossible for inactivation of 

even large numbers of individual hot spots to render chromosomes immune to Spo11. Thus, 

the need to retain recombination proficiency is unlikely by itself to be a selective constraint 

in favor of hot-spot retention. Moreover, when a hot spot becomes cooler or disappears, 

homeostatic DSB regulation is predicted to elevate DSB frequency in neighboring regions: 

Like a genomic Whac-a-Mole® game, new hot spots pop up whenever a hot spot decays 

(hat tip: M. Lichten).

The broad outlines and basic concepts of DSB regulation appear to be evolutionarily 

conserved. This conservation seems fitting given the universality of the risk/reward tradeoff 

for DSB formation and recombination in meiosis. Nonetheless, detailed mechanisms differ 

widely between species. For example, even though involvement of DNA damage response 

kinases and control of the chromosomal association of DSB-promoting factors are common 

themes, they are often used in different contexts in different organisms and even within 

different regulatory pathways in the same organism. In many cases, this evolutionary 

plasticity clearly reflects differences between organisms’ cellular and developmental 

constraints on sexual reproduction, such as genome size and karyotype; repetitive DNA 

content; recombination (in)dependence of chromosome pairing; and the organism's lifestyle, 

e.g., reversibility of meiotic entry in yeast versus irreversibility in metazoans. Although 

much remains to be learned about detailed mechanisms of the regulatory modules involved, 

current knowledge provides molecular frameworks to guide future experiments.
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Figure 1. 
Chromosome behaviors in meiosis. (a) Stages in the progression through meiosis. 

Homologous chromosomes undergo replication to form pairs of sister chromatids, which are 

held together by cohesin (not shown). Replicated chromosomes initiate recombination, then 

pair and become closely juxtaposed along their lengths. The aligned configuration is 

transiently stabilized by the synaptonemal complex (SC). A subset of recombination events 

are resolved by reciprocal exchange of chromosome arms (crossing over), which, in 

conjunction with sister chromatid cohesion, provide physical connections between 

homologous chromosomes that allow them to be aligned on the spindle at metaphase of the 

first meiotic division. Meiosis I separates homologous chromosomes, then Meiosis II 

separates sister centromeres. The two divisions yield progeny with half the genetic content 

of the parent and with new combinations of parental alleles in some of the meiotic products 

because of crossing over. (b) Overview of early steps in meiotic recombination. 

Recombination is initiated by a double-strand break catalyzed by the topoisomerase-like 

protein Spo11. The DNA cleavage reaction leaves a pair of Spo11 molecules attached to the 

5′ DNA ends on either side of the DSB. Endonucleolytic cleavage releases Spo11 attached 

to a short oligonucleotide, and further exonucleolytic resection generates 3′ single-stranded 

tails that are bound by strand-exchange proteins (Dmc1 and/or Rad51; not shown). Once a 
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homologous DNA duplex is located, the ssDNA tail invades the intact homologous duplex. 

Further DNA transactions (not pictured) give rise to mature recombination products in 

which homologs have exchanged arms (crossover) or not (noncrossover). (c) Loop-axis 

structure of meiotic chromosomes. Early in prophase of Meiosis I, each pair of sister 

chromatids develops a proteinaceous axis with chromatin extending out in loops. As 

prophase proceeds, the axes elongate and axes of homologous chromosomes are brought 

together and joined via the zipper-like SC. (d) Model for integration of DSB formation with 

loop-axis organization of chromosomes. Recombination occurs in spatial proximity to axes, 

but DSBs usually form in DNA thought to be in the chromatin loops. To reconcile this 

apparent paradox, it has been proposed that most of the DSB-forming machinery--- 

including Spo11 itself---assembles on chromosome axes and then captures and breaks a 

DNA segment from a nearby loop, forming a tethered loop-axis complex (15, 76, 120). (e) 

Monte Carlo simulations were used to evaluate whether randomly distributing DSBs among 

chromosomes could support the efficient pairing and synapsis seen in normal mouse 

spermatocytes [<0.5% of cells with an unsynapsed pair of autosomes (e.g., 68)]. We varied 

the mean number of DSBs per cell and mimicked natural cell-to-cell fluctuation estimated 

from variability in numbers of RAD51 foci (219.2 ± 69.8, mean ± SD, from 36). For each 

value of the mean, we simulated a population of 10,000 cells with that mean and with a 

coefficient of variation of 30%. For each simulated cell, DSBs were then randomly 

distributed among the 19 pairs of autosomes, with each chromosome weighted in proportion 

to its axis length (from 45). The figure plots the fraction of simulated cells in which at least 

one chromosome pair had no DSBs (black points) or had one or no DSBs (gray), as such 

chromosomes would probably fail to synapse (68). The results indicate that a random 

distribution could not provide the very low failure rate seen in normal cells (horizontal 

dashed line), even if DSB numbers were much higher than the wild-type average.

Keeney et al. Page 28

Annu Rev Genet. Author manuscript; available in PMC 2015 May 23.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 2. 
Overview of the network of intersecting regulatory circuits controlling timing, number, and 

distribution of meiotic double-strand breaks (DSBs). Circuit 1: Cell cycle regulatory kinases 

tie DSB formation to meiotic progression. Circuit 2: DNA replication influences the spatial 

and temporal patterning of DSBs (green arrow), and replication stress inhibits DSB 

formation (red bar-headed arrow). Circuit 3: Progression through prophase closes a window 

of opportunity for DSB formation. Problems in recombination and/or certain other 

chromosome behaviors invoke signaling pathways that extend the DSB- permissive period. 

Circuit 4: DSBs activate the damage-responsive kinase ATM/Tel1, which then restrains 

SPO11 activity via a negative feedback loop. Circuit 5: Engagement of homologous 

chromosomes leads to changes in chromosome structure that inhibit further DSB formation. 

Circuit 6: Local DSB patterning is shaped by communication between potential DSB sites, 

both in cis along the same DNA molecule and in trans between sister chromatids or 

homologous chromosomes.
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Figure 3. 
Coordinating replication and double-strand break (DSB) formation. (a) Model for 

temporospatial coupling of DSBs with replication in Saccharomyces cerevisiae. The graphic 

at top depicts a replication fork with a replisome (blue) consisting of the replication 

machinery and accessory proteins, such as the fork protection complex (FPC). DDK (Dbf4- 

dependent kinase) is recruited to the replisome via interaction with the FPC, resulting in 

preferential phosphorylation of the Mer2 protein bound to replicating chromatin. Mer2 

phosphorylation promotes recruitment of Rec114 and other DSB proteins, including Spo11, 

ultimately resulting in DSB formation. (b) Downregulation of DSB formation in the face of 

replication stress. In Schizosaccharomyces pombe, replication defects activate the kinase 

Rad3 (ortholog of mammalian ATR) and its effector kinase Cds1. By an unknown 

mechanism, these kinases inhibit the transcription of mei4+, which encodes a transcription 

factor that is needed for expression of mde2+, which encodes a protein essential for DSB 

formation. Whether Rad3 and Cds1 also suppress DSB formation via additional pathways is 

unknown. In S. cerevisiae, replication defects activate the Rad3 ortholog Mec1, which 

impinges on SPO11 transcription by an unknown mechanism. Mec1, via its effector kinase 

Rad53, also inhibits DDK, which likely inhibits recruitment of DSB proteins dependent on 

Mer2 phosphorylation (as depicted in panel a). Mec1 also appears to inhibit chromatin 

recruitment of the DSB-promoting proteins Rec114 and Mre11 by a separate, undefined 

pathway.
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Figure 4. 
Analogous but mechanistically distinct nucleus-wide systems in Saccharomyces cerevisiae 

and Caenorhabditis elegans link the potential to form double-strand breaks (DSBs) with 

meiotic progression. (a) In S. cerevisiae, normal progression through meiosis witnesses 

activation of Ndt80, a transcription factor that governs exit from the pachytene stage of 

prophase. Ndt80 activation leads to synaptonemal complex (SC) disassembly and removal 

of DSB-promoting proteins from chromosomes, ending a DSB-permissive period as cells 

commit to meiotic divisions. The gene encoding the polo-like kinase Cdc5 is an Ndt80 target 

that may be important for downregulating DSB potential. If recombination defects result in 

persistent DSBs, a response mediated by the kinase Mec1 (ATR) is provoked; this attenuates 

Ndt80 activity and delays or blocks pachytene exit. Cross talk between ongoing 

recombination and Ndt80 activation also occurs via Mec1 to control the length of prophase 

in normal cells. If cells are exposed to appropriate nutrients before Ndt80 becomes active, 

they exit meiosis and resume mitotic divisions. As in normal meiotic progression, this mode 

of exiting prophase also appears to include nucleus-wide loss of DSB potential. (b) In C. 

elegans, a DSB-permissive state is marked by active CHK-2 kinase and by chromosomal 

Keeney et al. Page 31

Annu Rev Genet. Author manuscript; available in PMC 2015 May 23.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



association of the DSB-1 and DSB-2 proteins (not shown). A coordinated transition during 

the pachytene stage results in shutdown of CHK-2 activity and removal of DSB-1 and 

DSB-2, ending the DSB-permissive period. However, this period can be extended if one or 

more chromosome pairs fail to acquire an appropriate number or distribution of crossover 

precursors. It is possible that proper acquisition of crossover precursors sends a signal that 

downregulates CHK-2 activity or that recombination failure sends a signal that keeps 

CHK-2 active (adapted from132, 148).
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Figure 5. 
The inhibitory feedback circuit between the ATM/Tel1 and ATR/Mec1 kinases and SPO11 

operates in Saccharomyces cerevisiae, mice, and Drosophila melanogaster. a) In S. 

cerevisiae, Tel1 and Mec1 respond to double-strand breaks (DSBs) by negatively regulating 

local DSB formation on the same DNA molecule and on the sister chromatid, and possibly 

also around allelic positions on the homologous chromosome. In this pathway, 

phosphorylation targets of Tel1 and Mec1 may include Rec114, which is required for DSB 

formation. ATM acts in an analogous pathway in mice and D. melanogaster, but whether 

ATR contributes to feedback control in these organisms remains unknown. (b) More than 

10-fold elevation in DSB levels in mice lacking ATM. The panel shows an autoradiograph 

of SPO11-oligo complexes isolated from wild-type and Atm-null mouse testes. Because two 

SPO11-oligo complexes are released from each DSB, they are quantitative by-products of 

meiotic recombination initiation that can serve as a measure of relative whole-testis DSB 

levels. SPO11-oligo complexes were immunopurified from testis lysates using an anti- 

SPO11 antibody and then radiolabeled and fractionated by electrophoresis. Asterisk 

indicates a SPO11-independent labeling artifact. Image adapted from Reference 78. (c) 

Increased phosphorylation of histone variant H2AV in ATM-deficient D. melanogaster 

oocytes. In response to DSBs, H2AV is phosphorylated by ATM or ATR to form γ-H2AV 

(equivalent of γ-H2AX in mammals). The micrographs show pachytene oocytes from a 

wild-type fly or an ATM-deficient fly. The cells were immunostained for γ-H2AV and 

C(3)G (a component of the synaptonemal complex that identifies oocytes within the ovary) 

and stained with DAPI to detect DNA. γ-H2AV levels are elevated in ATM-deficient 

oocytes and interpreted as being the result of an elevated DSB number yielding higher ATR 

activity. Images adapted from Reference 66 with permission of the authors.
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Figure 6. 
Feedback tied to engagement of homologous chromosomes. (a) Continued accumulation of 

double-strand breaks (DSBs) on segments of mouse chromosomes that fail to synapse. The 

panel shows a micrograph of some of the chromosomes from a mouse spermatocyte spread 

on a glass slide and immunostained for SYCP3 (a component of the axial elements), SYCE1 

[a component of the central element of the synaptonemal complex (SC)] and RAD51 (a 

strand-exchange protein). Unsynapsed axes appear red, and mature SC appears magenta 

from the overlap of the red SYCP3 and blue SYCE1 signals. Each green focus is a site at 

which a DSB has been made and is in the process of being repaired by RAD51 and other 

factors. This spermatocyte is from a mouse that has reduced DSB formation overall because 

the only source of SPO11 protein is a single copy of a transgene expressing the Spo11β 

splicing isoform. Some chromosomes synapse normally (examples indicated with white 

arrows), but some display synaptic failure and are trapped in tangles. The unsynapsed axes 

in these tangles continue to accumulate RAD51 foci (examples indicated with yellow 

arrows), suggesting that DSBs continue to form. Image adapted from Reference 68. (b) 

Schematic illustrating how DSB potential (i.e., the ability of chromosomes to be a substrate 

for SPO11) is lost as homologous chromosomes engage each other during recombination 

and SC assembly. (c) Depletion of DSB-promoting protein HORMAD1 from chromosome 

axes after SC formation. A portion of a spread mouse spermatocyte nucleus is shown 

immunostained for SYCP3 and HORMAD1. Axial elements that have not yet synapsed with 

one another show strong staining for HORMAD1 (arrowhead), whereas regions that have 

synapsed do not (arrow; note that a single red signal is seen because conventional light 

microscopy cannot resolve the two SYCP3-staining axial elements of the synapsed 

homologous chromosomes). Image adapted from Reference 166 with permission of the 

authors.
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