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Abstract

Regulation of gene expression in eukaryotes is an extremely complex process. In this review, we 

break down several critical steps, emphasizing new data and techniques that have expanded 

current gene regulatory models. We begin at the level of DNA sequence where cis-regulatory 

modules (CRMs) provide important regulatory information in the form of transcription factor (TF) 

binding sites. In this respect, CRMs function as instructional platforms for the assembly of gene 

regulatory complexes. We discuss multiple mechanisms controlling complex assembly, including 

cooperative DNA binding, combinatorial codes, and CRM architecture. The second section of this 

review places CRM assembly in the context of nucleosomes and condensed chromatin. We 

discuss how DNA accessibility and histone modifications contribute to TF function. Lastly, new 

advances in chromosomal mapping techniques have provided increased understanding of intra- 

and interchromosomal interactions. We discuss how these topological maps influence gene 

regulatory models.
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INTRODUCTION

Gene regulation is fundamental for every biological process. Reflective of its importance to 

cell survival and function, the regulatory mechanisms controlling gene expression are 

exquisitely sophisticated. Unraveling this complexity has broad implications, from 

understanding animal development to preventing and treating clinical pathologies. 

Innovative technologies and creative experimental design are rapidly expanding the current 
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models of gene expression. From new insights into DNA-binding specificity to the 

contribution of nuclear architecture, this review aims to integrate recent discoveries into a 

more comprehensive picture of eukaryotic gene regulation.

Gene Regulation Stripped Down to the DNA

The first gene regulatory model was pioneered by François Jacob and Jacques Manod in the 

early 1960s. They postulated that gene products are able to feed back and regulate the 

expression of genes, a concept that laid the foundation for contemporary gene expression 

models. Currently, the most basic model dictates that regulatory proteins called transcription 

factors (TFs) act in trans to promote or inhibit expression from a locus by binding specific 

DNA sequences in cis-regulatory modules (CRMs) or enhancers (66). TFs are characterized 

by the sequence and structure of their DNA-binding domains. Throughout evolution, gene 

duplication events have expanded the number of TFs, resulting in groups or families of 

highly related TFs. As a consequence, evolutionarily related TFs often share similar DNA-

binding domains and similar in vitro DNA-binding specificities. In some cases, related TFs 

display functional redundancy in vivo. However, there are many instances in which 

individual TFs with highly similar DNA-binding properties carry out distinct functions. 

Given that related TFs have both overlapping and unique functions, they must have the 

capacity to regulate both common and specific gene targets. Although it is easy to 

understand how TFs with similar binding properties recognize the same binding sites and 

regulate some of the same target genes, it is less obvious how binding to different CRMs is 

restricted to specific TFs (130). In the first section of this review, we focus on recent studies 

that provide new insights into how specificity is achieved at the level of DNA recognition. 

Throughout the review, many of the examples are taken from Drosophila melanogaster 

because of the many whole genome, genetic, and biochemical studies of it that have been 

carried out over the past several years.

CRMs usually harbor multiple TF-binding sites. In some cases, binding sites are stably 

occupied only by TFs that bind cooperatively. However, the mechanisms by which 

cooperative DNA binding increases TF specificity varies according to TF family and CRM 

(25, 51, 119). Focusing on recent examples with significant structural and functional data, 

we discuss different ways cooperative binding is achieved. Simply relying on the 

combinatorial binding and activity of multiple factors is another way CRMs coordinate gene 

expression, allowing integration of cell type and environmental inputs (Figure 1).

Dressing Up Gene Regulation with Chromatin

The biophysical realities of DNA packaged within a nucleus are in stark contrast to the 

naked DNA researchers typically think about when discussing protein-DNA binding. 

Although the stripped-down view is important for understanding the biophysical properties 

that govern TF-DNA interactions, it ignores all of the complexities of the nuclear 

environment. DNA in eukaryotic genomes is compacted into chromatin; the basic unit of 

chromatin, the nucleosome, consists of 147 base pairs of DNA wrapped around a histone 

octamer containing two copies of each of the core histones H2A, H2B, H3, and H4 (88, 98). 

DNA associated with histones is less accessible to TFs and RNA polymerase than is naked 

DNA, making chromatin transcriptionally more repressed compared with naked DNA. 
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Additionally, chromatin structure is not homogenous along the entire genome and can adapt 

more complex local structures and higher-level three-dimensional arrangements. In the 

Assembling cis-Regulatory Module Complexes section below, we discuss how chromatin 

structure contributes to gene regulation (Figure 1).

Historically, chromatin has been described as existing in two distinct flavors: euchromatin 

and heterochromatin. Heterochromatin is condensed, transcriptionally inactive, and 

associated with repressive histone modifications, whereas euchromatin is relatively 

accessible and associated with actively transcribed genes and active histone modifications 

(42, 69). This low-resolution view is still accurate, but recent genomic studies have resulted 

in a much higher-resolution and more nuanced view of chromatin states. We discuss how 

nucleosome occupancy as well as histone modifications and variants correlate with gene 

regulation. Finally, with the help of several technological advances, our understanding of 

higher-order chromatin structure and the three-dimensional organization of chromosomes in 

nuclei has increased dramatically over the past decade. We discuss how nuclear architecture 

and chromosomal conformation have also been implicated in eukaryotic gene regulation 

(Figure 1).

ASSEMBLING CIS-REGULATORY MODULE COMPLEXES

In prokaryotes, single TFs are able to regulate gene expression. However, this type of gene 

regulation is usually insufficient for eukaryotic gene regulation. Instead, eukaryotes rely on 

combinatorial transcriptional inputs into CRMs to regulate gene expression in space and 

time (66). The specific recruitment of many individual factors refines expression on the 

basis of cellular context, timing of expression, and extracellular signals. For example, the 

same binding sites in the same CRM of the Drosophila nidogen gene have been shown to 

bind different forkhead domain TFs in different tissues, with distinct regulatory outputs 

(183). Alternatively, multiple homeobox (Hox) TFs, which have highly similar DNA-

binding specificity as monomers, can target the same gene via distinct CRMs in different 

tissues (39). It also appears that TFs can bind non-canonical motifs in certain contexts, 

although the mechanism by which these motifs are distinguished from canonical motifs 

remains unclear (4, 20). Regulation can be further refined by posttranslational modifications 

(PTMs) of TFs, which can affect subcellular localization, DNA binding, and protein-protein 

interactions (Figure 1) (14, 16, 24, 27, 169). Some researchers propose a PTM code in which 

multisite PTM events provide an important regulatory mechanism for different signaling 

pathways to affect TF function and influence gene expression (14). In this section, we focus 

on two additional mechanisms, cooperative DNA binding and combinatorial codes that 

regulate the assembly and activities of CRM complexes.

Cooperativity

One mechanism cells use to increase the DNA-binding specificity of TFs is cooperative 

DNA binding. With an emphasis on structural data paired with in vitro DNA-binding assays, 

we distinguish three types of cooperative complex formation (Figure 2). The first type, 

which we refer to here as classical cooperativity, relies on direct protein-protein interactions 

between TFs and their cofactors to increase DNA-binding affinity (Figure 2). A variation on 

classical cooperativity, termed latent specificity, is when protein-protein interactions lead 
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not only to increased DNA-binding affinity but also to a change in DNA-binding specificity 

(Figure 2) (161). We refer to a second form of cooperativity as enhanceosome or modular 

cooperativity (Figure 2). The distinguishing feature here is that, unlike classical 

cooperativity, which is typically defined for homo-and heterodimers of TFs, enhanceosome 

cooperativity is observed for large complexes of proteins and, at least in some cases, appears 

to not depend on protein-protein interactions (131). A third form of cooperativity is termed 

collaborative competition (Figure 2) (138). In this case, cooperative binding occurs only on 

a chromatin template because multiple TFs are more effective than are individual TFs at 

competing with nucleosomes for binding to target sequences (113). As the first two forms of 

cooperativity are measured on naked DNA, we discuss them here, whereas the third form, 

which is apparent only in the context of chromatin, is discussed in a later section.

Protein-protein interactions reveal latent specificities—Interactions between TFs 

not only increase DNA-binding affinity to their cognate binding sites but may also result in a 

modification of their DNA recognition properties (Figure 2). This phenomenon has recently 

been described for the Hox family of TFs, which provides a classic example of the TF 

specificity paradox. Characterized by a highly conserved DNA-binding domain called the 

homeodomain, all Hox proteins recognize similar AT-rich sequences in vitro (15, 127) but 

confer phenotypically distinct identities in vivo (65). One way they achieve functional 

specificity is through cooperative DNA binding with cofactors. In Drosophila, the best-

characterized Hox cofactors are Extradenticle (Exd) and Homothorax (Hth), which have 

orthologs called Pbx and Meis, respectively, in vertebrates (87, 116). Exd/Pbx and Hth/Meis 

are members of the three amino acid loop extension (TALE) class of homeodomain-

containing proteins (103, 116). Functional and structural studies have identified a conserved 

protein-protein interaction between Exd and Hox proteins that facilitates cooperative DNA 

binding (105, 112). Tryptophan-containing motifs (W motifs), most commonly YPWM, 

found N terminal to the Hox homeodomain, directly interact with the TALE motif in the 

Exd homeodomain (105, 112). Mutation of these W motifs can dramatically affect both 

cooperative DNA binding in vitro and in vivo function of some Hox proteins (87, 105, 110, 

148). For example, for two Drosophila Hox proteins, Sex combs reduced (Scr) and 

Deformed (Dfd), mutation of the W motif is sufficient to abolish cooperative complex 

formation on a known specific binding site in vitro as well as several Exd-dependent 

functions measured in vivo (74, 87). In addition, minimal Hox proteins that contain only the 

homeodomains and W motifs retain many wild-type functions when assessed in vivo, 

suggesting that they are sufficient for many in vivo activities (134, 135).

In addition to increasing affinity, the binding of Exd with Hox proteins modifies their 

specificity, a phenomenon referred to as latent specificity (161). Using systematic evolution 

of ligands by exponential enrichment (SELEX)-seq, in which traditional SELEX (38, 170) is 

paired with deep sequencing, cooperative binding with Exd was shown to elicit changes in 

Hox DNA-binding preferences that are distinct from their monomeric DNA-binding 

preferences (161). Importantly, for at least one Hox protein (Ubx), the types of latent 

heterodimer specificities revealed by SELEX-seq were over-represented in DNA sequences 

bound by this factor in vivo, which suggests that the in vitro–measured specificities are 

biologically relevant (161). In another recent example, DNA-binding measurements from 
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protein-binding microarrays for the Saccharomyces cerevisiae TFs Met4, Met28, and Cbf1 

demonstrate that cooperative complex formation increases DNA-binding specificity (159). 

In this case, Cbf1, together with its non-DNA-binding cofactors Met28 and Met4, recognize 

additional DNA sequences that are adjacent to the traditional Cbf1 binding site (159). 

Importantly, these additional DNA sequences are essential for gene regulation in vivo. 

Together, these data suggest that interactions between TFs and their cofactors have the 

potential to reveal specificities that are not available in the absence of cofactors. Moreover, 

latent specificities can apparently be induced by both DNA-binding (e.g., Hox-Exd) and 

non-DNA-binding (e.g., Cbf1-Met4-Met28) cofactors.

The E twenty-six (ETS) family of TFs may provide an additional example of latent 

specificity, referred to in this case asacquired specificity (173). ETS proteins are 

characterized by a highly conserved winged helix-loop-helix DNA-binding domain and 

recognize 5′-GGA(A/T)-3′ sequence motifs. Similar to Hox proteins, ETS factors use direct 

interactions with cofactors to increase DNA-binding specificity (63). Cooperative DNA 

binding between PAX5 and ETS1 is critical for activation of mlb-1 during B cell 

development (46). Structural studies demonstrate that direct interactions between the paired 

domain of PAX5 and the ETS domain of ETS1 can rearrange protein-DNA contacts to 

increase DNA binding (50): A PAX5-induced rotation of a particular tyrosine residue in the 

recognition helix of ETS1 promotes binding to a low-affinity site (50). A similar mechanism 

has been proposed for other ETS/cofactor complexes. All members of the ternary complex 

factor subfamily of ETS factors, which includes ELK1 and SAP1, interact with serum 

response factor (SRF) to activate immediate-early genes (63). In the case of ELK1/SRF 

complexes, studies of related SAP1s/SRFs suggest that protein-protein interactions may 

induce conformational changes in an analogous tyrosine residue in the recognition helix of 

ELK1 to increase DNA-binding affinity (115). Altering the structure of the ETS domain 

may prove to be a general mechanism for increasing specificity, especially considering it 

mediates many of the functional interactions between ETS factors and several cofactors 

(173). An analogous cofactor-induced change in conformation was also proposed to underlie 

Hox-Exd latent specificity. In this case, X-ray crystal structures demonstrated that Exd 

positions a normally unstructured region of the Hox protein Scr so that it can interact with 

DNA, specifically, a narrow region of the minor groove (73, 105). The recognition of minor 

groove structure or, more generally, DNA shape is widespread among TFs, suggesting that it 

may be a common mode of DNA recognition (144, 145).

The similarities between ETS complexes and Hox complexes extend to another phenomenon 

called autoinhibition in which DNA binding of a TF is inhibited by domains in the TF itself. 

Mutual relief of autoinhibition has been shown to mediate cooperative complex formation 

between ETS1 and RUNX1 (63) as well as complex formation between Hox and Exd 

proteins, in which the Hox W motif apparently interferes with monomeric DNA binding 

(23). Therefore, protein-protein interactions can alter DNA-binding specificity and increase 

affinity by both rearranging protein-DNA contacts and suppressing autoinhibition.

It is noteworthy that some of the DNA-interacting residues in the Scr-Exd complex and ETS 

complexes are outside the traditionally defined DNA-binding domain. Although crystal 

structures are not yet available, the Drosophila Hox protein Dfd requires residues that are in 
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an analogous position to Scr’s minor groove–interacting residues to bind and regulate some 

of its specific targets in vivo (74). These observations blur the traditional definition of a 

DNA-binding domain, in that they show that additional motifs can contribute directly to 

DNA binding when TFs interact with cofactors. Although it is currently not clear which 

residues in the Cbf1-Met28-Met4 complex contact its expanded binding site (159), it is 

plausible that, analogous to Hox-Exd, residues not normally considered part of the DNA-

binding domain make some of these contacts. Additional nuclear magnetic resonance or X-

ray crystal structures would be very helpful for resolving these questions.

Additional complexity and, perhaps, DNA-binding specificity also comes from the fact that 

some Hox proteins have additional ways to interact with Exd beyond their W motifs. For 

example, some Hox proteins, namely Ubx and AbdA, have multiple W and non-W motifs 

that are used to bind DNA cooperatively with Exd/Hth (22, 87, 109–111, 126, 148). 

Context-dependent interactions between motifs within the same Hox protein have also been 

proposed to contribute to functional diversity (110, 148). Unfortunately, no structural 

information is currently available to show how these additional motifs interact with each 

other, Exd, or Hth. In the case of AbdA, where up to four potential sequence motifs 

contribute to cooperative complex formation with Exd, some motifs were differentially 

required depending on the readout examined (87, 110, 126). Studies using vertebrate Hox 

proteins have also demonstrated differential requirements for W motifs (32, 45, 82, 142, 

150, 157, 174, 178). For example, targeted mutagenesis of the murine Hoxa1 W motif 

parallels the Hoxa1 loss-of-function phenotype during hindbrain patterning (142). However, 

other functions, such as neural crest cell migration and cranial nerve development, are not as 

severely affected as in the Hoxa1 loss-of-function animals, suggesting that the W motif is 

required in a context-dependent manner, analogous to some of the Drosophila Hox proteins 

(142). These data suggest that, depending on the mode of Exd interaction, different target 

sites may be recognized, and the three-dimensional structure of the bound complex may 

vary. The presence of additional interaction modes also contributes to the phenomenon of 

posterior prevalence, also known as phenotypic suppression, in which more posterior Hox 

proteins dominate in a posttranslational manner over more anterior Hox proteins (34, 35, 52, 

53, 104). A recent study comparing the abilities of Scr and AbdA to bind and regulate a 

shared target site found that the quality and quantity of AbdA’s Exd interaction modes both 

increased cooperative DNA-binding affinity in vitro and contributed to AbdA’s ability to 

outcompete Scr for target gene regulation in vivo (126).

Promiscuous cooperativity with multiple cofactors—As described above, some 

TFs, such as Hox proteins, increase their specificity by interacting with a small number of 

cofactors and using a variety of mechanisms to reveal latent specificities. Another strategy 

used by other TFs to expand their regulatory repertoire is to interact with a large number of 

protein partners, which allows TFs to gain cell- and tissue-specific control of gene 

expression depending on the cell-type availability of cofactors (Figure 2). For example, ETS 

factors utilize a variety of partners to bind DNA (63). With more than 40 different 

regulatory partners, the Sox [Sex-determining region Y (SRY)-related-high mobility group 

(HMG)-box] family of proteins provides another example of how multiple cofactors can 

contribute to specificity (16, 83). Classified by their HMG box DNA-binding domain, Sox 

Lelli et al. Page 6

Annu Rev Genet. Author manuscript; available in PMC 2015 January 15.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



family proteins control a variety of developmental processes and are key regulators of 

pluripotency (16, 83). During melanocyte development the SOX10/PAX3 pair activates 

expression of the TF MITF, which subsequently functions as another SOX10 partner to 

promote progression of melanocyte differentiation (16, 83). Additionally, recent data 

suggest that MEF2C can also function as a SOX10 partner to promote maintenance of the 

melanocyte fate (1). An analogous regulatory mechanism is observed during SOX10 

regulation of Schwann cell development (16, 83).

Interactions with different partners can also affect DNA-binding specificity, perhaps using 

mechanisms that are analogous to the latent specificity model described above. Recently, 

two studies have demonstrated that single amino acid substitutions in SOX2 and SOX17 can 

disrupt or promote, respectively, cooperative binding with OCT4 in vitro. The ability to 

form cooperative complexes with OCT4 correlated with cell-reprogramming potential (68, 

123). Because most Sox proteins recognize similar binding sites, restricting interactions to 

only a specific set of cofactors is important for regulating proper CRM binding.

Enhanceosome cooperativity—The CRM responsible for viral-inducible expression of 

interferon-β (IFN-β) is among the most-studied human transcriptional regulatory elements. 

Eight proteins cooperatively bind this 55–base pair (bp) enhancer in a structure termed the 

enhanceosome: one ATF2/c-Jun dimer, four interferon response factors (initially IRF-3, 

which is replaced with IRF-7 after IFN-β induction), and one NFκB dimer (p50/RELA) 

(131, 165). Activated by three different pathways, the specific expression of IFN-β is 

ultimately regulated by the coincidental activation and cooperative binding of all of these 

factors. Each factor is unable to individually activate IFN-β expression, and loss of any 

single protein abolishes IFN-β activation (165). Despite the binding sites within this 55-bp 

element being tightly packed, several crystal structures that capture subsets of the 

enhanceosome display a paucity of protein-protein interactions between pairs of dimers 

(131–133). Additionally, recent molecular dynamics simulations suggest that the DNA-

bound complexes display an unusually high level of flexibility (129). From these 

observations, it seems unlikely that direct interactions between TFs are mediating the 

observed cooperative DNA binding. Instead, these studies suggest that sequence-dependent 

structural changes in the DNA may facilitate binding of TFs to overlapping sites (129, 131, 

133). Use of a combination of higher- and lower-affinity sites can regulate the order in 

which complexes assemble (129); in this way, binding of one factor could facilitate the 

cooperative binding of another factor to an overlapping low-affinity site through 

complementary structural changes in shared nucleotides. Further, the architectural factor 

HMGA1a and other secondary factors may also enhance cooperative DNA binding on the 

IFN-β enhancer (131). Therefore, the IFN-β enhanceosome represents a type of modular 

cooperativity with strict requirements for binding-site arrangement and overlap (Figure 2).

Binding-site allostery—Lastly, we wish to emphasize that the binding site itself can be 

an active player in TF function and activity. Studies on the glucocorticoid receptor (GR) 

have shown that DNA can function as an allosteric regulator of TF activity (108). Structural 

studies of the GR demonstrate that a region called the lever arm within the DNA-binding 

domain adopts different conformations according to the DNA sequence bound (108). These 
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structural changes parallel functional variations in cognate regulatory complexes for the 

different binding sites (108). Therefore, different conformations of the DNA-binding 

domain induced by the DNA-binding site can affect the transcriptional activity of GR in a 

site-specific manner (108). As with latent specificity, we speculate that a variety of 

influences on the three-dimensional structure of TF complexes, in part influenced by the 

DNA-binding site, can affect TF functions. Therefore, understanding the sequence and 

shape of CRMs and how they impact the structure of bound factors is critical to decoding 

the regulatory logic driving gene expression.

cis-Regulatory Module Architecture

A common feature of all CRMs is that they provide a scaffold for a combinatorial logic code 

in which the assembly of multiple factors provides cell type– and environment-dependent 

gene regulation (66). In the above section, we focused on several types of DNA-binding 

cooperativity used by TFs to bind CRMs. With the exception of enhanceosome 

cooperativity, in which all factors must bind to an inflexible CRM, the other types of 

cooperativity described above allow for much greater CRM flexibility: A single CRM can 

potentially integrate a large variety of inputs, some of which may be cooperative. For 

example, the Hox-targeted CRM from reaper integrates not only the Hox protein Deformed 

(Dfd) but also at least eight additional TFs (162). In contrast, a Dfd autoregulatory target 

requires multiple Dfd-Exd heterodimer inputs plus additional, as yet unidentified, inputs 

(74). The ability to interchange CRM inputs provides cells with the flexibility to maintain a 

tight regulatory control in a wide variety of distinct contexts. Given this requirement, how 

are CRMs organized, and can generalizations be gleaned from the data?

Three different models have been proposed to describe CRM architecture: the 

enhanceosome, the billboard, and the TF collective (Figure 2) (3, 75). As described above, 

the enhanceosome model posits that cooperative binding of a group of TFs using a strict 

arrangement or grammar of binding sites in the DNA is necessary for CRM activity (Figure 

2). Evidence for this model comes primarily from the IFN-β enhanceosome, described 

above, as well as from the tumor necrosis factor-α enhanceosome (13, 131). Given the small 

number of identified enhanceosome-like CRMs in which the arrangement of the binding 

sites is inflexible, they may be more the exception than the rule. Enhanceosomes may be 

limited to regulatory events that must be controlled with exquisite precision, as they can be 

activated only when all factors are present. In addition, once formed, enhanceosomes are 

unusually stable, allowing them to activate transcription until subsequent mechanisms 

disassemble them (165).

A second model for CRM architecture is the billboard model (Figure 2) (3). At the opposite 

end of the spectrum from inflexible enhanceo-some CRMs, billboard CRMs are 

hypothesized to be very flexible; each binding site is critical, but their relative orientation 

and spacing do not contribute to CRM function (3, 85). According to this view, individual 

TF inputs might act independently to recruit different components of the basal transcription 

machinery, adapter complexes, or chromatin-modifying complexes to promote transcription 

(3).
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A third view of CRM architecture refers to CRMs as TF collectives (Figure 2) (75). 

According to this view, TFs are cooperatively recruited to CRMs but without a precise motif 

grammar (75). Using whole-embryo chromatin immunoprecipitation (ChIP)-chip and ChIP-

seq at different stages during Drosophila embryogenesis, binding events for a set of five 

factors involved in cardiac gene regulation were analyzed (75). Interestingly, the authors 

found that a large number of CRMs included all five factors and that some combinations 

were very rare (75). For example, when one was missing [Tinman (Tin)], the other four 

factors were rarely found together (75). Although such observations could represent 

cooperative binding or cooperative recruitment of these five factors, they could also 

represent an evolutionary selection for functional CRMs that contain all five inputs and 

selection against CRMs that have only four of the five inputs. Another potential explanation 

for these results is that Tin functions as a so-called pioneer factor that is required to initiate 

binding to these CRMs in a chromatin environment. Additional biochemical experiments are 

required to determine if cobinding of these factors is cooperative rather than a consequence 

of selection.

Another feature of the TF-collective model is that binding sites need not necessarily be 

present for every TF present at the CRM (75). Accordingly, some factors are indirectly 

bound at CRMs because of protein-protein interactions alone (Figure 2). Although this is 

certainly plausible, it is also possible that low-affinity binding sites or latent specificity 

mechanisms make it difficult for current computational methods to recognize all of the 

essential binding sites in CRMs. Consistent with this idea, low-affinity binding sites are 

critical for the accurate activities of some CRMs (136).

Detailed in vivo structure-function analysis of the sparkling CRM of Drosophila Pax2 in 

eye development provides another informative view of CRM logic (163). In this case, the 

authors asked how binding sites for the known TFs rearrange relative to each other during 

the course of evolution (163). Several interesting conclusions come from this work. For one, 

sparkling CRMs from different Drosophila species can have a very different arrangement of 

binding sites but still function to drive accurate expression in D. melanogaster, similar to 

conclusions obtained from evolutionary comparisons of the stripe 2 CRM from even-skipped 

(96, 97). In addition, despite rapid evolutionary turnover of binding sites at the sparkling 

CRM, the authors were able to recognize that the spacing between pairs of some binding 

sites was conserved (163). This conserved CRM grammar suggests that there may be 

interactions, either direct or mediated by additional factors, between the bound TFs. The 

idea that cooperative or interacting subelements could be among a set of otherwise 

independent inputs was also part of the original billboard model (3) and is consistent with 

the important role of TF DNA-binding specificity discussed in the previous section.

Regardless of whether biologists refer to CRMs as a billboard, a TF collective, or some 

other nom du jour, the emerging view from numerous studies is that many, perhaps the 

majority of, enhancer elements are not enhanceosome in nature but instead flexibly integrate 

multiple TF inputs in a surprisingly large number of arrangements. Consistent with a key 

role for multiple TF inputs, a recent comparative study found that in vivo binding sites for 

the mesodermal TF Twist (Twi) are highly conserved across several Drosophila species, and 

loss of Twi binding in one species is often associated not with loss of a Twi motif but with 
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loss of a cofactor binding site (59). Some of these inputs may be singly bound TFs, others 

may be cooperatively bound pairs of TFs, and yet others may interact indirectly via a third 

factor (Figure 2). Such flexibility in CRM architecture makes the de novo identification of 

CRMs, based solely on DNA sequence, a big challenge for biologists because apparently the 

same set of inputs can be encoded in the DNA sequence in many ways.

CHROMATIN STRUCTURE

In the previous section, we discussed how TFs recognize and bind target sites in the context 

of naked DNA. However, to fit within the miniscule confines of the nucleus, DNA is 

wrapped around histones and condensed into chromatin. In addition to limiting TF access, 

histone-DNA complexes are subject to many PTMs that affect gene expression. 

Furthermore, chromatin is not uniformly distributed throughout the nucleus, so distant 

regions of the genome, based on linear DNA sequence, may actually be in close proximity. 

In this section, we describe how modifications of histone-DNA complexes and chromatin 

architecture contribute to gene regulation. It is not possible to catalog all of the many 

modifications known to occur on hi-stones; for this, the reader is referred to many recent 

reviews covering this topic (7, 12, 86, 139, 181). Instead, we focus on the small subset of 

modifications that are correlated with CRMs or CRM activity.

DNA Accessibility

DNA accessibility is increasingly recognized as an important variable in gene regulation 

(79, 80, 91, 166). Although it has been difficult to mechanistically test the causal 

relationship between chromatin structure and gene transcription, many genome-wide studies 

have demonstrated significant correlations. Through modeling of TF binding and DNase1 

sensitivity data, two recent studies revealed that chromatin accessibility has a significant 

impact on the genome-wide binding patterns of a number of developmental regulatory 

factors expressed in the Drosophila embryo (79, 91). Within regions of open chromatin, TF 

binding is primarily determined by sequence specificity (79). A similar correlation between 

accessibility and TF binding has been observed in mammalian cells (70) and yeast (182). 

Additionally, several genome-wide nucleosome-mapping studies reveal trends suggesting 

that nucleosome positioning may influence gene expression (5). First, promoter regions tend 

to contain nucleosome-depleted regions (NDRs) (5). Second, nucleosomes around 

transcription start sites are often well organized (5). The formation of NDRs is predicted to 

reveal binding sites and facilitate TF binding at regulatory sequences (106). Many 

mechanisms have been proposed to regulate nucleosome positioning and NDR formation (5, 

67, 81, 152). In addition to the controversial role of the primary DNA sequence (70, 76–78), 

ATP-dependent chromatin remodelers, such as the Swi/Snf complex, and binding by 

specific TFs have also been implicated in NDR formation (6, 168, 176, 179). The formation 

of NDRs falls under the more general heading of establishing gene- and cell type–specific 

chromatin architectures, which can include the positioning of nucleosomes at regulatory 

elements and promoters (47, 95).

Similar to nucleosome-depleting factors, so-called pioneer factors have been proposed to 

prime chromatin environments to initiate subsequent TF binding. Unlike many TFs, pioneer 

factors such as the FOXA and GATA factors, PU.1, and AP1 have the ability to bind their 
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target motifs in a closed chromatin environment (17, 61, 102, 180). Upon binding their 

target DNA, the pioneer factors can drive local chromatin remodeling and create accessible 

enhancers for additional TF binding (102, 180). This type of synergy has previously been 

termed nucleosome-mediated cooperativity or collaborative competition (Figure 2) (113, 

114, 138). Thermodynamic and in vitro studies have demonstrated that TFs can compete 

with nucleosomes for DNA binding and, by unwrapping or evicting the overlapping 

nucleosome, induce the cooperative binding of another TF (114, 120, 167). Because protein-

protein interactions are not required and the relative arrangement and orientation of binding 

sites are flexible, collaborative competition may be one explanation for why many CRMs 

have multiple flexible inputs without a strict grammar (e.g., the billboard and TF collective 

models; see above) (3, 75). Additionally, mathematical simulations suggest that by 

mediating chromatin reorganization, pioneer factors can increase the steady-state binding of 

other TFs, a process called assisted loading (175).

The Drosophila zinc-finger protein Zelda (Zld) may represent another type of pioneer factor. 

Zld is bound to its target motifs throughout the Drosophila genome during the maternal-to-

zygotic transition, the point when zygotic transcription commences in the developing 

embryo (57, 92, 124, 149). Most Zld-targeted regions remain bound by Zld and highly 

accessible later in embryonic development and are also targeted by numerous developmental 

TFs at these later stages (57, 124). Because Zld is highly associated with the relatively open 

genome before zygotic transcription begins, it has been proposed that rather than 

reorganizing or opening chromatin, Zld binding prevents nucleosome occupancy and 

maintains DNA accessibility in certain regions of the genome (57).

Histone Modifications

Recent studies have greatly expanded the traditional view that chromatin exists in two states, 

heterochromatin and euchromatin. The emerging view is that there are many varieties of 

active and inactive chromatin present in a given cell type (44, 146). Moreover, active 

chromatin territories are not simply permissive for DNA binding. Two recent genome-wide 

studies making use of different techniques (171) in different cell types have provided higher-

resolution views that reveal intricate patterns of histone modifications and DNA 

accessibility at enhancers and promoters (44, 80, 146). Despite experimental differences, 

and the fact that different chromatin factors were studied, the results of the two studies had a 

number of similarities. Of note, both studies found that TFs were more likely to bind their 

DNA motifs in the enhancer chromatin state, a subregion of active chromatin that is 

characterized in part by monomethylation of histone H3 on lysine 4 (H3K4me1). 

Methylation patterns on H3K4 appear to be closely linked to regulatory enhancers, 

promoters, and active transcription. Monomethylated H3K4 is associated with enhancers, 

dimethylated H3K4 (H3K4me2) is associated with both enhancers and promoters or 

transcription start sites (TSSs) of actively transcribed genes, and trimethylated H3K4 

(H3K4me3) is associated only with the promoters/TSSs of actively transcribed genes (11, 

60, 140). The presence of H3K4me1 is strongly enriched on developmental enhancers, but 

this chromatin modification does not correlate with enhancer activity (19). A similar finding

—enhancer marking in the absence of transcriptional activation—has been reported for the 

H3K4me2 chromatin mark (58).
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The list of chromatin modifications with the potential to affect TF DNA recognition extends 

well beyond methylation of histone H3. Enhancers marked with H3K4me1 are susceptible to 

both transcriptional repression and activation, and these repressed or activated states usually 

coincide with additional chromatin modifications. At one end of the spectrum, gene 

silencing and a repressive regulatory state are associated with trimethylation of H3 on lysine 

27 (H3K27me3). H3K27me3-modified nucleosomes are generated by the Polycomb 

repressive complex 2 (PRC2) and recognized by another Polycomb complex (PRC1) (160). 

PRC1 silences gene expression, but the mechanism by which this occurs is unclear (107, 

160). At the other end of the spectrum, active, H3K4me1-marked enhancers are often also 

associated with marks such as H3K79me3 and acetylation of H3K27 (19), but little is known 

about the role of these modifications in active chromatin.

Despite these links between histone modifications and TF binding, whether TFs can 

recognize a given modification when targeting the genome remains unclear. However, it is 

becoming increasingly evident that protein-DNA binding can be influenced by histone 

PTMs; the TF FOXA1 provides evidence for such a mechanism. FOXA1 can bind both 

DNA and histones and is selectively recruited to genomic regions with nucleosomes 

containing mono- or dimethylated H3K4 (72, 99, 153–155). Importantly, FOXA1 chromatin 

binding is attenuated upon loss of H3K4me1 and H3K4me2. This has been taken to suggest 

that FOXA1’s reading of these chromatin marks influences its genomic DNA targeting, 

although it is also possible that the loss of these chromatin marks indirectly prevents 

FOXA1 binding (99, 102). Additionally, inducible DNA binding of Drosophila heat shock 

factor (HSF) is also influenced by chromatin state (55). HSF binding to heat shock elements 

(HSEs) is dependent on the presence of a canonical HSE DNA motif. This motif is 

necessary for binding but not sufficient (i.e., only a fraction of HSEs are bound in vivo), so 

binding specificity is dependent on something other than DNA sequence. Additionally, the 

contribution of repressive chromatin to HSF-binding selectivity is minimal, as most of the 

unbound HSEs are not associated with the H3K27me3 repressive chromatin mark (55). 

Ultimately, it seems that, aside from the HSE motif, the most significant contributor to heat 

shock–inducible HSF binding is an active chromatin state; prior to heat shock, inducibly 

bound HSEs are not depleted of nucleosomes but do contain chromatin modifications that 

are viewed as active and thought to weaken histone-DNA interactions (H3K4me3 and 

acetylated histones) (55). Although it is possible that HSF is interacting with one of the 

active histone modifications, it is just as likely that these modifications have generated an 

environment where the weakened histone-DNA interactions are more permissive to HSF 

binding.

Many questions remain with regard to the functional role of these chromatin modifications 

and to whether something resembling a histone code influences genome-wide TF DNA 

binding (49, 139). Are certain posttranslational histone modifications simply indicators of 

repressive or permissive transcriptional environments? Or do histone modifications play a 

more active role in helping TFs recognize certain subsets of potential regulatory elements? 

Beyond the level of chromatin modifications, the presence of histone variants might also 

influence nucleosome stability and, therefore, DNA accessibility and TF-DNA interactions 
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(88, 164). Although much is still to be understood, the combinatorial possibilities for both 

binding and regulatory specificity are daunting.

Chromatin Interactions in Three Dimensions

Until this point we have maintained a two-dimensional, linear view of DNA and chromatin. 

Although this is advantageous for understanding basic principles of protein-DNA 

interactions, it omits all of the structural complexities associated with regulating gene 

expression within the three-dimensional confines of the nucleus. Beginning with the initial 

observation that chromosomes occupy particular regions within the nucleus (184), many 

studies suggest that the nucleus is divided into distinct functional domains (Figure 1). 

However, these domains are dynamic, making them difficult to characterize (21). 

Nevertheless, new techniques are beginning to yield important insights into nuclear 

architecture that provide strong support for the idea that interactions between distant 

chromosomal regions contribute in critical ways to gene regulation.

Nuclear organization—Our understanding of chromosomal structure has increased 

dramatically over the past decade as a result of advances in chromosome conformation 

capture (3C) and 3C-based high-throughput technologies (30, 31) as well as microscopy-

based techniques for studying subnuclear DNA or RNA localization (40, 93, 128). A general 

conclusion from these studies is that the interior of the nucleus is not a uniform 

compartment. This is not unexpected, considering the existence of subnuclear structures 

such as the nucleolus, but the level of organized structure associated with chromatin is 

striking. Termed chromosome territories, these domains are often further organized on the 

basis of gene density and activity (30, 33, 41, 156, 172). Gene-rich regions are found more 

toward the center of the nucleus, whereas gene-poor regions are located closer to the nuclear 

periphery. Although the mechanisms are unclear, rearrangements toward the periphery are 

proposed to be a consequence of interactions with the nuclear envelope (185). Additionally, 

active genes are generally found at the surface of a chromosomal territory, whereas inactive 

or repressed genes are buried in the interior (30, 33, 41, 172). Highly expressed genes have 

also been observed to reside in foci that have been termed transcription factories (141). 

These observations and others have led to the idea that colocalization may lead to 

coregulation (26). Recent Hi-C data in Drosophila further correlate intra- and 

interchromosmal interactions with transcriptionally active regions, whereas inactive domains 

remain confined within their respective chromosomal territories (Figure 3) (156). 

Additionally, physical domains of interaction correlate with specific sets of epigenetic marks 

and are demarcated by insulators (122, 156).

Chromosomal interactions—Since the original finding that CRMs can be far from the 

promoters they regulate, scientists have strived to understand how different pieces of the 

genome communicate with each other. The identification of the β-globin locus control 

region and gypsy insulators in Drosophila established looping as the predominant paradigm 

for enhancer-promoter interactions, and there are now many examples of enhancer-promoter 

communication that occur as a result of looping (84). Recent experiments in Drosophila 

directly correlate enhancer-promoter interactions with cell type–specific gene expression 

using a new method called cgChIP (cell- and gene-specific ChIP) (2). Using cell type–
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specific expression of the bacterial DNA-binding protein LacI, enhancers of the gene 

Distalless (Dll), tagged with LacI binding sites (lacO), were observed to interact with the 

Dll promoter in limb primordia cells, where Dll is expressed (Figure 3) (2). In contrast, 

enhancer-promoter communication was not observed in homologous abdominal cells, where 

Dll is repressed by Hox proteins, implying a more extended DNA conformation in these 

cells (Figure 3) (2). These results imply that local chromatin structure, in this case, 

enhancer-promoter communication, varies in a cell type–specific manner. In addition to cis-

looping models, enhancers can also interact with promoters in trans. In Drosophila, this 

process is called transvection and has been observed between Hox complexes on 

homologous chromosomes (36). In vertebrates, trans enhancer-promoter interactions have 

been observed during odorant receptor (OR) choice in olfactory neurons (94). Using 3C, the 

H enhancer on chromosome 14 was observed to interact with OR promoters on 

chromosomes 7, 9, and 14 (Figure 3) (94). The possibility for a single enhancer to govern 

gene expression through interchromosomal interactions provides one possible mechanism to 

address how olfactory neurons choose one out of 1,300 possible ORs (158).

Further evidence supporting a role for long-range interactions in gene regulation comes from 

studies on Hox clusters. Polycomb-dependent silencing of the antennapedia and bithorax 

complexes in Drosophila demonstrate intra- and intercomplex interactions (Figure 3) (9). 

These foci of corepressed genes by Poly-comb group (PcG) proteins are called PcG bodies 

(Figures 1 and 3) (8). Furthermore, removal of participating elements from one complex can 

weaken gene silencing in the other (9). These data suggest that PcG body formation is not 

just a consequence of corepression but may functionally contribute to gene regulation. 

Spatial clustering of Hox genes is conserved between vertebrates and invertebrates (43, 117, 

125). Recent 3C and chromosome conformation capture-on-chip (4C) analysis of the 

mammalian HoxD gene cluster in developing limb buds found that functional regulatory 

regions dispersed within a gene desert upstream of the coding region interacted with the 

active Hoxd promoter (117) (Figure 3). These three-dimensional interactions were proposed 

to form a regulatory archipelago that through regulation of Hoxd gene expression could 

function to modulate digit morphology; this concept of partially redundant or shadow 

enhancers working together to regulate a single gene has been described for multiple 

Drosophila genes (2, 10, 37, 48, 64, 137). At the Hoxd regulatory locus, alterations in 

chromatin interactions correlated with collinear activation of the Hox genes during 

development (125). In tissues where the Hox clusters are silent, genes were observed to 

reside in a single three-dimensional domain marked by H3K27me3 (Figure 3) (125). 

However, once gene expression began, a bimodal organization was observed (Figure 3) 

(125). In samples from either anterior or posterior portions of the embryo, genes known to 

be actively transcribed in those regions occupied one domain that correlated with H3K4me3, 

whereas genes known to be silent occupied a separate domain that correlated with 

H3K27me3 (125).

Although these Hox complex studies provide strong correlations, there is some controversy 

as to the relationship between three-dimensional chromatin structure and gene regulation. In 

erythroid cells, specific intra- and interchromosomal interactions between coregulated genes 

were dependent on a single TF, Klf1 (Figure 3) (151). Additionally, transgenes carrying 
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Klf1-regulated genes relocate to transcription factories when inserted into other genomic 

locations (151). These results suggest that active, coregulated genes can preferentially 

organize into transcriptional interactomes (151). However, other studies using 

glucocorticoid-inducible gene expression in cell lines did not observe significant 

chromosomal rearrangements upon activation (56). Instead, GR activates genes within 

preexisting loci that are enriched for DNase1-hypersensitive sites (56). These studies 

highlight the functional complexity that can be elucidated using 3C and related strategies. 

However, they also caution against making broad interpretations regarding the role of 

nuclear architecture in gene regulation, as observations can be highly specific to a particular 

gene or group of genes. Furthermore, interactions, or lack thereof, can be highly cell-type 

specific, as was recently shown in a chromosome conformation–based study of RNA 

polymerase II transcription (89) and by cgChIP in Drosophila (2). New advances in 

microscopy may help to sort out data from cross-linking-based studies by visualizing 

interactions in situ (71).

Regulatory factories and the hierarchically structured nature of chromatin in general suggest 

a regulatory environment in the nucleus in which the local concentration of TFs and 

accessory factors can vary significantly from region to region. Protein concentration is an 

important determinant of TF-DNA interaction and has been incorporated into recent models 

of genome-wide DNA binding (18, 79, 177), so the potential for regional variation in TF 

concentrations throughout the nucleus must be taken into account. Such foci might also lead 

to the identification of indirect protein-DNA interactions when using a cross-linking-based 

protocol such as ChIP; whether this is the case will become evident as more genome-wide 

3C and cell type–specific data become available. Thus, although the study of chromosomal 

conformation is a relatively nascent field when compared with most of TF biology, these 

studies have the potential to impact both our interpretation of genome-wide ChIP data and 

our protein concentration–centric models of genome-wide TF binding.

CONCLUDING REMARKS

Much has been made of the finding that many TFs bind thousands of genomic regions in 

vivo, perhaps because these numbers easily exceed the number of expected target genes for 

most sequence-specific TFs (90, 100, 101). However, the number of binding events is still 

lower than the predicted number of sites throughout the genome on the basis of DNA 

sequence alone and close to what is expected when accounting for both DNA sequence and 

chromatin accessibility (177). TFs are most typically viewed as components of discrete 

regulatory networks, with separate target and nontarget genes for each TF (28, 29, 121). 

However, it has been proposed, on the basis of genome-wide binding data, that TF 

regulatory networks should instead be viewed as continuous networks (18). The continuous 

network model of TF function posits that, because of the high nuclear concentration of most 

expressed TFs, specificity mediated by protein-protein interactions is unnecessary, and 

essentially all genes are targeted by all TFs. According to this view, biological function is 

determined by quantitative differences in TF binding at accessible DNA rather than binary 

on/off TF binding (18). Aspects of this model are supported by data from a survey of 

Drosophila TFs expressed early in Drosophila embryogenesis (79, 91). However, the over-

expression of many TFs, for example, by the Gal4-UAS method in Drosophila, generally do 
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not lead to aberrant phenotypes; instead, higher than normal levels of TFs in cells typically 

result in wild-type readouts, which suggests that other factors besides concentration must be 

limiting for TF function. Moreover, there are many examples in which small differences in 

TF DNA-binding domains are important for their specific in vivo functions, arguing that 

DNA-binding specificity is critical. In addition, the continuous network model assumes that 

there are no cell type–specific differences in binding and that the signal generated by ChIP is 

indicative of direct DNA binding. But this may not always be the case, as there is ample 

evidence for ChIP signals resulting from indirect DNA binding via protein-protein 

interactions or interactions between regulatory elements (2, 54, 62, 118). On the basis of the 

current data, we suggest that chromatin accessibility is critical for limiting which TF-binding 

sites and which CRMs are available in specific cell types, but within accessible regions, 

DNA-binding specificities of TFs and TF complexes are essential for determining which 

binding sites are productively bound within these accessible regions.

The era of TF genomics has clearly changed our view of how TFs target the genome, but 

many of the methods routinely used are low resolution or are blind to cell type–specific 

differences. New, higher-resolution technologies will undoubtedly lead to refinement and 

restructuring of these models. For example, a new variation on ChIP, termed ChIP-exo, can 

generate genome-wide TF–DNA binding profiles down to single-base resolution (143). Not 

only does this high-resolution method provide a more precise view of a TF’s DNA-binding 

motifs, but it also eliminates a significant number of false positive binding events generated 

by traditional ChIP-chip or ChIP-seq (143). This method has the potential to refine the 

models of genome-wide TF binding that have been generated over the past five years.

Beyond advances in ChIP, increasingly sophisticated methods for monitoring nuclear 

organization will begin to generate a comprehensive picture of nuclear and chromosomal 

structure in vivo. This will require a combination of both 3C-based techniques and super-

resolution microscopy techniques, such as stochastic optical reconstruction microscopy 

(147). Combining these approaches with high-resolution ChIP data will be essential for 

understanding TF-DNA interactions in the context of chromatin looping and transcription 

factories. Ultimately, integrating these multiple layers of data, in combination with the 

studies described in this review, will allow TF biologists to generate and test models 

regarding direct versus indirect, specific versus nonspecific, and functional versus 

nonfunctional binding.
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Glossary

TF transcription factor

cis-regulatory module 
(CRM)

collection of transcription factor binding sites that coordinate 

to regulate gene expression; also called enhancers
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PTM posttranslational modification

Cooperative DNA 
binding

occurs when the binding affinity of two or more factors is 

more than the sum of the individual affinities

Latent specificity novel DNA recognition properties that are revealed as a 

consequence of protein-protein interactions

TALE three amino acid loop extension

SELEX systematic evolution of ligands by exponential enrichment

ChIP chromatin immunoprecipitation

NDR nucleosome-depleted region

Chromosome 
conformation capture 
(3C)

a cross-linking-based technique that can detect genomic 

regions in close proximity

Chromosome 
conformation capture 
(3C)

a cross-linking-based technique that can detect genomic 

regions in close proximity

Chromosome 
territories

defined spaces occupied by individual chromosomes

Transcription factories spatial clusters of genes being actively transcribed

PcG bodies spatial clusters of genes repressed by Polycomb group proteins

4C chromosome conformation capture-on-chip
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SUMMARY POINTS

1. Multiple mechanisms that provide site-specific TFs with increased specificity 

contribute to cooperative DNA binding.

2. For most CRMs, architecture is flexible, allowing the modular integration of 

multiple TF inputs, some of which may depend on cooperativity.

3. Multiple chromatin states have been described on the basis of histone PTMs and 

transcriptional activity.

4. Genetic material is structurally organized within nuclei in a manner that is 

relevant to gene regulation.
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FUTURE ISSUES

1. Structural studies are needed to address how different protein-protein and 

protein-DNA interactions affect CRM assembly and function at a molecular 

level.

2. Additional rigorous studies of CRM architecture would help build better models 

to identify CRMs and predict their functions.

3. Is there a causal relationship between histone modifications and transcriptional 

regulation?

4. High-resolution, cell type–specific studies of chromatin and nuclear architecture 

will be important for fully understanding gene regulation.
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Figure 1. 
Overview of eukaryotic gene regulation. Within the nucleus of a cell, chromosomes occupy 

defined spatial regions called territories. Interactions between adjacent territories can 

correlate with transcriptionally active chromatin in transcription factories or silenced 

chromatin in Polycomb Group (PcG) bodies. Posttranslational modification of transcription 

factors (TFs), such as phosphorylation (P), can influence nuclear import (dashed arrows) 

through nuclear pore complexes (NPCs) in response to extracellular signals. 

Posttranslational modifications of histones, such as methylation (Me), can also correlate 

with the transcriptional state of associated genes. The position of nucleosomes can restrict 

access of TFs by occluding binding sites (colored rectangles). Lastly, TF recognition of 

specific binding sites, either as monomers or as a part of a complex with other proteins, also 

contributes to proper recruitment or release of RNA polymerase from the transcriptional 

start site (TSS). Abbreviations: K, kinase; Ph, phosphatase.
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Figure 2. 
Cis-regulatory module (CRM) assembly and cooperative DNA-binding models. This image 

depicts three different models of CRM assembly and related cooperativity mechanisms. (a) 

The enhanceosome model requires strict modular cooperativity between all transcription 

factors (TFs) (129, 131). (b) In contrast, the flexibility of the Billboard and TF Collective 

models permits different cooperativity mechanisms to control CRM assembly. (c) In the 

case of DNA allostery, interactions between the DNA sequence and the TF can facilitate 

conformational changes in the TF that result in the recruitment of different regulatory 

complexes (rounded rectangles) in a sequence-specific manner (108). (e) Classical 

cooperativity uses protein-protein interactions between TFs to facilitate cooperative binding. 

These types of cooperative interactions help to increase TF DNA-binding specificity by 

restricting recruitment to dimeric sites (A+B). In the case of latent specificity, direct protein-

protein interactions alter binding specificities so that TFs recognize novel composite sites 

(A’B’) (161). (f) Lastly, collaborative competition between TFs and nucleosomes can lead to 

cooperative binding when the binding of one TF provides access for another TF to bind a 

neighboring site (114, 120, 167).
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Figure 3. 
Different types of long-range interactions. (a) Interactions between elements in a single 

locus. Tissue-specific conformations of elements within the Distalless (Dll) locus correlate 

with gene activity. In the thorax, where Dll is expressed, the locus is more compact, with 

several regions interacting over long distances. However, in the abdomen, where Dll is 

repressed, the locus adapts a more extended conformation, and no interactions are observed 

between regulatory elements (2). (b) Interactions between elements in a gene complex. In 

Drosophila three gene complexes, antennapedia (ANT-C), bithorax (BX-C), and NK 

homeobox (NK-C), create foci of extensive intracomplex interactions when repressed by 

polycombs called Polycomb group (PcG) bodies (9). Additionally, intercomplex interactions 

suggest that PcG bodies can encompass more than one complex (9). However, PcG bodies 

containing all three complexes have not been observed (9). During vertebrate development, 

Hox genes cluster according to gene activity (125). In the forebrain, where none of the Hox 

genes are expressed, chromosome conformation capture-on-chip analysis indicates that all 

members of the complex group together (red). However, in trunk regions Hox genes adopt a 

bimodal distribution in which all the active genes (green) are found in one cluster and the 

inactive ones (red) interact within a different cluster (125). Furthermore, this three-

dimensional organization correlates with collinear gene activation (125). (c) Interactions 

between chromosomes. During odorant receptor choice in mouse neurons, trans interactions 

can occur between the H enhancer and genes on different chromosomes (94). In this case, 

we have depicted interactions between the H enhancer on chromosome 14 and the M50 gene 

on chromosome 7 (94). Additionally, interactions between Klf1-regulated genes (green) on 

different chromosomes have been observed in erythroid cells (151). This colocalization of 

active genes constitutes a transcription factory.
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