
A computer-generated animated face stimulus set for 
psychophysiological research

Adam Naples1,*, Alyssa Nguyen-Phuc3, Marika Coffman1, Anna Kresse2, Susan Faja2, 
Raphael Bernier2, and James McPartland.1,*

1Yale Child Study Center, New Haven, CT

2University of Washington, Seattle, WA

3University of Pennsylvania, Philadelphia, PA

Abstract

Human faces are fundamentally dynamic, but experimental investigations of face perception 

traditionally rely on static images of faces. While naturalistic videos of actors have been used with 

success in some contexts, much research in neuroscience and psychophysics demands carefully 

controlled stimuli. In this paper, we describe a novel set of computer generated, dynamic, face 

stimuli. These grayscale faces are tightly controlled for low- and high-level visual properties. All 

faces are standardized in terms of size, luminance, and location and size of facial features. Each 

face begins with a neutral pose and transitions to an expression over the course of 30 frames. 

Altogether there are 222 stimuli spanning 3 different categories of movement: (1) an affective 

movement (fearful face); (2) a neutral movement (close-lipped, puffed cheeks with open eyes); 

and (3) a biologically impossible movement (upward dislocation of eyes and mouth). To 

determine whether early brain responses sensitive to low-level visual features differed between 

expressions, we measured the occipital P100 event related potential (ERP), which is known to 

reflect differences in early stages of visual processing and the N170, which reflects structural 

encoding of faces. We found no differences between faces at the P100, indicating that different 

face categories were well matched on low-level image properties. This database provides 

researchers with a well-controlled set of dynamic faces controlled on low-level image 

characteristics that are applicable to a range of research questions in social perception.

Faces are the primary source of visual social information, and they garner selective attention 

from very early in human life (Frank, Vul, & Johnson, 2009). Much cognitive and 

neuroscience research has established that faces are processed differently than other objects 

(Tsao & Livingstone, 2008). Humans are more attentive to faces than other visual stimuli 

(Bindemann, Burton, Hooge, Jenkins, & De Haan, 2005), as evidenced by overt measures of 

visual attention, such as looking time (Birmingham, Bischof, & Kingstone, 2008), and 

covert measures of processing and perception such as electroencephalography (EEG) 

(Bentin, Allison, Puce, Perez, & McCarthy, 1996). Moreover, because the development of 
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face perception exhibits a prolonged maturational course, research into face perception 

allows for insights into cognitive development. As face expertise develops over time, it is 

developmentally vulnerable and can offer insights into atypical brain development even in 

children as young as six months. Finally, multiple clinical disorders (e.g., autism, 

schizophrenia, and depression) are associated with varying levels of difficulty with social 

function (Horley, Williams, Gonsalvez, & Gordon, 2004; Klin, Jones, Schultz, Volkmar, & 

Cohen, 2002; Sasson et al., 2007), which are associated with problems in face perception 

(Edwards, Jackson, & Pattison, 2002; J. C. McPartland et al., 2011) . Thus from a clinical 

and developmental perspective, face perception is a valuable domain of research.

Faces are fundamentally dynamic. While it is possible to determine gender, emotion, or 

identity from a static image of a face, faces are continually animate in everyday experience. 

However, prior research in face perception has been almost entirely reliant on static images 

of faces. In this paper, we introduce a novel stimulus set of animated photorealistic 

computer-generated faces. These stimuli were developed for neuroscience research in 

dynamic and interactive face processing, and they are stringently controlled for low- and 

high-level visual characteristics, e.g., luminance and speed of movement. These animations 

are consistent with human musculoskeletal characteristics and exhibit three movements: 

fear, puffed cheeks, and a biologically impossible motion1. These stimuli will allow for 

more ecologically valid assays of face perception while maintaining the careful control of 

visual characteristics necessary for perceptual and psychophysiological research.

This stimulus set addresses several challenges associated with stimuli used for face 

perception research. It is difficult to obtain realistic emotional expressions from untrained 

individuals (Gosselin, Perron, & Beaupre, 2010). In addition, obtaining large stimulus sets 

while controlling for age, sex, and ethnicity is resource intensive. Photographs must also be 

standardized for both low- and high-level visual properties, such as luminance and size, and 

pose and expression respectively. Computer-generated faces allow for finer control of both 

low-level perceptual and high-level expressive aspects of the stimuli.

Variability in low-level image properties, e.g., luminance and size, can introduce a confound 

in face perception research (Rousselet & Pernet, 2011a). Properties, such as contrast, 

texture, and luminance, impact face selective indices of neural processing in both EEG and 

fMRI investigations (Rousselet & Pernet, 2011b; Yue, Cassidy, Devaney, Holt, & Tootell, 

2011) obfuscating face-sensitive brain activity. This sensitivity to low-level visual features 

in the visual system, both general, and face specific, highlights the need for careful control 

of the stimuli to avoid spurious effects driven by irrelevant aspects of the stimuli. The 

control of these low-level features in stimuli allows for more accurate appraisal of 

experimental effects of higher-level differences such as expression.

Controlling for high-level image features imposes an additional set of constraints. Despite 

the universality of face structure (i.e., two eyes, a nose, and a mouth), there is substantial 

variability among photographs of faces. Faces themselves differ in size and shape, and these 

differences can persist even after careful manipulation of images. While this variability in 

1The impossible movement is not consistent with human face structure.
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size and shape is characteristic of natural faces, it can introduce a confounding dimension in 

an experimental context. In addition to controlling for the composition of the image, 

photographs must also be taken under identical conditions (e.g., lighting and pose), and 

faces making multiple expressions must remain immobile lest the entire image change 

(Tolles, 2008).

Because of the difficulties inherent in finding photographic stimuli that meet the 

aforementioned constraints, an increasing number of face processing studies have employed 

computer-generated faces. Computer-generated faces show comparable results to real faces 

in behavioral and EEG research (Balas & Nelson, 2010; Freeman, Pauker, Apfelbaum, & 

Ambady, 2010; Lindsen, Jones, Shimojo, & Bhattacharya, 2010), and a recently released 

database of static computer-generated faces was used to replicate experimental findings of 

other-race and face inversion effects (Matheson & McMullen, 2011). The stimulus set we 

present here is a novel contribution to the field, addressing two currently unmet needs by (1) 

introducing movement and (2) contributing both emotional and non-emotional facial 

movements and poses while controlling for luminance, movement speed, size, and quality of 

expression.

Stimuli Description

The set is composed of 222 image sequences in the Portable Network Graphics (PNG) 

format. The set is composed of 177 unique identities, each identity showing from one to 

three expressions (fear, puffed cheeks, and impossible movement), i.e., not all faces show all 

three expressions. Because our processing pipeline involved specific modifications to the 

structure of individual faces, the unique properties of some faces resulted in unusual 

appearance during certain expressions, e.g., certain facial features were stretched or crimped 

in ways that appeared odd-looking. These faces were removed from the dataset. For each 

expression there are 2 sets of luminance matched image sequences. In the first, the first 

frames of each sequence are luminance matched, and, in the second, the final frames of each 

sequence are luminance matched; this allows for the images to be presented forward or 

backward with equivalent luminance, a process is described in detail below. These images 

are designed to be presented as 500ms clips where each image is presented for 

approximately 16ms, a speed commensurate with the refresh rate of most LCD displays. 

Appendix 1 contains instructions for generating animations from the stimulus image files.

Standardization of Stimuli

Standardization of luminance—Luminance was defined as a pixel value between 0 and 

255, with 0 being completely black and 255 being completely white. Luminance was 

controlled over the entire animation using the following steps: (1) A baseline average 

luminance value was chosen corresponding to a pixel value of 145. (2) The difference 

between this luminance value and the average luminance of the first frame of every 

sequence was calculated; average luminance was calculated over the oval region of the 

internal features of each face. (3) The difference in luminance between the first frame of 

each sequence and the baseline luminance was subtracted from each first frame. This 

resulted in each first frame having an equal average luminance. (4) For each sequence of 

frames 2 through 30, the difference in luminance (calculated in (2)) between the first frame 
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and the baseline was subtracted. Thus, the remaining frames were not luminance matched to 

the baseline but were matched to the difference applied to the initial frame in the animation. 

The resulting animation maintains the impression of equal lighting across all frames. (5) 

This entire procedure was repeated for sequences in reverse, i.e., the luminance difference 

was calculated from the final frame in the sequence, and applied to frames 29 through 1. 

This supports presentation of matched sequences in reverse, i.e., with faces transitioning 

from expression to neutral. As the luminance across images is matched on the first image, 

the luminance will change slightly across images in a sequence, this change will be slightly 

different in forward versus reverse sequences, as the matching is based on the first frame. 

Again, by matching only on the first frame, the resulting animation maintains the appearance 

of consistent lighting on the face.

Standardization of movement speed—In order to avoid confounds among conditions 

in pacing of movement and to maintain consistency with patterns of human movement, we 

constrained the movement in three specific ways: (1) The movements of all regions of the 

face are simultaneous, resulting in uniform movement timing across the entire face. (2) The 

movements follow a smooth (sigmoidal) pattern of acceleration; movement speed is 

maximal at the midpoint of the movement and minimal at the start and finish. This pattern of 

movement is consistent with biological motion in that there are no abrupt changes in 

velocity (Wann, Nimmo-Smith, & Wing, 1988). (3) The duration of each movement 

condition is identical, 500ms across 30 frames at a 60hz. In these faces the movement of all 

facial features is deliberately simultaneous ensuring standardization across expressions. 

Recent research suggests that the temporal dynamics of different facial features differ across 

emotions (Jack, Garrod, & Schyns, 2014). As this set contains only one affective expression, 

temporal dynamics were constrained to ensure comparability across expressions.

Standardization of expressions—The degree of movement within conditions was 

further controlled to reduce unwanted variability. A series of poses were developed for each 

facial movement. Each pose specified the endpoint of the movement for each facial region, 

e.g., the height of the eyelid at the end of the fear expression. These poses were applied to 

each face to generate the movements. This allowed for movements to be uniform across 

faces while maintaining the unique shape and texture of each face. This enabled us to 

control movement in two key ways: (1) The expressions were matched in terms of 

variability within expressions, i.e., there was no more variability in one set of expressions 

than another. (2) Each sequence entailed movement across the upper and lower regions of 

the face. This ensured that participants would see movement regardless of point of gaze on 

the face during the animation.

Standardization of size—The use of a single three-dimensional head model ensured 

consistency of the size of the faces and consistency in the location and size of the facial 

regions. This uniform size allowed for a uniform masking of faces to ensure that only the 

inner region of the face is shown (Gronenschild, Smeets, Vuurman, van Boxtel, & Jolles, 

2009). For the current facial set, the masking obscures that these faces have no hair, renders 

them consistent with common photographic stimulus sets, and ensures that movements such 

as puffed cheeks do not change the size of the face on the screen.
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Generating individual faces—Each unique identity in the stimulus set was generated 

using FaceGen software (Singular Inversions, 2010). FaceGen uses the approach described 

in Blanz & Vetter (1999) to parameterize and generate three-dimensional faces of varying 

age, race, and gender; similar faces are currently used in another recently published stimulus 

set of faces (Matheson & McMullen, 2011). These faces were then exported as polygon 

meshes, collections of connected points in a three-dimensional space that represent the shape 

of the face and head. This mesh formed the basic shape of each individual face and the 

neutral pose for this face. Polygon meshes were then imported into the Softimage software 

(Autodesk, 2011) and rigged using the FaceRobot tool. Rigging is the process of assigning a 

set of parameterized controllers for individual regions of the face while ensuring that 

deformations on one part of the face are congruent with other regions of the face (e.g., when 

the right eyebrow is raised the skin around the brows deforms differently depending on 

whether the eye is closed or the other eyebrow is raised). Additionally, FaceRobot was used 

to incorporate realistic eyes and teeth into the model. The facial rigs were then used to 

generate the three expressions used in this data set: fear, puffed cheeks, and impossible 

movement.

The expressions developed in this stimulus set were chosen to maximize conceptual 

versatility across a finite set of conditions. The expressions, fear expression, neutral 

expression, and disarrangement of facial features, are intended to encompass movement 

patterns that are affective versus neutral and biologically possible versus impossible, factors 

of focal interest in social neuroscience research. All expressions are shown in Figure 1:

Affective movement: Fear was chosen as it is a universally identifiable emotion (P. Ekman 

& Friesen, 1971), is expressed in both the upper and lower regions of the face, and is the 

focus of considerable neuroscience research. Emotions indicating a threat, such as fear, are 

detected more rapidly (Belinda et al., 2005), elicit face specific neural circuitry earlier than 

other emotions (Blau, Maurer, Tottenham, & McCandliss, 2007), and are thought to also 

activate a subcortical route for face and emotion recognition (Vuilleumier, Armony, Driver, 

& Dolan, 2003). Fear expressions were based on the Ekman and Friesen descriptions of 

emotions (Paul Ekman & Friesen, 1975). Specifically, the lips are drawn and pulled back, 

the brows are raised and pulled outward, the lower eyelid is slightly pulled up, and the upper 

eyelid is raised exposing significantly more sclera above the iris (see Figure 2).

Neutral movement: For the comparison condition to fear, we chose puffed cheeks as they 

are not emotional, but still represent a familiar facial movement. We extended the cheeks 

beyond the boundaries of the face, pursing the lips, and slightly closing the jaw to generate 

the expression. Additionally, the eyes opened slightly resulting in constriction of the skin 

around the eyes. The eye manipulations were incorporated to make the motion more realistic 

and to ensure that the facial motion occurred in both the lower and upper regions of the face.

Impossible movement: Impossible movement was included as a contrast for both fear and 

puffed cheeks. This expression offers a control condition for both the dynamics of facial 

movement and familiarity with facial expressions. The resulting “impossible” faces involve 

an upward dislocation of the eyes and mouth while maintaining the integrity of the face 

structure. The tissue around the mouth and eyes deforms upward and the bridge of the nose 
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is stretched to accommodate the change. The impossible motion was designed to mimic a 

change of the face that incorporated the same soft tissue deformations as possible motions 

but with changes that are impossible given the structure of the human face.

ERP Validation

As these stimuli were developed for electrophysiological research in face perception, we ran 

a validation sample with the goal of verifying that different expressions did not differ on 

low-level image properties that might confound findings. In line with recent research 

addressing the contribution of low-level image properties to face perception (Rossion & 

Caharel, 2011; Rousselet & Pernet, 2011b), we compared P1 amplitude and latency to static 

faces in each condition (neutral, fear, puff, and impossible). Differences at the occipital P1 

among stimulus classes have been interpreted as evidence for low-level visual differences 

among stimulus classes e.g., contrast and luminance, rather than high-level differences e.g., 

expression and identity. We also analyzed the face sensitive N170, a negative going 

deflection in the EEG following the P1. There is some evidence that the N170 is modulated 

by fearful expressions (Blau et al., 2007), but these findings are not universal (Eimer & 

Holmes, 2002; Holmes, Vuilleumier, & Eimer, 2003).

Twenty-nine participants (15 male, mean age 22.4, one participant did not report age) were 

recruited from the University of Washington and Yale University communities. All 

procedures were conducted with the understanding and written consent of participants and 

with approval of the Human Investigation Committee at the Yale School of Medicine 

consistent with the 1964 Declaration of Helsinki. Stimuli consisted of 210 distinct grayscale 

faces from the current stimulus set (70 fear, 70 puffed, 70 impossible movement). All 

stimuli were presented in frontal view and at a standardized viewing size (10.2° by 6.4°) on 

a uniform gray background. Stimuli were presented on a 18-inch color monitor (60 Hz, 1024 

× 768 resolution) with E-Prime 2 software (Schneider, Eschman, & Zuccolotto, 2002) at a 

viewing distance of 72 cm in a sound attenuated room with low ambient illumination. EEG 

was recorded continuously at 250 Hz using NetStation 4.3. A 128 electrode cap was fitted 

on the participant's head according to the manufacturer's specifications (Tucker, 1993). Data 

were filtered on-line with a .1-200Hz bandpass filter. Impedances were kept below 40 kΩ. 

Participants at Yale University wore a 128 electrode Hydrocel Geodesic Sensor Net, and 

participants at the University of Washington wore a 128 electrode Geodesic Sensor Net. 

Although nets have minor differences in layout, electrodes of interest were comparable 

across both nets in terms of standard 10/20 system positions. Specific electrode numbers 

were 89, 90, 91, 94, 95, 96 (right hemisphere) and 58, 59, 64, 65, 68, 69 (left hemisphere) 

for the Hydrocel net and 90, 91, 92, 95, 96, 97, (right hemisphere) and 58, 59, 64, 65, 69, 70, 

(left hemisphere) for the Geodesic net. The regions subtended by these electrodes 

correspond to the occipitotemporal recording sites that are measured using electrodes T5 and 

T6 in the 10-20 system and have been used successfully in prior studies of face processing 

(McPartland, Cheung, Perszyk, & Mayes, 2010; McPartland, Dawson, Webb, Panagiotides, 

& Carver, 2004).

Trial structure was as follows: A central fixation crosshair was presented for a duration 

randomly varying between 200 and 300ms followed by a centrally presented static face 
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either neutral or displaying an expression. After 500ms the face moved, displaying one of 

three expressions: fear, puffed cheeks, or impossible movement, or neutral for those faces 

with an initial expression, followed by the 500ms of the final frame of the animation. In this 

way, we were able to segment ERPs to the initial face for both neutral and affective faces. It 

is these data that we will present here. To monitor attention participants were asked to count 

the number of randomly interspersed target stimuli (white balls). The 30-minute experiment 

included 420 total trials in random sequence (70 faces presented from puffed to neutral, 70 

faces from neutral to puffed, 70 faces from impossible to neutral, 70 faces from neutral to 

possible, 70 faces from fear to neutral, 70 faces from neutral to fear, and 45 targets).

EEG data were processed using NetStation 4.5 software. Data were low-pass filtered offline 

at 30 Hz prior to segmentation. Filtered data were then segmented to an epoch lasting from 

100ms before to 500ms after the onset of the initial static face. Artifact detection settings 

were set to 200 μv for bad channels, 140 μv for eye blinks, and 100 μv for eye movements. 

Channels with artifacts on more than 40% of trials were marked as bad channels and 

replaced through spline interpolation (Picton et al., 2000). Segments that contained eye 

blinks, eye movement, or more than 10 bad channels were marked as bad and excluded. 

Automated artifact detection was confirmed via hand editing for each subject for each trial. 

Data were re-referenced to an average reference and baseline corrected to the 100ms pre-

stimulus epoch. Trial-by-trial data were subsequently averaged at each electrode for each 

condition (e.g, “fear” and “neutral,” separately for every individual). P1 and N170 amplitude 

were measured as the first two most positive and negative peaks following stimulus onset 

and were identified in individual averages. Latency was calculated to peak amplitude.

Results

P1

Amplitude and latency were analyzed using two separate repeated measures ANOVA with 

expression (neutral, puff, fear, impossible) and hemisphere (left, right) as the within-subjects 

factors. In both models there were no significant main effects or interactions for expression 

in terms of amplitude [F(3,26) = 1.05, p = .386], latency [F(3,26) = .61, p = .614], and for 

interactions including hemisphere [F(3,26) = 1.41, p = .261] in terms of latency [F(3,26) 

=1.41, p = .614]. There was a main effect of hemisphere on P1 amplitude [F(3,26) =4.49, p 

= .043], but this was not mediated by expression. There was no main effect of hemisphere 

on latency [F(3,26) =1.18, p = .286].

N170

We additionally analyzed the face sensitive N170 with similar models, i.e., two separate 

repeated measures ANOVA with expression (neutral, puff, fear, impossible) and hemisphere 

(left, right) as the within-subjects factors. There were no significant main effects or 

interactions for expression in terms of amplitude: expression [F(3,26) = 1.72, p = .187]; 

hemisphere [F(3,26) = .004, p = .952]; hemisphere × emotion [F(3,26) = .438, p = .728]. For 

latency, there was a main effect of expression and a marginal interaction between 

hemisphere and expression: expression [F(3,26) = 3.24, p = .038]; hemisphere [F(3,26) =.

083, p =.776]; hemisphere × emotion [F(3,26)=2.63, p = .071]. Neutral and fear faces 
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elicited shorter N170 latencies across both hemispheres. This effect was driven by a 

significant difference between neutral and impossible facial expressions. The interaction 

effect between expression and hemisphere reflected longer latencies to impossible facial 

expressions and puffed cheeks in the left hemisphere and longer latency to impossible facial 

expressions in the right hemisphere. Figure 3 depicts grand averaged waveforms from right 

and left hemisphere electrodes, and figure 4 depicts variability in latency across different 

expressions.

Discussion

In this paper we have introduced and described a novel photorealistic set of facial stimuli, 

including dynamic facial expressions. The use of photorealistic computer-generated faces 

allowed for precise control of both movement and low-level image characteristics such as 

luminance and size. Furthermore, these faces exhibit uniform dynamics of movement among 

expressions and across individual faces. This stimulus set includes 222 stimuli of varying 

race and gender spanning three expressions, with individual images representing each step 

of the animation. Individual frames can be presented separately, in sequence, or merged into 

an animation depending on the needs of the experimenter.

Our validation study revealed expected electrophysiological response to the computer-

generated faces. Waveform morphology was consistent with prior research, reflecting a 

characteristic P1-N170 complex over occipitotemporal scalp. Consistent with the design of 

our stimuli, consistent response at an early sensory component (P1) indicated that the stimuli 

were well matched on low-level visual features. While differences in brain activity in 

response to low-level visual features persist beyond the P1 (Bieniek, Frei, & Rousselet, 

2013) and are evident in the hemodynamic response (Yue et al., 2011), our results suggest 

that low-level differences indexed by the P1(Rossion & Caharel, 2011) do not account for 

differences observed at subsequent components in these data. In addition, a robust face-

sensitive response (N170) was observed subsequent to this initial component that exhibited 

limited variability in response to familiarity of expression. While consistent response 

patterns across conditions at the N170 have been observed in prior research (Holmes et al., 

2003), other studies have detected variability by emotional expression at this component 

(Blau et al., 2007). Specifically, the less familiar nature of the puffed cheek and impossible 

facial expressions may have led to the delayed N170 observed here. Future directions 

exploring differences between expressions will include different imaging modalities, such as 

fMRI, and experimental paradigms that more directly probe the sources of visual 

information used in perceptual tasks, such as reverse correlation techniques. The latter 

approach, exemplified by the “bubbles” paradigms, collect more experimental trials, and can 

more deeply elaborate the neural time course of face processing. (Schyns, Bonnar, & 

Gosselin, 2002; Schyns, Petro, & Smith, 2007)

In the context of neurophysiological research, this stimulus set has several unique strengths. 

First, it tightly and effectively controls low-level visual features that are known to impact 

brain response to visual stimuli, such as luminance. Our results show that these faces do not 

elicit differences in brain indices of visual perception sensitive to low-level image 

characteristics. Secondly, the faces are animated, which allows us to study processing of 
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dynamic facial stimuli. The inclusion of animation addresses an emerging need in face 

perception research. Currently, there is much less research examining the perception of 

dynamic versus static faces (Curio, Bülthoff, & Giese, 2011), although perception of facial 

movement dynamics is a crucial component of social cognition (Pitcher, Dilks, Saxe, 

Triantafyllou, & Kanwisher, 2011); (Bassili, 1979; Pike, Kemp, Towell, & Phillips, 1997).

This stimulus set offers animated facial expressions standardized for psychophysical 

research. Individuals interested in incorporating these stimuli into experimental paradigms 

should be aware of several limitations, including a restricted range of expressions and tightly 

confined age range of depicted individuals. Therefore, this stimulus set would not be 

appropriate for studies of positive emotional expressions or studies of the perception of 

children's faces. Also, as these faces are distributed as rendered images, it is not possible to 

modify them arbitrarily in accord with the Facial Action Coding System (FACS), which 

other computer generated systems offer (Krumhuber, Tamarit, Roesch, & Scherer, 2012; 

Roesch et al., 2011; Yu, Garrod, & Schyns, 2012). Most importantly, these faces are not 

real; while the computer-generated nature of the faces poses a challenge to ecological 

validity, this weakness is offset by improved control over the images necessary for 

psychophysiological research. There is some concern that artificial faces are ill-suited for 

cognitive neuroscience research, specifically that later face sensitive components differ for 

photographs of real faces as compared to illustrated faces (Wheatley, Weinberg, Looser, 

Moran, & Hajcak, 2011). However these concerns are balanced in light of several facts: (1) 

Different stimulus sets of photographs of faces may be attributable to different experimental 

findings (Machado-de-Sousa et al., 2010). (2) Computer generated faces have been used 

successfully in neuroscience research and show effects beyond very early 

electrophysiological components in the EEG (Recio, Sommer, & Schacht, 2011) and in 

hemodynamic research (Bolling et al., 2011; Mosconi, Mack, McCarthy, & Pelphrey, 2005). 

(3) There is a history of successfully using artificially generated, e.g., computer-generated 

and drawn faces in psychophysics research (Bentin, Sagiv, Mecklinger, Friederici, & von 

Cramon, 2002; Cheung, Rutherford, Mayes, & McPartland, 2010), suggesting that artificial 

faces can be of substantial experimental utility. The success of these approaches indicates 

that artificial, photorealistic facial stimuli are an effective addition to the constellation of 

stimuli used in face perception research.

The goal of this dataset was to present multiple identities exhibiting affective and neutral 

movements and biologically plausible, but impossible movements, which would have been 

very difficult with photographs of real individuals. Furthermore, the electrophysiological 

data showing that these faces do not differ on low-level visual properties suggests that these 

stimuli are well-suited for the demands of neuroscience and psychophysiological research. 

While these stimuli were developed for electrophysiological experiments, they are not 

limited to this domain. These artificially generated faces can be freely distributed to the 

research community without concern for participant confidentiality. Freely available stimuli 

allow for a point of reference for comparing research findings across studies and reducing 

variability attributable to idiosyncrasies between study-specific stimulus sets.
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How to obtain the stimulus set

The stimulus set is free for research use and is available with limited restrictions. 

Specifically: (1) the images are not-redistributed; (2) credit is given to both this publication 

(Naples et al.,) and the Following funding sources, NIMH R01 MH100173 (McPartland), 

NIMH K23 MH086785 (McPartland), NIMH R21 MH091309 (McPartland, Bernier), 

Autism Speaks Translational Postdoctoral Fellowship (Naples), CTSA Grant Number UL1 

RR024139 (McPartland), Waterloo Foundation 1167-1684 (McPartland), and Patterson 

Trust 13-002909 (McPartland); (3) and the images are not used for any commercial 
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Appendix 1: Converting image sequences to movie files

There are several free and commercial software packages that can convert numbered image 

sequences into movies. We recommend Virtualdub (http://www.virtualDub.org). Virtualdub 

is free and open-source. For instructions on opening an image sequence as a movie, 

instructions are available here: http://www.virtualdub.org/blog/pivot/entry.php?id=34
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Figure 1. 
Facial expressions: A: neutral, B: fear, C: puffed cheeks, D: impossible dislocation of eyes 

and mouth. Note that, though the final pose appears to be an unusual but possible face 

configuration, the movements themselves are clearly impossible to viewers.
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Figure 2. 
Fear, puffed cheek, and impossible expressions.
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Figure 3. 
ERP waveforms depicting activity over left and right occipitotemporal electrodes in 

response to face presentation. Note that at early components (P1) there is little variability 

among different expressions. EEG data is filtered from .1 to 30hz.
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Figure 4. 
N170 peak latency by expression and hemisphere. Horizontal lines above bars indicate 

conditions that were significantly different.
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